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Preface

Purpose

The Storage Center System Manager User Guide describes the Storage Center System
Manager software that manages an individual Storage Center system.

Related Publications

Compellent Storage Center documentation consists of the following publications:
» Storage Center System Manager Setup Guide

Describes how to set up a new Storage Center.
» Storage Center System Manager Upgrade Guide

Describes how to upgrade Storage Center software from version 4.5.6 and above to
version 5.5 and from version 5.0 and higher to version 5.5.

» Storage Center Enterprise Manager User Guide

Describes how to use Enterprise Manager to view and manage one or more Storage
Centers, as well as generate and view charts and reports on Storage Center usage
statistics. In addition, describes how to use Remote Instant Replay to replicate Replays
to one or more Storage Centers.

To download Dell Compellent product manuals, go to:

http://www.dell.com/manuals

Contacting Dell Support Services

Please contact Dell Technical Support Services from the following address if you need
support assistance:

http://support.dell.com/compellent

vii
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Introduction

What’s New in this Release

Congratulations on making the move to Fluid Data storage from. The new Fluid Data
architecture combines a powerful data movement engine, virtualized software applications
and an agile hardware platform to intelligently manage data at a more granular level. The
patented technology optimizes performance, lowers costs and increases storage
utilization.

Storage Center 5.5

iSCSI Configure 10 Card Wizard Improvements

All iSCSI cards are now configurable using the iISCSI Configure IO Cards wizard. In
previous releases, only uninitialized cards could be configured via this wizard. In addition,
all iISCSI 10 cards detected by the system can now be configured from a single window
rather than configuring cards one at a time on separate windows. This functionality can be
accessed via the Startup Wizard and via Storage Center System Explorer through multiple
paths.

Search Capability added to GUI

A search capability has been added to the bottom of the system tree in System Explorer.
The search feature provides the ability to search through the system tree for objects . A
dropdown menu allows filtering objects by type: All (default), Volumes, Disks, Servers. Left
and right arrows allow navigating forward and back. An arrow to the left of the search field
allows you to minimize/maximize the search function. A checkbox is provided to match
case.

Configure Local Ports Changes

Front-end values for Fibre Channel ports attached an enclosure can no longer be set via
the Configure Local Ports wizard. In support of this change, a Enclosure Connected column
has been added to the FC ports table (virtual port and legacy port modes).

Demoting Volume Mappings from a Server Cluster to an Individual Cluster Node

In earlier versions of Storage Center, users were required to demote server cluster
mappings one at a time. In this version, users can demote multiple cluster mappings at the
same time using the Demote Mappings to Server Cluster Nodes window.

Restore Deleted User Wizard
The Restore Deleted User wizard enables users to select the deleted user to be restored
and provide a new password for the restored user.

Allow Replays to Coalesce into an Active Replay

The Volume Properties screen now displays an option to allow Replays for the displayed
volume to coalesce into the active Replay. This option is unselected by default. As part of
this change, the Space Consumption Limit and Import Data To Lowest Tier options have
also been moved from the General tab to the new Advanced tab of the Volume Properties
window.
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What's New in this Release

OpenVMS Unique Disk IDs Displayed

The Volume Properties screen now allows the user to set the Open VMS Unique Disk Id for
the volume. This attribute is used by Open VMS to uniquely identify the volume. Itis
ignored by other operating systems.

Log Filter Improvements

Users can now select a log filter timeframe from a dropdown menu on the Filter Log
Messages window. On dual-controller systems, logging can be set per controller. The
default is to show all log messages.

Enabling / Disabling Secure Console Access

If secure console access to the Storage Center was configured, menu options to restart and
disable this access are now available on the Storage Management > System menu. The
new menu options provide easy access to common secure console actions previously
available only within the Configure Secure Console wizard.

Storage Center 5.4

Model 40 Storage Controller (CT-SC040)

The Model 40 storage controller is based on the SuperMicro X8DTH-iF motherboard with
Intel Nehalem chipset technology.

Fibre Channel over Ethernet — 10Gb

This release adds Fibre Channel over Ethernet (FCoE) capabilities to the product line via
the QLogic FCoE CNA QLE8152 10 card. This card provides PCI Express dual 10Gbps
Ethernet ports with full hardware offload for FCoE protocol processing. While the QLE8152
is capable of standard TCP/IP and Ethernet processing, Storage Center only supports the
card for FCoE capabilities. The card must be connected to a CISCO Nexus 5000 series
switch.

Fibre Channel — 8Gb

This release provides a second source for 8Gb Fibre Channel interfaces via the QLogic
QLE2564 PCI Express, quad port, Fibre Channel adapter. This card provides functional
equivalence to the existing Emulex 8Gb Fibre Channel card and can be used in addition to
as well as a replacement for the Emulex card.

SAS -6 Gb

This release provides the next step in performance and scalability of the storage back-end
technology with the introduction of SAS 2.0 compliant 6G 10 cards to communicate with
new SAS 2.0 6G compliant enclosures and disk drives. The LSI SAS 9200-16¢ is a quad
wide port full height PCl-e card with support for 16 lanes of 6Gb interfaces. The initial
release of SAS 6G provides support for 48 devices per chain, with the ability to have two
chains of devices per 10 Card. SAS connections are described in greater detail in the
Storage Center 5.4 SAS Connections Guide, document number 680-049-001.
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iSCSI Card — Enhanced 10Gb Support

This release provides 10Gb iSCSI support for additional network interface, switches, and
server operating systems beyond what was available in the previous release, including
support for the Chelsio S320E-CR (PCle based) adapter. This is a dual-port 10 card utilizing
the Chelsio T3 (terminator 3) ASIC for 10 Gb offload processing.

IO Card Change Wizard

The new 10 Card Change Wizard provides a user interface within the Storage Center
System Manager to the utility used to map hardware changes to existing configurations.
The wizard can be used for IO card upgrades and removals or when upgrading controllers.
For more information, see Storage Center 5.4 I/O Change Wizard, document number
685-001-001 available through Dell Support Services.

Storage Center 5.3

iSCSI Card — Limited 10 Gigabit Support
This release introduces limited support for the Chelsio S320E-CR 10Gbps iSCSI card.

Configure Operational Mode

Legacy and Virtual Port operational mode can be selected during initial system setup for a
new Storage Center when Virtual Ports are licensed. This feature is described in the
Storage Center System Setup Guide, document number 680-022-007. After initial system
setup, ports can be configured within Storage Center Manager by using the Configure
Local Ports wizard.

Configure Local Ports Wizard

The redesigned Configure Local Ports wizard combines Legacy and Virtual Port
configuration in a single wizard. The Configure Local Ports screen displays a list of
controllers, slots, and ports present on the Storage Center. For each 10 card and port used
on each controller, you can specify a network value of front end or back end and a usage
of primary or reserved.

iSCSI Qualified Names (IQNs)

In previous releases, servers were created using WorldWide Names (WWNSs) for HBAs.
Users now have a choice when creating servers — WWN or iISCSI Name. The default is
iISCSI Name. For server ports, the iISCSI name is a user-defined string that might follow the
conventional iISCSI Qualified Name (IQN) format, but does not have to, and is intended to
be globally unique. The Storage Center does not impose the IQN format for servers and
enforces unigueness only within a single Storage Center system.

Storage Center 5.2.2

Server Cluster

Storage Center 5.2.2 enables the selection of volumes to be promoted to a server cluster
when creating the cluster. Previously, all volumes mapped to server nodes were
automatically promoted to the Server Cluster. Once a volume is mapped to a Server
Cluster, it can be demoted from the Server Cluster to a server node. When a volume is
mapped to a server node, it can be promoted to a Server Cluster.

Storage Center 5.5 System Manager User Guide



What's New in this Release

Import Mode

Import Mode allows you to import data directly to the lowest configured tier of storage.

Advanced Mapping Display

An option exists to allow advanced mapping information to be displayed. By default, this
option is turned off.

Storage Center 5.2.1

RAID 6

In addition to RAID 10 and RAID 5-5/5-9, Storage Center allows you to select RAID 6 for
any storage tier. RAID 6 provides greater storage redundancy and efficient use of disks.
Secondary DNS Server

Users now have the option of entering a secondary DNS server. If a path is not available to
the primary DNS server, the Storage Center connects to the secondary DNS server.
Import from External Device

Previously, a synchronous replication license was required for data to be loaded from an
external device. Now the command to Import from an External Device and Classify Disk as
External are available without a synchronous replication license. Import from External
Device uses synchronous replication to import data from a non-Storage Center device.

Storage Center 5.1

System Dashboard

The license window that appeared in previous versions of the System Manager is replaced
with a System Dashboard that displays used and available storage space, and a history of
storage use. The Dashboard lets you monitor your space more efficiently. The license
window is available from the Help menu.

Storage Center 5.0

Virtual Ports

Virtual Ports eliminate the need for reserve ports. When operating in Virtual Port mode all
front-end ports accept 10.

Consistency Groups

Consistency Groups create a synchronized Replay of all volumes within the consistency
group while the 10 stream on all volumes is halted. This creates a consistent data set.
Consistency Groups can also be replicated to other Storage Centers.

Mapping

Storage Center adds the ability for you to identify the operating system of each server so
that it can map Volumes to Servers based on the rules of the operating system of the server.
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Portable Volume

A Portable Volume is a removable USB drive that moves large quantities of data between
replicating systems to establish a baseline replication. Portable volumes are configured in
Enterprise Manager.

Leibert" UPS

Storage Center 5 supports the Liebert Uninterruptable Power Supply. The UPS is now
managed through SNMP.

SAS

Storage Center 5 supports SAS (Serial Attached SCSI) protocol enclosures and disks. SAS
achieves data transfer speeds on four wide lanes of each SAS port

6 Storage Center 5.5 System Manager User Guide



Introducing the Storage Center System Manager

Introducing the Storage Center System Manager

The Storage Center System Manager:

» Provides a central management interface to create and manage Storage Center
volumes, servers, disks, and users.

« Displays the status of hardware components.

« Enables local and remote backup and restore.

e Provides Phone Home technical support.

» Allows multiple users to have different levels of access privileges.

In addition to the System Manager, Storage Center provides a rich set of separately-
licensed applications that support dynamic storage. To view currently licensed applications,
from the Help menu, select Licensed Features.

Note Figures in this document show views, menus, and options displayed when logged in
with Administrator privileges. If you are logged in as a Volume Manager or Reporter,
what you see displayed may differ from the figures and options described in this User
Guide.

Starting the Storage Center System Manager

Access Storage Center System Manager from a workstation or PC on the same network as
the Storage Center controller. View the Storage Center System Manager through one of
these browsers:

» Microsoft Windows Internet Explorer Versions 7, 8, and 9
* Mozilla Firefox Version 3 on Microsoft Windows

If you log on using an unsupported browser, the system returns a warning stating that some
functions of the Storage Center software may not function as expected.

Note The Storage Center System Manager cannot load with the following unique
combination of applications: Windows 2008 (64 bit), FireFox 3.0, and Java Runtime
Environment 6_10.

5> To start Storage Center System Manager

1 Inthe address bar of the web browser, enter the name or IP address of the
Management controller. (This was configured during setup.) A security alert appears.

2 Click Yes to acknowledge the alert. The Storage Center System Manager login window
appears.
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compellent STORAGE CENTER LOGIN

user: |Admin

Password: ||

LOGIN »

goahead
WEBSERVER

® Compellent Technologies, Inc. 2003-2011

Figure 1. Login Window

3

In the User ID field, enter the default ID:

Admin

Enter the default password:

mmm

Click Login. If an additional security alert appears, click Yes to continue.

Note The End User License Agreement is displayed the first time a new user logs onto the

Storage Center. Click Accept to continue.

Storage Center 5.5 System Manager User Guide



Introducing the Storage Center System Manager

Possible Messages on System Manager Startup

Unbalanced Local Ports

If a controller has been added or taken offline, ports can become unbalanced. The Startup
wizard warns you if local ports are unbalanced.

To balance unbalanced ports

Click Yes to rebalance local ports.

To turn off the rebalance ports message

1 Select the Controllers node.
2 From the shortcut menu, select Rebalance Local Ports.

3 Uncheck the option to check for unbalanced local ports at startup.

IO Card Change Detected

If an 10 card change is detected on system startup, Storage Center will automatically
launch the 10 Card Change Wizard. For information about this wizard, refer to 1/0 Card
Change Wizard on page 380.

Unmanaged Hardware

If the System Manager finds unmanaged hardware, such as disks or server host bus
adaptors (HBAS), it prompts you to manage them. For more information on managing
unassigned disks, refer to Adding Unassigned Disks to a Folder on page 119. For more
information on HBAs, refer to Managing HBAs on page 47.

Viewing the System Explorer
When the system recognizes the user name and password, the System Explorer opens.
« (€ Storage Management menu: Displays Storage Center commands.

» Shortcut menu: The shortcut menu appears when you select a component. It is
displayed at the top of the System Explorer below the menus as well as when you right-
click an component. The Shortcut menu displays commands specific to the selected
component.

» System Tree: Shown in the left frame of the System Explorer, the System Tree displays
logical and physical components.

« (), View menu: Displays different views of the system.

. () Alert Monitor: Displays component status. Click the System Status button to view
additional information including the system log.

* () Advisor Pages: Most windows, include advisor pages with additional information
about commands and information displayed in the window. To open an advisor page,
click on the Advisor button.
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System Dashboard

The center frame of the System Explorer opens to the System Dashboard.

DeAL

compellent SN54

———

. storage Management (<2, View Refresh & Help

. Properties J Configure My Volume Defaults

() 11:03 &M Log OFF @ System 5

% Storage ! c \ SN54
J Servers \
= Disks )
EEL B [ a5 0fFeh 22, 2011 10:09:34 AM @ |
) Controllers =
-\ UPS .
(-4 Enclosures Assigned
T Racks
L Remote Systems |
g Users 321368 |
22878
Status: Marmal
Total disk space: 2.28TB
I Useddiskspacs: 3213 GB (1.37%)
D Free disk space: 2,25 TB (38.63%)
More Details.
A
[ as afFen 23, 2011 12:01.07 AM - updated daily @ |
~
Assigned
Estimated Empty Time: 11/26/2017 06:00:00 pm
2,250
2,000
v [soarciiers | 41 0D e
50
Al - 8 1,250

Figure 2. System Explorer View

The Storage Summary displays:

» Date and time the summary report was generated

» Status: Normal or Space Low. Space Low indicates that you must add storage.

» Total disk space: The amount of raw disk space available.

» Used disk space: Space used by volumes and replays (blue on the bar graph)

» Free disk space: Space available for volumes and replays (gray in the bar graph).

» Unhealthy/Bad space (if any) Space found on any unhealthy disks, or any bad space
found on disks which are healthy. This appears only if unhealthy or bad disk space has
been found (black in the bar graph).

* A bar graph on the right edge of the window shows the Storage Alert Threshold. If free
space falls below the Low Space Threshold, the System Manager sends an alert,
warning you to add additional disks.

» Search function in the lower left provides the ability to search through the system tree
for objects with matching names. A dropdown menu allows filtering objects by type: All
(default), Volumes, Disks, or Servers. A checkbox is provided to match case (default).
Left and right arrows allow you to navigate forward and backward. The arrow to the left
of the search field allows you to minimize/maximize the search panel.

Storage Center 5.5 System Manager User Guide



Introducing the Storage Center System Manager

Storage History

The Storage History displays an overview of past storage use:

* Numbers on the left showing the amount of disk space in GB.
* Blue line shows the amount of space used recently.

* Red line shows the amount of raw disk space available.

* Yellow line shows the Storage Alert Threshold

Note In rare instances, a Storage Center system will have more than one disk folder. In
this case, the System Manager displays a Storage Summary and Storage History for
each disk folder.

11
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Navigation
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Storage Management Menu

To view System Manager commands, click the Storage Management menu, directly below

the title bar.

c Storage Management h% Yiew Refresh -",‘ Help

ﬂ',} Create ) Configure My Yolume Defaults
(4, Properties b
W oelete >
= volume b ﬁ‘ Create Yolume
o server b ¥ Create Boot From 54N Yolume
s Disk 3 é{ Create Replication Yolume
€ system > i Yolume Properties
& User y 3 Delete volume
) ‘8 Ermpty Recycle Bin
) Log off

Q Configure My Yolume Defaults

<4 Map Yaolume to Server

=& Remave Mappings From Yolume

2 Copy ]

= Replication

& Replicat »
Replay ]

x Cleanup Orphaned Replay Histories

e Falder

[E5 Create olumne Folder
ﬁ volume Folder Propetties
3¢ Delete volume Folder

Figure 3. Storage Management Menu

System Tree

Expand component folders in the System Tree to view component status.

EIE Storage

[+ Velumes

1 replay Profiles
- Recycle Bin
I:l"'*: Servers

B4 Disks

Controllers

& wryskOs

[#h-d wewstOe

[]---U Enclosures

=11 Racks

. W Z3rd Floor Rack

L——_IC Rermote Syskems
-2 QoS Definitions

c 3

c 21

[]—--5 Lsers
Figure 4. System Tree

Storage Center 5.5 System Manager User Guide



Navigation

Shortcut Menu

Select an item in the system tree to view a shortcut menu for that item. Commands in the
shortcut menu also appear at the top of the System Explorer window.

If there is not sufficient room to display all shortcut menu commands at the top of the
window, a down arrow is displayed. Click the arrow to display all commands shown in the
shortcut menu.

Shortcut menu commands

Shortcut menu Down arrow
e
C Storage Manageygent \.),) Wiew Refresh -',‘ Help ) 10:59 A _ A Log OFF (D) System Status
y Create Volume B3NCreate Volumes @9‘ Create Replication Yolume (%4 Create Volume Folder Fg Manage Replay Profiles | %
' Create Yolume "y Storage
{3 Create Yolumes
(¥ Create Replication Yolume |TWZ'B
. Yol Mod
[§ Create volume Folder res alumes Hode
ay Profiles Replay Profiles Node
< [ Manage Replay Prafiles wele Bin Recycle Bin
g User: [ Manage Storage Prafiles
¥ |Search here Gi “’
al v Match case ¢ S
< ¥

Figure 5. Shortcut Menu
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Selecting Multiple Components
To perform one command on multiple similar components:

1 Inthe system tree, select a component folder, such as Volumes or Assigned Disks.

2 In the main window, using the Shift or Ctrl key, select multiple objects. The shortcut
menu above the main window displays commands available to multiple objects. For
example, clicking on the Volumes folder icon and selecting volumes in the main window
allows you to delete multiple volumes at once or move multiple volumes to a new folder.

View Menu

Click View to open the View menu.

c Storage Management J\\, Wig Refresh o * Help
\_)“ System Explorer
\_)“ Topology Explorer

I@ "‘?b Online Storage
+

i Storage

(. Properties J Confi

"}6 Alert Monitor

\% CopyMirror/Migrate
\% Replications
2@ Enclosures \% Scheduled Events
- Racks \% Enclosure Connectivity
+€ Remote Systems \% Background Processes
- 2: Hsers \% System Log

Figure 6. View Menu

The View menu provides multiple ways to configure a system or view system properties.
Options are specific to each individual view. To display the view menu, click the View menu
at the top of the Storage Center window.

Once a View window is open, the tab for that view appears at the top of the window.

— W

DAL | compellent SN54

c Starage Management %Vlew Refresh -J,‘ Help ) 11:09 &M Log Off @ System St

( System Explorer T Topology Explorer T Alert: Monitor T Copy/Mirror/Migrate E]]

Figure 7. Open View Tabs

If a tab is displayed, click the tab to display the view window. View windows remain open
during a Storage Management session. Close a view window and tab by clicking on the X
in the right corner of the tab. If more tabs are available than can be displayed, click the scroll
arrows at the far right of the tabs to scroll through the open tabs. Selecting a view that is
already opened displays the window; it does not open a second window. Set Update
Frequency, Find, and Scroll Setting appear at the top of most views.
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Quick Start Guide

Introduction

Though Storage Center has many sophisticated commands, the following six steps allow
you to initially manage a Storage Center system.

A fully redundant system has no single point of failure, as long as a failing physical
component is replaced in a timely manner. Storage Center monitors all of the physical
components, including storage space consumed and available. User properties allow you
to enter up to three telephone numbers (include cell phones) to IT personnel. Alerts inform
you of system and component status.

Step 1. Manage Unmanaged Hardware

16

It is assumed that the hardware attached to the Storage Center controller was identified
during Installation. If not, Storage Center recognizes unmanaged hardware and asks that
you manage it. If all hardware is managed, turn to Step 2 on page 17.

Storage Center groups disks into a disk folder to create one pool of storage from which
volumes are created. By using one disk folder, you maximize Thin Provisioning and
Dynamic Capacity. Managing unassigned disks means to move them into a managed disk
folder.

To manage unassigned disks

-

1 Inthe system tree, expand Disks. ™=
2 Open the Unassigned Disk Folder.

3 From the list of disks, select disks to be managed. For the most efficient use of the
Storage Center, select all the disks.

4 Click Continue. The Select Hot Spare window appears. A hot spare replaces a failed
disk. It is held in reserve until needed. A spare disk must be as large or larger than the
largest disk in the disk folder. At least one hot spare must be reserved for each
enclosure. The system selects the optimal disk to be a spare. Accept the default or
select one or more disks to be used as a hot spare(s).

5 Click Continue. The disk folder confirmation window appears. The default name for the
disk folder is Assigned. Enter another name or accept the default. Optionally, enter
notes for the folder.

6 After verifying all disk folder information, click Create Now. The system asks you to
confirm. Click OK.

7 Select a Disk Folder.

8 From the shortcut menu, select Configure Storage. The System Manager combines
the disks into a single pool of storage from which to create volumes.

9 When the system informs you of the type of storage that it prepared, click Close.

Note If the system asks you to Rebalance RAID devices, select Rebalance Now. For
more information, refer to Rebalancing RAID on page 122

Storage Center 5.5 System Manager User Guide



Step 2. Change Admin Password

Note You must be an administrator to change this password.

5 To change the Admin password

1 Inthe system tree, click the Users icon to view users. m

2 Select the an icon, such as Admin.

3 From the shortcut menu, select Change User Password. The Change User
Password window appears.

4 Enter and re-enter a password.

5 Click OK. The password is changed.

Introduction

17



Quick Start Guide

Step 3. Create Servers

= To create a new FC or iSCSI server

1 Inthe Storage Management window, select the servers folder. uﬁp

2 From the shortcut menu, select Create Server. The Create Server wizard appears,

listing HBAS recognized by the Storage Center.

Lreale Server

- B aun B amvisor

For assistance in finding 3 specific HBA, select Find HBA.

If you know the Host Bus Adapter(s) for this Server, select them from the Est below.

To manually define an HEA not found in the list below, select Manually Define HBA.

inchide [rvwe  [serverpot | ert Informaton | connected Coctrater ports
D ' Fc SRR AZTL Port 1d: 610100, Node Name: 20000000MINLAZNN, Symbok Fode Name: QLAZZ FW:vA 0021 DVRVELLAS  SO000OEOOOOG00S, S000001 0000y
D ' o ZIOIOCEECLAZYL Port 16 610200, Node Name: QLAZMZ P'Wivd U021 OVRYELAS  SO000DE000000A, SO000EL 0000

<

b

[F]Show FC HBAS  [7] Stove (SCSTHBAS (7] Ui 15CST Newrs 2] Oy Show Lip Connectiors:

Figure 8. Create Server

< Befresh

[ Mty et ren | [ Frarga || [ @ contine |

3 Select one or more HBAs and click Continue. A window appears asking you to name

the server.

{3 Create Server

@ Back B ouit [F] Advisor

=13l

B

Folder;
= Create a Mew Folder.
Mame: Mew Server 1
Onperating System: {yindows 2008
Motes:

Figure 9. Name Server
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4 Enter a name for the server or accept the default.

5 From the drop-down menu, select an operating system for this server. Volumes will be
mapped to this server according to the rules of the operating system of the server.

6 Select an existing server folder or create a new server folder. To create a folder at this
time, click Create a New Folder. Enter a folder name and any notes (up to 255
characters). Click OK.

7 Click Continue.

8 Click Create Now. The commands that appear in this window depend on the action you
just completed.

-0l

@ oeack 4 Return ) ouit [ Advisor

Server Mew Server 4 has been created.

Last Volume: Mew “olume 1
Last Server: MNew Server 4

“ Map this Yolume to this Server |

J Map this Yolume to a different Server |

“ Map this Yolume ko a Remote System |

 Map a different Volume to this Server |

“p Map a different Yolume to a different Server |

S Create Yolume |

S Create Server |

p Close |

Figure 10. Server Created Window

9 Click Close.
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Step 4. Configure Your User Volume Defaults

There are defaults for volumes you create. You can change properties for any individual
volume, but if you are going to create many volumes, streamline the process by configuring

the volume defaults.
= To configure your user volume defaults

1 Inthe system tree, click the Users icon to view users. s

2 Select your user icon, such as Admin.

3 From the shortcut menu, select Configure User’s Volume Defaults. The Configure
User Volumes Defaults window appears.

Configure User ¥olume Defaults x|

¥ Allow User to Modify Preferences
Default Yalue Allow Changes

Disk Folder:

¥ Enahble Write Cache
Cache: ¥ Enable Read Cache O
¥ Enahble Read Ahead

Yolume Size: 500 IGB LI

¥ Show block size option in volume wizards

Biase Yolume Name: INew Yolume

- Cancel & Ok

Figure 11. General User Volume Defaults

4 Select a default disk folder from which to draw storage. The default is the folder you
created in Step 1 on page 16.

5 If you enabled system-wide cache in setup, enable or disable cache for volumes you
create. Check or clear the Allow Changes box to the right of the Cache options.
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6 Enter a Volume Size. The default is 500 GB. Remember, this space is not reserved,
only allocated. This means that you can allocate more disk space than you actually
have. You need to add additional disks when the space actually used reaches 80% of
total physical space.

7 Select or disable Show block size in volume wizards.

8 Enter a Base Volume Name. When you create many volumes at once, the System
Manager increments this name by one. As you quickly add volumes, the names appears
as New Volume 1, New Volume 2, New Volume 3, etc.

Set Volume Replay Defaults

Volume Replays defaults set the default Replay schedule for volumes you create.

= To configure volume Replays

1 Inthe Configure User Volumes Defaults window, select the Replay tab. The default
Replay schedule appears.

Configure User ¥Yolume Defaults x|

Default Replay Profiles:
Selected Replay Profiles Replay Creation
¥ [ Sample Serial
[ &4 Daily Sirial
Kl o
Schedule Expiration
[I ‘Weekly on Saturday at 11:30 PM 5 weeks
[I Daily every 12 hours between 12:05 AM and 6:00 PM 5 days
[I Monthly first day at 11:30 PM 26 weeks
« I i
Minimum Allowed Replay Interval: every |5 minutes

- Cancel | & Ok |

Figure 12. Set Volume Replay Defaults

2 From the dropdown menu at the top of the window, choose to be queried for a Replay
schedule when you create a volume or to automatically use the default Replay schedule
for new volumes.
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3 Select a default Replay Profile. The rules in these two Replay Profiles cannot be
changed. (To create your own Replay schedule, refer to the instructions in Creating
Replay Profiles on page 292.)

4 Enter a Minimum Allowed Replay Interval or accept the default. A minimum allowed
Replay restricts the intervals between Replays.
Set Mapping Defaults
Mapping Defaults selects a default sever to which to map volumes.
= To configure mapping defaults
1 Inthe Configure User Volumes Defaults window, click on the Mapping tab.

2 From the servers you created in Step 3 on page 18, select a server to which to
automatically map the volumes you create. For more information on mapping options,
including advanced options, refer to User Volume Defaults - Mapping on page 275.

5> Confirm user volume defaults

When you have changed volume defaults, click OK. Volumes you create will be created
with these defaults.
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Step 5. Create Multiple Volumes

5> To create multiple volumes

1 Inthe system tree, select Storage. a

2 From the shortcut menu, select Create Volumes. The Create Volumes window
appears.

-0l

ek [ quit ] Advisor

Mame Size Replay Profiles Folder ‘Write Cache Read Cache Read Ahead

B New Yolume 1 500 GB Sarnple

4

rAdd Walume Option
& Copy the selected volurme when adding a volume

 Use My Wolurme Defaults when adding a volume

= Add Yolurne | 2 Remove Selected Yolurme ) Modify Selected Yolurme | | | Create Yolumes M

Figure 13. Create Multiple Volumes

3 Select Use My Volume Defaults when adding a volume. (The Copy the selected
volume when adding a volume command lets you add volumes based on properties

other than your volume defaults.)
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4 Continue to click Add Volume for as many volumes as you want to create.

[@crorcvoiomes L=
¢ Back ) ouit [ Advisor
Mamg |Slze |Replay Profiles |I=0Ider |Wr|te Cache Read Cache |Read Ahead
&l Mew Yolume 1 50000 8 sample n an n
i New Yolume 2 500 GB Sanpk o on n
i Mew Yolume 3 500 GB Sampe n on n
b Mew Yolums 4 500 &0 Sanpk: on on n
i Mew Yolume 5 500 GB Sampe n on n
i New Yolume 6 500 GB Sanpk o on n
& Mew Yolurme 7 500 GE Sample on on n
i Mew Yolume 8 500 58 Sample on on n
q | 2l
rAdd Volume Option
T Copy the salected valume when adding 2 wolume
& Lse My Yolume Defaults when adding a volums
3 Add Volume “¥ Remove Selected Yolime =3 Madify Selected Yelume | | i O Create Volumes Mow

Figure 14. Added Volumes

5 When you have added sufficient volumes, click Create Volumes Now. (This may take
several minutes. The system advises you of its progress.)

When the creating volume window closes, the system manager displays the first volume
you created. Volume type is Dynamic Write until Storage Center creates the first
Replay. Data can now be written to the volumes.
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Step 6. Monitor Alerts - Ongoing

Add Space as Required

Disk drives that are managed by the Storage Center are contained in a disk folder, which
is simply a logical grouping of physical drives. Disk folders can contain a mixture of drive
types, capacities, and speeds. The total capacity of the disk folder is the sum of the
capacities of the drives within the folder. Disk folders also contain disk drives that are
specified as hot spares. Hot spare drives are reserved for use as replacement drives in the
event another disk in the disk folder fails. Since the space on these hot spares is never used
until another drive fails, their capacity is not included in the total capacity for the disk folder.

Storage Center allocates disk space from a disk folder for volume and Replay use as
needed based upon the configurations and IO patterns of each volume. As the Storage
Center approaches the end of the disk space available within the disk folder, it will generate
an alert, warning you to add additional space.

Conservation Mode

Storage Center enters Conservation Mode when remaining free space reaches 32 GB (or
less for systems smaller than 3.2 TB). When Storage Center enters conservation mode, the
system generates a Conservation Mode Alert to inform you that the system will not allow
new volumes to be created and that it will begin to aggressively expire Replays. The
Conservation Alert is close to the boundary where space is exhausted to keep these
actions from being performed unless necessary. Because of its proximity to the emergency
threshold, it is not a tool to manage storage, and should not be used to plan adding
additional disks to the system.

Emergency Mode

Emergency threshold means that the system can no longer operate because there is no
more free space. Storage Center:

» Generates an emergency alert

» Expires Replays early

*  Will not permit new volumes to be created
* All volumes are taken offline

When Storage Center reaches the Emergency threshold, all server IO is rejected until the
system gets out of Emergency Mode. Because this is service affecting, special care should
be taken to monitor free space on the system to avoid reaching this threshold. Volumes will
not be able to be brought back online until enough space is freed to exit the emergency
state. Before a system reaches Emergency Mode, it is critical that you add space. Refer to
Conservation Mode on page 25.

Monitor Physical Components

Alerts warn you of component failure when the Storage Center requires attention. The
status of the Storage Center is indicated by the color of the System Status icon in the top-
right corner of the System Manager.

* Red (Critical) The System Status icon appears red when an alert exists that has a status
of Down, Critical, or Emergency. When the System Status icon is red, this indicates a
condition that requires immediate attention.
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* Yellow (Warning) The System Status icon is yellow when an alert exists that has a status
of Degraded or Unavailable. This indicates a condition of which you should be aware,
but which does not require immediate attention.

» Green (Normal) The System Status icon appears green when no alerts exist, when the
only alerts that exist are to inform you. The System Status icon returns to green when
all alerts higher than Inform are acknowledged.

&> To view the System Alert monitor

26

Click System Status at the top of the System Explorer. The Alert Monitor view appears.
Click the Alerts folder to view all alerts.

C Storage Management \_% View © ¢ Refresh &2 Help ) 902 M 0] Lag OFF (@ System Status

( System Explarar T Alert Monitar [:]]

Refresh 27 Set Update Frequency % Find .0 Seroll Setting

Iessage |Date Created |Date Modified CObject Status

=55 plerts

-4} Cache board battery requires replacement 11/30/2010 10:19:31 am 11/30/2010 10:19:47 am &3 s 877

- Cache board battery requires replacement 11§30/2010 10:34:42 am 11/30{2010 10:34:58 am -9\ M 913

-2 Disk 11 SN2 3LQTHLYADOD09816LTSA failed [ReadErrar] and is ready to be remavel 1{30/2010 11:21:09 am 113072010 11:21:23 am <y 02-07 Down

&, Mapping From New Server 1 to Mew Server 1 Volume 2 contains connection that sF12{01/2010 08:50:16 am 12/012010 08§:50:20 am d Mew Server 1 Yolo... Critical

&, Server emesx40-01,lab, beer town' Port ‘FibreChannel 2101001B32200CCE' not v 11/30/2010 10:22:40 am 11/30/2010 10:53:56 am & emesx40-01.lab.b... Down
i I
f [
i [
f f

( Starage Center Cantraller cannat connect to the configured Enterprise Manager, L 1/30/2010 10:40:17 am 11/30/2010 10:40:22 am Inform
{ Storage Center Contraller cannok connect ko the configured Enterprise Manager, (11/30/2010 10:38:13 am 11/30/2010 10:38:23 am Inform
( Storage Center Controller could not send alzrt message to the configured Enkerpr 11/30/2010 10:35:17 am 11302010 10:35:22 am Infarm
c Starage Center Cantroller could not send alert message to the configured Enterpr 11/30/2010 10:36:13 am 11/30/2010 10:36:15 am Infirm

+ {5 Indications

Figure 15. Alert Monitor

Selecting an alert displays additional information about the system message. To view more
information about an alert, select an Alert. The shortcut menu displays additional
commands.

1 Click Show to display the object in the System Manager. Some alerts do not have a
related object to be shown. For these alerts, the Object column is blank.

2 To acknowledge an alert, select Acknowledge. Acknowledging an alert acknowledges
it for all users.

3 Click the Advanced tab in the Alert Properties window to display a reference number.
The reference number may be important for communication with Dell Support Services.
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Introduction

This chapter describes how to create, manage, and monitor servers. Defining a server
enables Storage Center to pass IO through the ports on that server. Once a server is
created, volumes can be mapped to it. Storage Center automatically recognizes FC 10
cards within the network to which is connected. iISCSI 10 cards must be configured either
during setup or as they are added to the network. A remote Storage Center can act as a
server to a local Storage Center for Replication, as described in Remote Instant Replay on
page 327.

Servers can be organized into server folders either to make them easier to manage or as
a means to restrict access to servers, as described in Users and Groups on page 261.

Several servers can be combined into a Server Cluster. The Storage Center views the
Server Cluster as one server. Volumes can be mapped to the Server Cluster or to a server
that is a member of the cluster. Refer to Creating a Server Cluster on page 32

One server or server cluster can be the host of one or more virtual servers. Each virtual
server can have a different operating system. The Storage Center views each virtual server
as a separate entity. Volumes mapped to one virtual server are not mapped to other virtual
servers residing on the same server. Refer to Creating a Virtual Server on page 42.

Server Icons

In the System Tree, the System Manager uses icons to denote the server type.

Icon Server Type
ﬂ%ﬂ Server Node - all servers
= %
- Folder
:l Server

i

Server Cluster

Virtual Server

Remote Systems Node

HBA Node - FC, iSCSI, or SAS - resides under the controller node

W O @
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Note Forinformation on preparing an iSCSI server that is recognized by a Storage Center
system, refer to the Storage Center Setup Guide.

Creating a Server

Creating a server means to identify it to a Storage Center system by using the Create
Server wizard. If you are using iSCSI CHAP, add remote CHAP initiators to communicate
with the server. Refer to Adding a Remote CHAP Initiator on page 182.

E:> To create a server

1 Inthe system tree, select the servers node.

2 Fromthe shortcut menu, select Create Server. The Create Server wizard appears. The
wizard lists Host Bus Adapters (HBAS) recognized by the Storage Center.

G AEG

B quit  [F] acvisor

If wou know the Host Bus Adapter(s] far this Server, select themn from the list below

For assistance in finding a specific HBA, select Find HBA.

To manually define an HBA not found in the list below, select Manually Define HBA

Include |Type |5erver Port |Port Information

Om FC 21000016321 L4335 Port 1d: BDOCOA, Mode Name: 2000001832114935, Symbolic Node Name: QLE
= FC 2100001E323A3668 Part 1d: 118600, Mode Name: 2000001E32943666, Symbalic ode Name: QLE
Om FC 210000E08889BD2E Port 1d: BD1000, Mode Name: 200000E0SB89ED2E, Symbolic Node Mame: QLE]
O]m FC 2101001B32200CCE Part 1d: BDOBOO, Node Mame: 2001001B32200CCE, Symbolic Nade Name: QLE
Om FC Z101001E32314335 Port 1d: BDODOA, Node Name: 2001001B32314935, Symbolic Node Mame: QLE
= FC 2101001E32B4368E Part 1d: 118100, Mode Name: 2001001E32E4365E, Symbolic Mode Name: QLEZ
Om FC 210100E0883093BF Port 1d: BDO100, Mode Name: 200100E0SB3093BF, Symbolic Niode Name: QLA]
O]m FC 210100E08632C368 Part 1d: BDOOOD, Node Mame: 200100E08632C388, Symbolic Mods Mame: QLA
Om FC Z10100E03BASDCZE Part 1d: BD0200, Node Name: 200100E0SBASDCZE, Symbalic Node Name: QLE
< ¥
Show FC HBAs  [7] Show (5CST HEAS Use iSCST Mames 2] Grly Show Up Connections

[ =p Manually Define HEA ] [ = Find HEA ] [ = Continue ]

Figure 16. List of Available HBAs

3 Select one or more HBAs. For information on finding an HBA, refer to Finding an HBA
on page 48.

Note If you select aniSCSI HBA, you have the option to create the server using WWNSs or
iISCSI Qualified Names (IQNs) for HBAs. Default is iSCSI Name.
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4 Click Continue. A window allowing you to name the server appears.

(@ Create Server =]

<@ pack [ ouit 7] Ackisor

Falder:

= Create a Mew Folder.

Mame: Mew Server 1

Operating System: [windows 2008 LI @
Motes:

Figure 17. Name Server Window

5 Enter a name for the server or accept the default. Enter a folder name and any notes
(up to 255 characters).

6 From the drop-down menu, select an operating system (OS) for the server. Default is
Windows 2008. All servers must have an OS defined. Expand operating system folders
to view operating system versions.

Marne: hew Server 1

Operating System: fyindaws 2008
Motes: =5 aLx

[» ||«

ALK 5.3 MPIO
ALK G
AN 6.1 MPIO

i

 Continue |

Figure 18. Example of an Expanded Operating System Folder

7 Volumes are mapped to servers according to the rules of the server operating system.
To view rules of an operating system, select a system.

8 Click Continue. The screen displays the name and attributes of the server. Click the
guestion mark icon. A window opens displaying rules for the selected operating system.
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@ Back [ ouit [ Advisor

Server Mew Server 4 will he created with the following attributes:

Marne: Mewr Server 4
Operating Systern:  Windows 2008
Falder:

Host Bus Adapters:
Server Port Type |Status |Conmnectivicy |Paort Information | Connected Contraller Parts

Up Connecked  Port Id: 112101,.., S000D3 X
F ZIFS0016320793E9  FC Up Connecked  Port Id: 112102,.., S000D3100000CAQA, 50000310000

Figure 19. Server Name and Attributes

9 Click Create Now. On the next window, choose from the following options:

Map the server to a Volume

Map a different Server to a Volume
Create Volume

Create Server

10 Close the Create Server wizard

Note For a short time after a server is created, it may appear in the system tree with an

error icon while Storage Center re-evaluates its server connectivity. When the

System Manager is refreshed, the error icon disappears when the server is visible to

Storage Center.
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A server cluster is a collection of servers. A server that is a member of a server cluster is
referred to as a cluster node. Volumes can be mapped directly to a server cluster. All
volumes mapped to a server cluster are automatically mapped to all nodes in the cluster.
This increases 10 efficiency and, if one server fails, 1O continues to other servers within the
cluster. Volumes can also be mapped to only one of the nodes within the server cluster.

Some operating systems require that a volume mapped to multiple cluster nodes use the
same LUN on each node. When creating a server cluster, Storage Center attempts to map
an included volume to the same LUN on all cluster servers. If the LUN selected is not
available on a particular server, the mapping is not performed and the volume is only
partially connected to the cluster.

Note All servers within a server cluster must have the same operating system.

Creating a Server Cluster

1 Inthe system tree, select the servers node.

2 From the shortcut menu, select Create Server Cluster.

-ioix

e oBack [ quit  [F] Advisor

Server Clusters allow yau to group servers, enabling the mapping of volumes to physical server
clusters.
To add an existing server to this Server Cluster, select Add Existing Server.
To remove a server from the Selected Servers list, select Remove Selected Server.
To create a new server to be included in this Server Cluster, select Create New Server.

Select Continue once all servers yau wish to include in this Server Cluster have been added.

Selected Servers:
Marme Type Server Type Operating System

p Create Mew Server | p Remaove Selected Server p Add Existing Server | |

Figure 20. Create Sever Cluster Wizard

3 Choose one of the buttons at the bottom of the window and follow the instructions in the
wizards.
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Creating New Servers for Server Cluster
1 Select Create New Server.

2 Follow Steps 3 though 9 for creating a server, starting on page 29. When you select
Create Now, the Create Server Cluster window shown in Figure 20 reappears.

5> To create a second server to add to a server cluster
1 Select Create New Server.
2 Repeat Steps 3 through 9, starting on page 29.
Note All servers in the server cluster must have the same operating system. If a server is

incorrectly selected to be in the cluster, use the Remove Selected Server button to
remove the server from the list before creating the server cluster.

3 When all the servers that will be part of this cluster are listed, click Continue. A window
allowing you to name the server cluster appears.

@Ereate Server Cluster i [m] ]
@ Back ) cut  [F7] Advisaor

Falder:

P Create a New Falder

Mame:  [yew server Cluster 1

Motes:

Figure 21. Name Server Cluster Window

Name the server cluster or accept the default. Add notes if necessary.

4
5 Click Continue. The system asks you to confirm.
6 Click Create Now.

7

On the next window, map volumes to the server cluster or click Close.

33



Servers

34

Notice that the server cluster appears in the system tree.

c Storage Management \%\u‘iew Refresh -",‘ Help

il Properties 2 Map Yolume to Server Cluster 24/ Remove Mappings from Server Cluster

() 1021 AM | ) Log OFF @ System Status
[&]

'!Q‘ Create Server Q Create Virtual Server

.- MIPDE77
&, Starage

=
f _h}ﬂ ) New Server Cluster 1

& Clustered Server 1

Cluster 1 m MM

& Clustered Server 2
- Disks

Refresh k?\," Set Update Frequency 8 Find | 4% Map Yolume to Server Cluster

1% Controllers

0-{R UPS Valurme

- 181 Racks
]--c Remote Systems

]& Users

£
£
£
(-4 Enclosures
£
£
£

4 ]
Mapping Details:

Skatus IType ICIuster Mode Server Pork Controller Port ILUN IRead
<| peE

Figure 22. System Tree Showing Server Cluster

Adding a Server to a Server Cluster

1 Inthe Create Server Cluster window, select Add Existing Server.

2 Expand a server folder to view servers within the folder, if necessary, and select a

server.

OEreate Server Cluster

@ Back [ ouit [F] Advisor

=10l x|

Select a Server to add to this Server Cluster:

Wl Servers

ES Mew Server Folder 1
5 er 1

&l Mew Server 2

-5 buckhornz

e Il martel

<4 Cancel

S Continue

Figure 23. Select Server to Add to Cluster

3 Click Continue. The Create Server Cluster window reappears.
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-ioix

¢ Back ) quit 7] Advisor

Server Clusters allow yau to group servers, enabling the mapping of volumes to physical server
clusters.
To add an existing server to this Server Cluster, select Add Existing Server.
To remove a server from the Selected Servers list, select Remove Selected Server.
To create a new server to be included in this Server Cluster, select Create New Server.

Select Continue once all servers yau wish to include in this Server Cluster have been added.

Selected Servers:

Marme Type Server Type Operating System
o MNew Server 1 Server Physical Windows 2008
) Create Mew Server | “ Remove Selected Server ) Add Existing Server | |

Figure 24. Create Server Cluster Window

4 Add another server by clicking Add Existing Server again. The Create Server Cluster
window reappears with the servers listed in the Select Servers frame. The window
displays the operating systems of the selected servers.

Note All servers in the server cluster must have the same operating system. If a server is
incorrectly selected to be in the cluster, use the Remove Selected Server button to
remove the server from the list before creating the server cluster.

5 Once the Create Server Cluster window displays all the servers for this server cluster,
click Continue. A window allowing you to name the server cluster appears.

6 Name the server cluster or accept the default. Add notes if necessary.

7 Click Continue. If volumes were mapped to individual server nodes, the system
displays a list of mapped volumes and asks you to select volumes to map to the server
cluster. By default, the system selects all volumes mapped to the server nodes, except
boot volumes; by default, boot volumes are not selected to be mapped to the server
cluster.
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L=

4 Back B auit [ advisor

The following volumes are mapped to one or more of the cluster nodes.
Select the wolumes which you would like to have promoted to be mapped to the cluster:

“olumne Mame |FOIder Path

|Currently Mapped To I

[V & New volume 4 Wiew 1
[~ i@ Mew Server 1 Bock Yolume
[~ & Mew Server 2 Boot Yolume

All cluster nodes
Mew Server 1
Mew Server 2

SelectAll Unselect Al

Figure 25. Select Volumes to Promote to Server Cluster

8 Click Continue. The system asks you to confirm.

9 Click Create Now.

10 From the next window, map volumes or click Close. Notice that the server cluster

appears in the system tree.
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Creating a Server Cluster from Selected Servers

1 Inthe system tree, select the server node or other server folder. A list of servers in that
folder appears.

2 In the main window, select servers to be added to the server cluster.

c Storage Management u% Wi Refresh -‘,‘ Help (%) 1:52 PM Log OFf @ System Status

',:I_i‘ Create Server Cluster g’-r Move Server to Cluster &% Convert ko Virtual Server % |

. MIPDE??
- storage D New Server Folder 1

=g Servers

o Mew Server 1
------ 5 New Server 2
- & buckhorn2
-5 markel
£ Disks
£ Controllers
E]h:, ups
[+1-10¥ Enclosures
£
£
£

Mame Type Operating

-1 Racks
]--( Remote Systems

]3 Users

Kl Mo

Figure 26. Creating Server Cluster from Selected Servers

3 From the shortcut menu, select Create Server Cluster. The Create Server Cluster
window appears with the servers you selected.

Note All servers in the server cluster must have the same operating system. If a server is
incorrectly selected to be in the cluster, use the Remove Selected Server button to
remove the server from the list before creating the server cluster.

4 Click Continue. A window allowing you to name the server cluster appears.

5 Name the server cluster or accept the default. Add notes if necessary.

6 Click Continue. If volumes were mapped to individual server nodes, the system
displays a list of mapped volumes.

7 Select volumes to map to the server cluster. By default, the system selects all volumes
mapped to the server nodes, except boot volumes.

8 Click Continue.
9 The system asks you to confirm.
10 Click Create Now.

11 On the next window, map volumes or click Close. Notice that the servers were moved
from the server folder to the new server cluster.
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Moving an Existing Server to a Server Cluster

1

In the system tree, select a server that is a not a member of a server cluster. From the
shortcut menu, select Move Server to Cluster. The Move Server to Cluster window
appears with a list of server clusters.

Select a server cluster.
Click Continue. The system asks you to confirm.

Click Apply Now. Volumes that were mapped to the server cluster are now mapped to
the server that was added.

Removing a Server from a Server Cluster

1

In the system tree, select a server that is a member of a server cluster. From the
shortcut menu, select Remove Server from Cluster. The Remove Server from
Cluster window appears.

Click Remove Now. Because volumes mapped to the server cluster are mapped to all
servers within the cluster, removing a server from a cluster does not affect volumes
mapped to the cluster.

Removing Multiple Servers from a Server Cluster

1

In the system tree, select a server cluster.

2 From the shortcut menu, select Remove Servers from Cluster. The system displays a

list of servers that are members of this cluster.

@Remove Seryers from Cluster ] 5

@ oBack [ quit  [F] Advisor

Select the servers to remove from the cluster:

Remove I Server

[T & MewServer 1
[T & MewServerz
[T & MewServerS

SelectAll Unselect All

Figure 27. Remove Servers from Cluster

3 Select one or more servers to remove. Click Continue.

4 The system asks you to confirm. Click Remove Now.
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Deleting a Server Cluster
Before you can delete a server cluster, you must remove or delete all the server nodes
within the server cluster.

To delete a server cluster

1 Make sure all nodes that were part of the cluster are removed or deleted. In the system
tree, select an empty server cluster.

2 From the shortcut menu, select Delete. The system asks you to confirm.

3 Click OK.

Promoting and Demoting Server Cluster Mappings

The Storage Center allows users to demote mappings from server clusters to the individual
cluster nodes and to allow users to promote mappings from individual cluster nodes to a
server cluster.

To promote server cluster mappings

Once a volume has been mapped to a server node, it can be promoted from that server
node to a server cluster.

1 Inthe system tree, select a server cluster.

2 From the shortcut menu, select Promote Mappings to Server Cluster. The Promote
Mappings to Cluster window appears.

(3 Promote Mappings to Cluster

4 B cwit  [F] advisor

Select the mapping to be promoted to the server cluster:

Figure 28. Select Mappings to Promote

3 Select the mapping to promote by highlighting it.
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4 Click Continue. The resulting window displays the volume selected for promotion and
the name of the server cluster to which it will be mapped.

2,

Promaoting mapping control for this volume from a cluster node to the
cluster will cause the volume to become mapped to all nodes of the
cluster.
Any existing mappings from cluster nodes ta this volume will nat be
disrupted.

Yolume to promaote: Mewe Yolurme 7

Server Cluster: Mew Server Cluster 1
If wou wish to proceed with promoting mappings to this server cluster,
select Promote Now.
If ywou do not wish to proceed at this time, select Cancel. v

[ 4 Cancel ] [ = Promote Now

Figure 29. Promote Selected Mappings

5 Click Promote Now to promote volume mappings or click Cancel to exit.

5> To demote server cluster mappings

Once a volume has been mapped to a server cluster, it can be demoted from that server
cluster to a server node.

1 Inthe system tree, select a server cluster.

2 From the shortcut menu, select Demote Mappings to Server Cluster Nodes. The
Demote Mappings to Cluster Nodes window appears showing current mappings.

® pemote Mappings to Cluster Nodes

- B ouit [ Advisor

Select the mappings to be dermoted to the individual cluster nodes:

|Server Cluster |VOIume |
[] Mew Server Cluster 1 Mew Yolume 4
[] Mew Server Cluster 1 Mew Yolume S
[] Mew Server Cluster 1 Mew Yolume &
[] Mew Server Cluster 1 Mew Yolume 7
[] Mew Server Cluster 1 Mew Yolume 3
[] Mew Server Cluster 1 Mew Yolume 2
[] Mew Server Cluster 1 Mew Yaolume 1

Figure 30. Select Mappings to Demote

3 Use the check boxes to select mappings to be demoted.
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4 Click Continue. The resulting window lists servers in the cluster and the volumes that
are mapped to the servers.

QDemole Mappings to Cluster Nodes B@E|
@ pack B ouit [ Acvisor

|

Dlemoting mapping control for these valumes from the server cluster to the individual
cluster nodes will not cause a disruption in existing mappings.

Ta remaove a mapping entirely, uncheck the box next to it

IServer IVoluma I
WinZ008r2. GUL.001 Mew olume 7
T Server 1 Mew olume 7

If yau wish to proceed with demaoting mappings to the individual cluster nodes, select
Demote Now.

[ 4 Cancel ] l = Demoke Mow

Figure 31. Demote Selected Mappings

» Checked server mappings will be demoted from the cluster to the server. By default,
all server mappings are checked.

» Unchecked server mappings will be deleted from the server.

5 Click Demote Now to demote volume mappings or click Cancel to exit.
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Virtual Servers

Creating a Virtual Server

1

In the system tree, select a server.

€ storageManagerent S, View

ke storage Carvar 8
- Storage
=g Vohimes
-l e iohame L
Il i violuma L0
T hew Yobme 2
-~ bl Mew Volum= 3
1 N volme 4
Il nsw volme 5
Tl hew Yobme &
-~ bl Ner Vohums 7
1@ N volme &
bl e vohume 9
-5 Replay Frofiles
---'wff Racyde BN
=ik Servars

=3 M= Serieer Chasker 1
- B8 e Seruer 2
& new server 3
2 M Server 4
54 Cisks
= nccigned
o5 10K
- B Carbrallers
-4 LP5
=409 Enclosures
W Rades
- Remete Systerns
s Lsers

Refrach  f Help

( gl | New Server 1

\

%) 23IPM | 00 Log O @ System Satls

L Properties | 57 Mep bolume b0 Server - Remove Mappings from Server | N AddHERs to Server Y

(o | sevaren [ o | vt | v | |

Hame: Mew Server 1
Index: E]

Type: Sarver
Folder:

Operating System: \Windows 2008

Date Created; 07 T32000 02 2745 o
Date Updated: 07/09/2002 022742 pm

Notes:

Created By: Adimin
Updated By: Adrin

Figure 32. Select Server

2
3
4
5

)]
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From the shortcut menu, select Create Virtual Server. A list of available HBAs appears.

Click Continue. A window allowing you to name virtual server appears.

Enter a name or accept the default.

From the drop-down menu, select an operating system that can act as an OS for a

virtual machine, such as Windows 2008.

Enter notes, if necessary.

Click Continue. A confirmation window appears.

Click Create Now. The virtual server appears under the host server you selected.

Storage Center 5.5 System Manager User Guide



Virtual Servers

x‘% igw Refresh &' Help

=4/ Remaove Mappings from Server

il Properties | & Map Volume to Server

(¥) 2:24 PM | ) Log OFF (@) System Status

8 add HEAS to Server [ Remove HEAS From Server

]

Q Storage Center 912
Ela Storage
E}ﬁ Wolumes
|59 Reporter Folder
EHTE Replay Prafiles
Draily

4 Sample
o Recydle Bin
i Servers
Standard Server
' First Server Cluster 1
= & Simple Server 3

BB hlew Vi

= §~ Disks
e -*'?;_. Controllers
B uPs
(-4 Enclosures
T8 Racks

[+ c Remote Systems

El s Users

o Adrin

=]

( % | New Virtual Server 1

(G e | e | s | v | o

Name: Mew Virtual Server 1
Index:

Type: Wirtual Server

Host Server: Simple Server 3

Operating System: Windows 2008

Date Created: 06/13/2009 02:23:40 pm
Date Updated: 0&/13/2009 02:23:40 pm

Notes:

Created By: Admin
Updated By: Admin

Figure 33. Virtual Server in System Tree

Converting a Server to a Virtual Server

In the system tree, select a server.

select a host server or server cluster for the selected servers.

There is no limit on the number of virtual servers you can create on a server.

2 From the shortcut menu, select Convert to Virtual Server. The system asks you to

Note The destination server or server cluster must be running an operating system that

can act as a virtual server host, such as VMWare ESX or Windows 2008.

In the system tree, select a server or server cluster. Click Continue. A confirmation

window appears.

4 Click Convert Now. The clustered server is converted to a virtual server.
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Converting a Virtual Server to a Physical Server

=> To convert a virtual server into a server

1 From the system tree, select a virtual server. From the shortcut menu, select Convert
to Server. The Convert Virtual Server to Physical Server window appears.

{® Convert Virtual Server to Physical Server =

¢ eack ) ouit [F] Advisor

The following virtual servers will he converted to physical servers:

Marne I Host Server
W Mews Virtual Server 1 Simple Server 3

4 Cancel Converk M

Figure 34. Convert Virtual Server to Physical Server

2 Click Convert Now. The other virtual servers remain virtual. Only the server you
converted to a physical server is removed from the virtual server group.

Deleting a Virtual Host Server
1 Inthe system tree, select a virtual host server.

2 From the shortcut menu, select Delete. The system warns you that deleting a virtual
host server also deletes all virtual servers attached to the host.

3 Click Yes. The virtual host server and all virtual servers attached to the host are deleted.
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Common Server Commands

Renaming a Server
1 Inthe system tree, select a server.

2 From the shortcut menu, select Properties. The Server Properties window appears
with the General tab selected. This tab shows the server name and operating system.

Server Properties - martell PS_<|

o e e
-E] |martell

Type: Server

Operating System: Windows 2003 v

[¥] Alert when connectivity to this server is lost

[ & Cancel ” P oK ]

Figure 35. General Server Properties

3 Enter a new name. Enter any notes (up to 255 characters).

4 Click OK. The server is renamed.

Changing the Operating System of a Server

If an operating system changes on a server because of an operating system upgrade or an
operating system capability changes from single path to multipath, you may need to change
the operating system of the server in Storage Center.

= To change the operating system of a server
1 Inthe system tree, select a server.

2 From the shortcut menu, select Properties. The Server Properties window appears
with the General tab selected.

3 Select a new operating system. Enter any notes (up to 255 characters).

4 Click OK. The operating system of that server is changed.
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Displaying Alerts When Server Connection is Lost

You may wish to disable alerts. For example, when you are doing scheduled maintenance,
you may not need to be notified that connectivity to a server is lost.

5> To disable alerts
1 Inthe system tree, select a server.

2 From the shortcut menu, select Properties. The Server Properties window with the
General tab selected appears.

3 Check Do not show alerts when connectivity to this server is lost..

4 Click OK.

Deleting a Server

Deleting a server returns HBAs connected to that server to the list of available HBAs.
5> To delete a server

1 Inthe system tree, select a server.

2 From the shortcut menu, select Delete. The system asks you to confirm.

3 Click Yes. The server is deleted. Deleting a server cluster deletes all the servers within
the cluster. Deleting a server node within a server cluster deletes only that server node.
Deleting a server that is part of a virtual server deletes only that server.

46 Storage Center 5.5 System Manager User Guide



Managing HBAs

Managing HBAs

Adding HBAs to a Server from a List
If you added a new card to a server, you can logically identify it to the Storage Center
system.
5> To add an HBA to a sever
1 Inthe system tree, select a server.

2 From the shortcut menu, select Add HBAs to Server. The Add HBAs to Server
window appears. Inthe Connected Controller Ports column, the System Manager lists
the server ports connected to this controller.

(c) EE\B]
B Quit E Advisor

If wau know the Host Bus Adapter(s) vou would like to add to this Server, select them from the list below.
Far assistance in finding a specific HEA, select Find HBA.
To manually define an HEA nat found in the list below, select Manually Define HBA.

Include |Type |Server Part |P0rt Information |C0nnected Controller Ports
I:‘ p FC 210000E0SE0EAZ01 Port Id: 610100, Mode Mame: ... S000031000036039, S000031000036004, S00003100003600. .,

< >

Show FC HBAs  [7] Show (5051 HBAS Use iSCSI Names [7] Only Show Up Cannections

Figure 36. Add HBAs to Servers

3 Choose the HBAs you want to display: FC, iSCSI, or only Up connections.

Note When you click Refresh, the System Manager does not scan for new HBAs; it
merely re-displays the current list of HBAs.

4 Select an HBA.

Note If you select aniSCSI HBA, you have the option to create the server using WWNSs or
iISCSI Qualified Names (IQNs) for HBAs. Default is iSCSI Name.

5 Click Continue. The Storage Center System Manager asks you to confirm.

6 Click Modify Now.
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Finding an HBA

1 Inthe system tree, select a server. From the shortcut menu, select Add HBAs to
Server. The Add HBAs to Server window appears.

2 Click Find HBA. The system asks if the server is already cabled to the network.

» If you click Yes, the system asks you to make sure that the network acknowledges the
HBA.

Locate and unplug the cable to the HBA on the back of the server.
Wait 60 seconds.
Plug the cable going to the HBA back into the server.

Click Find HBA again.
Select an HBA. Click Continue. The system asks you to confirm.

O O O T 9

» If you click No:

a Plugthe serverintothe FC Network or create a connection by logging on to the iISCSI
portal.
b Wait 30 seconds

¢ Click Continue.

Note If the system does not see a new HBA, check the cabling and connections. Click
Scan Again.

48 Storage Center 5.5 System Manager User Guide



Managing HBAs

Manually Defining an HBA

1 Inthe system tree, select a server. From the shortcut menu, select Add HBAs to
Server.

2 Inthe Add HBA to Server window, click Manually Define HBA. The Add HBASs to
Server window appears.

3 Select a Transport Type and enter a World Wide Name or iSCSI name for the HBA.

AEE|

@ Back [ ouit [F] Advisor

Select the Tranpsort Type and enter a WA or iSCS] name far the HEA yau wish to manually define:

Transport Type

@ Fibre Channel
Oiscsl

WAV or iISCSI Name:

[ 4 Cancel ” = Continue

Figure 37. Manually Define HBA

Select a transport type: FC or iSCSI.

Click Continue. The HBA you entered is shown in the list of HBAs.
Select the HBA you defined.

N~ o o b

Click Continue. The HBA is added to the server.

Removing HBAs from a Server

Before removing an HBA, make sure that no volumes are mounted to this server through
this HBA. If you remove an active HBA, the server that is using the volume no longer has
access to that volume and will receive read or write errors. When you map a volume to a
server, you are really mapping that volume to one (or possibly more than one) of the server
HBAs. When you remove an HBA to which a volume is mapped, the maps are also deleted.

Note Note that when an HBA is removed from a server, any mapping through those HBA
ports will be automatically reevaluated and moved to other HBA ports on the server
if any are available.
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5> To remove HBAs from a server that does not have volumes mapped to it

1 Inthe system tree, select a server.

2 From the shortcut menu, select Remove HBAs from Server. Storage Center System
Manager displays the HBAs on that server.

3 Select an HBA.
4 Click Continue. The system asks you to confirm.

5 Click Remove HBAs Now. The HBA is removed.

Deleting an HBA
1 Inthe system tree, select a server.
2 Click on the HBA tab.

3 From the shortcut menu, select Delete. The Storage Center System Manager asks you
to confirm.

4 Click Yes.
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Remove Mappings from a Server

You can either select a volume and remove the mapping to the server, or select a server
and remove volumes mapped to it. This command is similar for servers, server clusters, or
virtual servers.

5> To remove mappings from a server

1 Inthe system tree, select a server.

2 From the shortcut menu, select Remove Mappings from a Server. The system
displays volumes mapped to that server.

3 Select mappings to remove.

» Make sure that the volume mapped to this server is no longer mounted; if you
remove an active map entry, the server using the volume will have read/write errors.
The system warns you if you are attempting to remove an active map entry.

» Make sure that removing this mapping will not create a gap in the LUN sequence.
Most operating systems require contiguous LUN sequencing starting with LUN 0. A
gap in the LUN sequence may cause the server to fail to recognize subsequent
volumes.

4 Click Remove Now. The mapping is removed.
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Managing Server Folders

52

Creating a Server Folder

You can use server folders to organize servers and to restrict access to servers by some
users. Servers folders can be hierarchical. Folders appear in the system tree under the
servers node.

To create a server folder

1
2

In the system tree, select a server.

From the shortcut menu, select Create Server
window appears.

Enter a name or accept the default.
Enter any notes (up to 255 characters).

Click OK.

Adding Servers to a Server Folder

1

In the system tree, select one or more servers.

Folder. The Create Server Folder

(. ctorage Management W view @ Refresh &} Help

& Move to Folder — 3€ Delete

) 336 PM | o) Log OFF (3 System Status

: Storage Center 207
& Storage

§ Mew Server Folder 1
(5% Mew Server Folder 2

- B Hew Server 1 Mew Server Folder 1

- Bl Mew Server 3
- Bl Mew Server 4
- Bl Mew Server 5
- Bl Mew Server &
[+ Disks

=% Controllers & New Server 5
..... I UPs KL Mew Server 6

EEI--C Remote Systems
EEI---; Lsers

Server Folder

- Kl Mew Server 2 %% Mew Server Folder 2 Server Folder

Server iS5 Up
Server 551 Up

Figure 38. Select Multiple Servers

2

From the shortcut menu, select Move to Folder
displays a list of folders.

Select a folder.

Click Continue. The Storage Center System M

. The Storage Center System Manager

anager asks you to confirm.
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Click Apply Now.

Moving Servers to a Different Folder

1

In the system tree, select a server. From the shortcut menu, select Move to Folder.
The Move Servers window appears, displaying server folders.

Select a folder to which to move the server.
Click Continue. System Manager displays the server and the folder path.

Click Apply Now.

53



Servers

Viewing Server Information

Viewing Server General Information

1

In the system tree, select the servers node. The main window displays a list of servers
or server folders. To view a server within a folder, in the system tree, select a server.
The server information window with the General tab highlighted appears.

C Storage Management % View Refresh -',‘ Help ) 10:58 AM Log OFF @ System Status

'l Properties | A Map Yolume to Server i/ Remave Mappings from Server N Add HEAs to Server &lg Remove HBAs from Server | KF Create Virtual Server

+ astoraga
=4 Server:

_;él New Server 1

e soeiee | oot e | e

Name: Mew Server 1
+€ Remnte Systems Index:
- adb Users Type: Serer
Folder:

Operating System: Windows 2008

Connectivity: Connected

Date Created: (03/25/2010 12:32:.07 pm
Date Updated: 03/26/2010 09:54:19 am

Created By: Admin
Updated By: Admin

Notes:

Figure 39. General Server Information

Server information includes:

54

Name: Applied when server was created. To change the name, refer to Renaming a
Server on page 45. Another Storage Center system that is acting as a server to the
current system is identified by its Storage Center name. Another Storage Center system
acts as a server to the current system if it is replicating data to the current system.

Index: Number used by Dell Support Services to assist with component identification.
Folder: If this Server is organized into a folder, the folder in which it resides.

Type: Server, Virtual Server, or Server Cluster

Operating System: Displays server operating system

Connectivity: Displays connection status of the server.

Date: Displays date created and updated, and by whom.

Notes: if any.
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Viewing Server HBAs
Note Server HBAs do not appear in the server cluster window.

1 Inthe system tree, select a server. The server information window appears with the
Server HBAs tab highlighted.

P
()
(1 | WINOBR2-CL-BOCK
&
Refresh JV" Set Update Frequency 5o Find .0 Scroll Setting N Add HEAs to Server % Remove HEA
Type Server Pork Status Conneckivity Port Infarmation
F FC Z10100165231A935 Up Connected Port Id: BDODO0, Node Mame: 2001001E32314935, Symbolic Mod)
< >

Figure 40. Viewing Server HBAs

2 Click the Server HBAs tab. The Server HBAs window appears. The system displays:

» Type: FC oriSCSI

» Server Port: IQN or WWN for iSCSI, WWN for FC

e Status: Up or Down

» Connectivity: Displays connection status of the server port.

e Portinformation: Displays Port ID, Node Name, and other identifying information.
e Connected controller port ID(s)
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Viewing Server Connectivity

1 Inthe system tree, select a server.

2 Click the Connectivity tab. The ports listed in the Server HBA window are displayed.

c Storage Management % Wiew Refresh 2 Help (¥) 12:45PM 0 Lag OFF @ System Status

Lj_ Properties | & Map Yolume to Server % Add HBAs ta Server EIQ Remove HBAs from Server ﬁ‘ Create Virtual Server £ Convert to Virtual Server .

\C. ripnary —
& Starage

'{ ;;] :I buckhorn3.beer.town

o] ity | | i ) v i

. ‘F ign.1991-05.com.microsoft:buckhorn3.beer.town

- Remate Systems Type iSCSI | Status Up | Connectivity: Connected | Port Information 172.31.110.88, 17231110163

-2 U

. ; e =3 MNew Domain 1 IP Address 172311811 | Subnet Mask: 255.255.248.0 | Gatewsay 172.31.81
Controller Port: |Statu5 ‘Cuntrullar Type Connected
P 5000310000360 36 Up SN E77 Virtual 172.31.110.163 , 172.531.1...
P S00003100003603C  Up SM 77 Virtual 172,31.110.163 , 172.31.1..,
P S000D31000036030  Up SN913 virtual 172.31.110.88, 172.31.11...
P S000D3100003603E Up SN913 virtual 172.31.110.163 , 172,31.1..,

Figure 41. Viewing Server Connectivity

Note The figure above shows a sample connectivity window for iSCSI. For Fibre Channel,

this window displays the WWN and there is no IP address, Subnet Mask, or
Gateway.

The Connectivity window displays individual HBAs connected to the Storage Center across
controller ports and fault domains.
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Viewing a Server Connectivity Report

Note Server Connectivity Report appears only if the system does not have Virtual Ports.

1 From the View menu, choose Server Connectivity. The Server Connectivity view
appears. The left side of the Server Connectivity window lists:

*  WorldWide Name (WWN)
* Name of server

* Type of server

» Port type of FC or iSCSI

2 Scroll to the right to view additional information for each server. For each server, the

view displays:

e System to which the server is connected

» Server Port ID

* Fault domain

» Usage: Primary or Reserved
» Server type of FC or iSCSI

System to which server is connected

{ System Explorer T Server Connectivity

5\‘\: Set Update Frequency %0 \Sind - .0 Scrall Setting

&)

5,4 Wiew by Controller/Fault Domain

» 50000D3100012001 (Compe! Initiskar U
c 500003100000C901 (Compel Initiator /Up
(. 5000003100012006 { Compel InitistorfUp
& ACIFOOSFO0000000 (172,31 Initiator L
& ACIFA42300000000 (172,31 Initistar Up
& ACIFOSEDLO0OD0000 (172,31 Initiatar Lip
& ACIFOSEF00000000 (172,31 Initistar Up
& ACIFOSFCO0000000 (172,31 Initiatar/Up
|€ S000D3100000C906 (Compel

& 210000EDRE0BSEZD

& 210000E03E0FI0EE

&4 210000EDSE59DCEE

4

Server Infa wyst0g
S000D31000000101 S5000D31000000102 5000D31000000105 5000D31000000106
Fault Domain: 1 Fault Domain: 2 Fault Domain: 3 Fault Domain: 4

IALAE Usage: Prirnary - Usage: Reserved | Usage; Primary Usage: Reserved
Type: 53l Type: 3251 Type: FZ FZ

InitiatarfUp
InitiatorfiUp
InitiatarfUp

Both/Up

Initiator/Up
InitiatorfUp
InitiatorfUp

Figure 42. Server Connectivity View
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Viewing Server Mapping

1

In the system tree, select a server. The server information window appears in the right
frame.

2 Click on the Mapping tab. The mapping window appears.

=\
(B4} wiNogRz-cL-BOCK

[t | serres | omsvny || vtnes | oot |

Refresh 97 Set Update Frequency & Find AP Map Yolume ko Server

Yolume |Fulder Path

Mapped Yia

<

Mapping Details:

Status |Type ‘Server Port Controller Part ‘LUN |Read Only

Figure 43. Volumes Mapped to Selected Server

The server mapping tab shows the volumes to which the server is mapped and a mapping
detail panel showing additional information about the way in which the volume is mapped
to the server.

If the server selected is a virtual server, the virtual server mapping window shows the
volumes that are mapped to the virtual server. When a volume is selected, details are
displayed. Information includes whether the volume is mapped to the virtual server, the host
server of the virtual server, or both.
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(® 5M54 - Compellent System Manager E|@‘E|
( Sborage Management \-Q View Refresh "',‘ Help -\f) 949 4M ) Log OFF @ System Status

1 Properties < Map Yolume to Server ./ Remove Mappings from Server | W Add HBAs to Server fod Remove HEBAs From Server | 8 Convert to Physical Server | %

C smse P
= \

i g_;ﬁsim f @ | New Virtual Server 1
Replication Delete Test| |

@ Cluster volume 1

[@ New volume 1 - J

g Mew volume 2 N
ﬂ: Starage Center 857 Vol Refresh 27 Set Update Frequency <8 Find A Map volume to Server c-2 Modify Mapping
I@ Storage Center 857 Vol
@ Storage Center 857 Vol Volume

& Storage Center 857 vl ! Virtual Server Yolume 1
I@ Storage Center 857 Vol
@ virtual Server Volume 1
[ﬂ@ Replay Profiles

*wj Recydle Bin
=il Servers

o il martell

- 5 Hew Server 1 < >
oL e

4 Server Cluster

Mapping Details

[ £2 Disks Status |Type |5erver |Server Part ‘Control\er Port |LUN ‘Read Only
ﬁ Portable Waolume 4 Up FC Tew Virkual Server 1 P 21010016322792E8 F 5000031000003600 1 Mo
- Controllers & Up FiC Mew Server 1 ® 21010018322793E9 ¥ S000D31000003600 1 Mo

[

D Enclosures

¥ Racks

c Remote Systems
- 5 Users

Figure 44. Viewing Virtual Server Mappings

Viewing Advanced Mapping Details

You can view advanced mapping details only if your user volume defaults permit you to. For
information on how to enable Advanced Mapping Details, refer to User Volume Defaults
- Mapping on page 275. If Advanced Mapping Details and Show Advanced Mapping
Details are both enabled, in addition to the mapped volume, volume folder, and server, the
Mapping window displays the information described in Advanced Mapping Options on
page 74.

Information displayed depends whether the volume is mapped to a:
» Server with HBA ports of different transport types (such as Fibre Channel and iSCSI)

» Server with multiple server HBA ports. Select Specify Server Ports. Select the ports to
be used.

» Clustered server
* Virtual server

» If the operating system of the server supports multipathing.

Viewing Volumes Mapped to a Server
1 Inthe system tree, select a server. The server information window appears.

2 Clickthe Volumes tab. The system displays the volumes that are mapped to this server,
including volume name, type of volume, whether the volume is redundant, the amount
of disk space consumed by the volume, and the logical size of the volume.

59



Servers

60

Viewing Volumes Mapped to a Server Cluster

If the servers selected form a server cluster, the mapping window displays the volumes that
are mapped to the server cluster. Select a volume to view details about the way that volume
is mapped to the server cluster, including cluster node information.

Viewing Volumes Mapped to a Virtual Server

If the servers selected form a virtual server, the mapping window display shows the
volumes that are mapped to the virtual server. Select a volume to view details about the
way that volume is mapped, including whether the volume is mapped to the virtual server,
the host server of the virtual server, or both.

® 5M54 - Compellent System Manager

€. storage Management \{ Yiew Refresh 2 Help (¥) 949 aM ) Log OFF @ System Status

i, Properties 2 Map Yalume to Server .4/ Remove Mappings from Server % Add HBAs ko Server F}g Remove HBAs from Server | &% Conwert to Physical Server ¥

IC: sms4 s

s / \

7 g gjﬂzmes % | New Virtual Server 1
[ - Replication Delete Test )

tefgl Cluster Yolume 1

s Mew Volume 1 s J

tefl Mew Volume 2

- Storage Center 857 Vol

w-ig Storage Center 857 Vdl

+-i Storage Center 857 Vol iolume

Refresh 5\', Set Update Frequency < Find | 9 Map Yolume ko Server .«_2 Modify Mapping %

@ Storage Center 857 vol <4 Virtual Server Yolume 1

w-ig Storage Center 857 Vdl
“efl Wirtual Server Volume 1

- 1E Replay Profiles

“.-uj Recycle Bin

< >
Mapping Details

Status |Typs |Servsr |Ssrver Port ‘Cuntml\er Port |LUN ‘Read Cnly

<4 Up FC Mews Virtual Server 1 P 2101001B322792E8 _ S000031000003600 1 Mo

< Up FC News Server 1 P 2101001B322793E9 _ S000031000003600 1 Mo

- Remote Systems
~an Users

Figure 45. Viewing Volumes Mapped to a Virtual Server

Viewing Volumes Mapped to a Remote System

If the servers selected is a remote system, the Mapping window displays the volumes that
are mapped to that remote system. Select a volume to view details about the way that
volume is mapped to the remote system.
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Figure 46. Viewing Volumes Mapped to a Remote System

Server Charts

1 Inthe system tree, select a server.
2 In the server information window, click on the Charts tab.

» The top of the window displays reads, writes, and total KB per second
» The bottom of the window displays reads, writes, and total IO per second
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Topology Explorer Server Functions

With Topology Explorer you can map volumes to servers and external (remote) systems
easily by dragging components. The Topology Explorer is divided into three columns. The
left column displays servers. The middle column displays volumes, and the right column
displays external (remote) systems.

» The Connections button, located above the right column, toggles between showing all
connections and showing connections only for selected objects. Numbers that appear
on the connection lines between servers and volumes indicate the logical unit for the
mapping. If there are Replications, there will also be connection lines between volumes
and the remote volumes to which they are Replicating.

» The Folders button, located to the right of the Connections button, toggles between
showing and hiding volume folders. When the Folders button is toggled to show folders,
a red line is drawn through the Folders button and unmapped folders are displayed.
When the Topology Explorer displays folders, two additional command objects appear
at the bottom of the window: Create New Server Folder and Create New Volume
Folder.

The following two server functions are available through Topology Explorer command
objects:

» Create New Server object opens the Create Server wizard
e Create New Server Folder opens the Create Server Folder wizard
For information about Topology Explorer volume functions, see Topology Explorer
Volume Functions on page 109.
= To open the Topology Explorer

From the View menu, select Topology Explorer.

x{ Wiew Refresh 2 Help () 1:14PM 0] Lag OFF @ System Status
System Explorer | Topology Explorer ]
[N
-~
7 . New Volume 6 ; Storage Center: 54 ]
g | Logical Size; 500 GB )
. Redundancy: Redundant
Active Controller: SN 211 ; Storage Center: 68 ]
J
. New Volume 4
éﬂ | Logical Size; 500 GB K Storage Center: 201 ]
. Redundancy: Redundant J
Active Controller: SN 211
; Storage Center: 209 ]
7 New Volume 7 )
g | Logical Size: 500 GB .
il Redundancy: Redundant Storage Center: 236 ]
Active Contraller: SN 202 )
= — Storage Center: 349 |
I A %, New Volume 5
(i) New Server Cluster 1 g e e e ]
% . Redundancy: Redundant R ]
Active Controller: SN 202 ; SlovsyeltenterE oy
]|~
[ i New Server ] [ New Server Folder ] [ H New Volume ] [ New Volume Folder ] [\‘n New External Device ]

Figure 47. Topology Explorer
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Creating a New Server with the Topology Explorer

1 Dragthe New Server command object to the Topology Explorer window. The Create
Server wizard appears.

2 Follow the instructions described in Creating a Server on page 29.

Creating a New Server Folder with the Topology Explorer

1 Make sure the Show Folders toggle is enabled and the Show Folder command object
appears.

2 Dragthe New Server Folder command object to the Topology Explorer window. The
Create New Server Folder wizard appears.

3 Follow the instructions described in Creating a Server Folder on page 52.
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This chapter describes creating and managing volumes. Volumes can be created only from
an assigned folder of managed disks.

A volume is a logical storage repository. You can allocate more logical space to a volume
than is physically available on the Storage Center.

Because user access to a volume is controlled by user groups and associated volume
folders and volumes, group volumes into folders based on the way you want to control user
access. You can then create a corresponding user group and grant access to that volume
folder or volume. (Refer to Users and Groups on page 261.)

Types of Volumes

A volume is a single accessible storage area with a single file system. It is the same as a
logical drive. Via RAID, a Storage Center volume is physically located on some or all of the
drives within a Disk Folder. In a Microsoft Operating system, a volume can be assigned a
drive letter; in UNIX, a volume is assigned a mount point. A volume can be one of the
following:

» Standard Volumes are described in this chapter.

* Portable Volumes and Remote Volumes are described in Remote Instant Replay on
page 327.
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Creating Volumes

Creating a Volume

Volumes are configured through the Configure Volume Defaults window. If some Create
Volume options do not appear, defaults were configured to disallow these choices. For
more information about User Volume Defaults, refer to Configuring User Volume Defaults
on page 272.

5> To create a volume with the Create Volume wizard

1 From the Storage Management window, select Create > Volume.

2 The Create Volume wizard asks you to enter a volume size.

@ Create Volume I [=]

¢ osack B ouit  [F] Acvisor

Please enter the desired size of the volume to be created.

This size will be allocated on an "as needed" basis from storage.

Size: [s00 IGB vl

» Continue |

Figure 48. Create Volume Window

3 Enter a volume size in GB, TB, or PB. The maximum size of a volume is 10 PB.

Note If your User Volume Defaults allow you to modify cache settings or Storage Profiles,
an Advanced button appears.

» For more information about Cache settings, refer to To change volume cache
properties on page 88.

» For more information about Storage Profiles, refer to Storage Profiles on page 381.

4 Click Continue.
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If Data Instant Replay is licensed for your system, the Replay Profile window appears.

-Ioix

@ Back [ ouit  [F7] Advisor

Select the Replay Profiles to be used for this volume:

Selected Replay Profiles IRepIay Creation
[ [ sample Serial
¥ [ Daily Serial
[~ [ consistent Profile  Consistent
[ [ Every Smins Sirial
Kl o
Schedule Expiration I
[T Daily at 12:01 AM 1 week

 Create a New Replay Profile

Figure 49. Select Replay Profile

5 Select an existing Replay Profile, or click Create a New Replay Profile. For more

information about creating Replay profiles, refer to Creating Replay Profiles on
page 292.

6 Click Continue. The window on which you can select or create a folder and name the
volume appears.

7 Select a folder in which to create the volume or create a new folder.
8 Enter a volume name or accept the default.

9 Click Continue. The system displays the attributes of the volume.

=il

<@ pack [ ouit [B] Advisor

Yalume Mew Volume 1 will be created with the fallowing attributes:

Marme: Mew Yolume 1
Size: 500 GB
Folder:

Disk Folder: Assigned
Storage Type:  Redundant - 2 MB

Replay Profiles: Daily

Figure 50. Volume Attributes

10 Review the attributes. The attributes depend on the options available to you when
creating volumes. Click Create Now.

Note Volumes are automatically mapped to the last server you selected.
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Next Action Window

This next window presents options that are available after creating a volume.

@Ereate Yolume

# Return ) ouit  [B] Advisor

4= Eack

=10l x|

Yolume Mew Walume 3 has heen created.

Last Volume: MNew Yolume 3
Last Server: martell

“ Map this Yolume to this Server

J Map this Yolume to a different Server

“ Map this Yolume ko a Remote System

 Map a different Volume to this Server

“p Map a different Yolume to a different Server

S Create Yolume

S Create Server

p Close

Figure 51. Next Action Window

Creating Volumes

Depending on your configuration, some or all of the following commands may appear in this

window:

* Map this Volume to this Server

* Map this Volume to a Different Server
* Map this Volume to a Remote System
* Map adifferent Volume to this Server

* Map adifferent Volume to a different Server

e Create a Volume

e Create a Server

* Close this window
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Creating Multiple Volumes for a Server

The Create Volumes wizard creates multiple volumes and maps them to a server in a single
operation.

Note Adding a volume to the volume list in the Create Volumes for Server wizard does not

cause the volume to be created. Volumes are only created when you select Create
Volumes Now.

> To create volumes for a server

1 Inthe system tree, select a server, server cluster, or virtual server.

2 From the shortcut menu, select Create Volumes. The Create Volume window appears.
By default, the name of the volume is based on the name of the server.

-l

@ oBack [ quit  [F] Advisor

Replay Profiles |Folder |Write C... Storage Type Disk Folder

er 4 Yolume 1 500 GE Redundant - 2 ME  Assigned

rAdd Volume Cption
& Copy the selected volume when adding a volume

© Use My Volume Defaults when adding a valume

¥ Map volumes to this server using default settings upon creation

= Add volume | = Remove Selected Yolume

Figure 52. Create Volumes from Server

3 Review Add Volume options:

Copy the selected volume when adding a volume: The added volume copies all
attributes except name from the volume currently selected in the volume list.

Use My Volume Defaults when adding a volume: The added volume uses your
user volume defaults for creating a volume. Refer to Configuring User Volume
Defaults on page 272.

Map Volumes to this server using default settings upon creation: Checking this
automatically maps volumes to this server after they are created using default
mapping options. If there are special considerations for mapping volumes to this
server, uncheck Map Volumes to this server using default settings and manually map
the volumes to the server later.

4 Choose from the following:
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* To add an additional volume to be created, click Add Volume. Adding a volume to
the volume list does not cause the volume to be created. Volumes are only created
when you click Create Volumes Now.

e Continue to click the Add Volume button to add and map multiple volumes.

» Toremove the volume currently selected in the volume list, click Remove Selected
Volume.

» To modify the volume currently selected in the volume list, click Modify Selected
Volume. If you are creating multiple volumes, modify the first volume in the list and
make sure the Copy the selected volume when adding a volume box is checked.

» To create volumes, click Create Volumes Now . If the Map Volumes to this server
using default settings upon creation checkbox is selected, the volumes will be
automatically mapped to the selected server after they are created

Creating Multiple Volumes

Create volume options are configured through the Configure Volume Defaults window. If
some Create Volume options do not appear, defaults were configured to disallow these
choices. For more information about User Volume Defaults, refer to Configuring User
Volume Defaults on page 272.

Note If you intend to add multiple volumes with similar attributes, you should modify the
first volume in the list, then copy the attributes from this volume when adding
additional volumes.

5> To create multiple volumes

1 Inthe Storage Tree, select Storage or Volumes, from the shortcut menu, select
Create Volumes. The Create Volumes window appears.

-ioix

e oBack [ quit  [F] Advisor

Mame Size Replay Profiles | Folder ‘Write Cache |Read Cache Read ah... |[Storage Type Disk Folder

B NewVolume 1 S500GE  Daily on on o] Redundant - 2 ME  Assigned

rAdd Walume Option

& Copy the selected volurme when adding a volume

 Use My Wolurme Defaults when adding a volume

= Add Yolurne | 2 Remove Selected Yolurme ) Modify Selected Yolurme | | S Create Yolumes Mo

Figure 53. Create Multiple Volume Window
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Choose a Volume Option:

» Select Copy selected volume when adding a volume to copy all volume attributes
except name from the volume currently selected in the volume list. The name is
incremented by one number: Volume 1, Volume 2, etc.

* Select Use My Volume Defaults when adding a volume to use your Volume
Defaults.

Select Add Volume to add additional volumes. (Volumes are not created until you click
Create Volumes Now.) Volumes are added to the list of volumes to create.

Select Remove Selected Volume to remove the volume currently selected in the
volume list.

Select Modify Selected Volume to modify the volume currently selected in the volume
list. The Modify Volume window appears.

Depending upon the user preferences you have selected, you may not be allowed to
change certain attributes. To change your user preferences, select the root of the
System Explorer tree and select Configure My Volume Defaults. Possible modifications
include:

* Name

* Size

» Folder in which volume resides, or create a new folder
* Replay Profile, or create a new Replay Profile

e Storage Profile

» Disk folder to select the disk folder for the volume to use. The disk folder contains
the physical disks the volume will use for storage.

6 Select Apply Changes to make the modification(s) and return to the volume list.
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Mapping Volumes to a Server
Mapping enables servers to connect to volumes.

Mapping a Volume to a Server

1 Inthe system tree, select an unmapped volume. g Expand the Storage Node if
necessary.

2 From the shortcut menu, select Map Volume to Server. A list of servers is displayed.

(® Map Volume to Server

4 Back mauit Advisor

|>

Select a Server to map:

W Servers

=408 ANCHOR-CLUSTER

b B WiINDBRZ-CL-BOCK
S B WINDSRZ-CL-SEAM

'8 EM Esx 4.0 Cluster

; ' Em.ZnasBox, Cluster

v

[ = Create Server ] [ = Create Server Cluster ] | [ = Conkinue

Figure 54. Map Volume to Server — Server List

3 Select a server to map to the selected volume(s).

4 Click Continue.

(® Map Volume to Server

@ Back [ ouit [ Advisor

|

Create mapping between the following Volume and Server:

Yolume: MNew Yolurme 5

Server: JACKDAMIELS

[ = Advanced ] | [ & Create Now

Figure 55. Map Volume to Server Confirmation

5 Click Create Now. The volume is mapped.
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Advanced Mapping Options

To view advanced options, you must map volumes individually. If you map multiple
volumes, the advanced window does not appear. Make sure that Allow Advanced
Mapping is enabled in your User Volume Mapping Defaults. Refer to User Volume Defaults

- Mapping on page 275.

Note The advanced options available differ depending upon the configuration of the server
and the configuration of the Storage Center.

In the Map Volume to Server Confirmation window, click Advanced. The Advanced Map
Volume to Server window appears.

e SE=E|

4 Back [ ouit [ Advisor

Wi Select LUN
O Map volume using LUN O (this is usually reserved for boot volumes).

O Use LUM when mapping the selected volume to the selected server.

,:T_,: Restrict Mapping Paths

Only map using specified server ports:

|T',fpe |Server Part Status Connected Contralle
‘p FC 210100E0S8BASEBDZE Up S000031000035907
P FiC 210100E0SEASDCZE Up S0000351000035905
< >

,;T,: Configure Multipathing
Maximum number of paths allowed: Single-path 3
éﬁ Configure Volume Use

[0 The selected volume should be presented as read-only to the selected server.

Figure 56. Advance Mapping Options

The options available on the Advanced mapping screen will differ depending upon the
configuration of your system. For the volume you are mapping, choose from the following
options:

Selecting a Logical Unit Number

» If the volume you are mapping is a boot volume, select Map Volume using LUN 0. LUN
0 is reserved for boot volumes. If the volume you are mapping is not a boot volume,
make sure this option is cleared. If a volume has already been mapped to the selected
server using LUN O, this option does not appear.

» To map the selected volume to the server using a specific LUN, select and enter a LUN.
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» By default, Storage Center uses a different LUN if the specified LUN is already in use.
To use the next available LUN, check Use Next Available LUN. If you do not want to
use a different LUN when the specified LUN is already in use, clear the Use Next
Available LUN checkbox.

Restricting Mapping Paths

These options will only appear when mapping to a server with multiple server HBA ports,
when mapping a server on a cluster Storage Center, or when mapping a virtual server to a
volume.

The options that appear depends on the type of server to which you are mapping this
volume:

» Server with HBA ports of different transport types (such as Fibre Channel and iSCSI):
Select Transport option appears. Check to map to only one of the transport types.
Select the transport type.

» Server with multiple server HBA ports: Select Specify Server Ports. Select the ports to
be used.

» Map to Controller: To map to a specific controller, check Map to Controller. Select a
controller.

* Map to host: Select Host, Virtual, or Both.

Configuring Multipathing

If the operating system of a server does not support multipathing, this option will not be
shown.

» Select the maximum number of paths used to map the selected volume to the server.
The maximum number of paths allowed may be limited by the operating system of the
server.

Creating a Read-Only Volume

Under Configure Volume Use, check to present this volume as read-only.

Creating Mapping to Down Server Ports

This is an informational message that appears only if the selected server has down ports:

m Down Server Ports

Create maps to down server ports

Enabling mapping to Down Server Ports

Check the box to enable mapping to down server ports.
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Mapping Multiple Volumes to a Server or Server Cluster

To create multiple volumes automatically mapped to a server, refer to Creating Multiple

Volumes for a Server on page 70.

= To map multiple volumes to a server

1 Inthe system tree, select a storage folder or the Volumes node. The volumes in that

folder appear in the main window.

2 Select a volume or, using the Ctrl key, select more than one volume.

c Storage Management \%\u‘iew Refresh

. Help

¥) 212 PM | ) Log Off @ System Status

|Done

Figure 57. Select Volumes to Map

d Yolume Properties | 259 Map Yolumes ko Server Sf,r’ Map Yolurmes to Remate System Replay ‘ tﬂ Move to Folder |
MGTO1 =l
& A
=& fFDr — { @i | Volumes
= Yolumes /
----- i Mew Server h
----- i Mew Server Mame Type ISt... IStatus Information Wolume Type Logical Size
""" ﬁ Mew Server i Mew Server Cluster 1V... Volume Up Active on controller 'S 202" Replay Enabled 500 GE |
""" a ey el i Mew Server Cluster 1Y... Volume Up Active on conkroller 'SM 211" Dynamic Wrike 500 GB 1
""" S :ew zo:ume i Mew Server Cluster 1 ¥... Yolume Up Active on controller 'S 202 Replay Enabled 500 GE |
----- ew Yolume -
= i Mew volume 1 Yolume Up Active on controller 'S 202 [rynamic Wrike 500 GEB |
----- i Mew Volume
_____ a Mew Yolume 2 Inactive - map ko sepver ko ackivake  Dynamic Wrike 0o Gl
..... i New Yolume Yolume Down Diynamic ac
----- i Server 3vo i New volume 4 Yolumne Cown Dynamic Write 500 GB |
[]--F@ Replay Profiles — ﬂ Mew Yolume 5 Yolume Down Cryniamic Wrike 500 GB 1
B g Recycle Bin ] Molume  Down Dyriamic Write
E-de sjrvers & Server 3 Volume Yolume Up Replay Enabled 500 GB
[+ 5 Mews Server 3
- Bl Mew Server 4
(=5 Server Cluster 1
ol Mew Server ™

’— ,— ,— ,_ l_ l_ |i:.; Local intranet

va v | ®mien - _,

3 From the shortcut menu, select Map Volumes to Server. A list of servers appears. By
default, the last server that you selected is selected as the server to map to.
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OMap Yolume to Server

ek [ quit ] Advisor

=10l x|

Select a Server to map:

il Servers
Mew Server 3

&l Mew Server 1
&l Mew Server 2

) Create Server | ) Create Server Cluster | | “p Continue

Figure 58. Select Server for Volume Mapping

4 From here, you can:

» Accept the selected server or server cluster
» Choose a different server or server cluster
» Create a server or server cluster to map the volumes to

5 Select Continue. The system asks you to confirm.

OMap Yolumes to Server

@ Back [ ouit [F] Advisor

Mapping Volumes to a Server

=10l x|

The following Yalumes will be mapped to Server "Guiness"

-2 MB
-2 MB
-2 MB

B wvolume 13 wvolume Folderl Redundant -
i volume 14 volume Folder Redundant
i@ volume 17 volume Folderl Redundant
i@ volume 21 volume Folderl Redundant

Disk. Folder

Assigned

Assigned
Assigned
Assigned

Figure 59. Confirm Mapping Multiple Volumes

6 Click Map Volumes Now. The volumes are mapped to a single server. An exception to
this is if the server is part of a server cluster. Refer to Server Clusters on page 32.
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When creating a server cluster, Storage Center attempts to map an included volume to the
same LUN on all cluster servers. If the LUN selected is not available on a particular
server, the mapping is not performed and the volume is only partially connected to
the cluster.

Mapping a Volume to Remote System

Mapping a volume to a remote system causes the volume to appear as a remote volume
on the remote system. The volume can then be used as a replication target.

5 To map a volume to a remote system
1 Inthe system tree, select an unmapped volume.

2 From the shortcut menu, select Map Volume to Remote System. A list of remote
systems appears.

3 Select a remote system.
a Optional: Click Advanced to restrict mapping paths.

@Map Yolume to Remote System 10l =|

@ Back & Return [ quit [F] Advisor

!:j‘:% Restrict Mapping Paths

I™ i Only map using a specified transport type:

Map using unIyIFibre Channel v l ports
" Map to controller Im if possible

S Continue |

Figure 60. Map Volume to Remote System Advanced

b Restrict the path to one transport, such as FC or iSCSI.
¢ In a clustered-controller system, select a controller to which to map the volume.
d Click Continue.

4 The system asks you to confirm. Click Create Now.
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Removing Mapping from a Volume
1 Inthe system tree, select a volume.

2 From the shortcut menu, select Remove Mappings from Volume. The Remove
Mappings from Volume window appears.

3 Select the mapping(s) to remove.
4 Click Continue. The mappings confirmation window is displayed.

5 Click Remove Mappings Now. If a mapping is still active, System Manager asks you to
confirm. Before removing the mapping, confirm that the volume is no longer in use by
the server. If you remove a mapping to a volume which is in use, the server will no longer
have access to the volume and will have read/write errors.
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Import Data to Lowest Tier

Use Import Datato Lowest Tier to write large amounts of data to the lowest tier of storage
configured for a volume. This is useful when performing an OS-level copy of a data to a
Storage Center volume from a server-attached data source.

= To import data to the lowest tier

1 From the system tree, select a target volume.

2 From the shortcut menu, select Properties. The Volume Properties window appears.

Volume Properties - New Volume 1 g|
o | cote | aovoes | Foir f vro
@i Mew Yaolumne 1

Type: Yolurme

Status: Up (Currently active on Controller ‘SN 8777
Yolume Type: Diynarmic Yrite

Disk Folder: Assigned

Storage Type: Redundant - 2 MB

Logical Size: 500 GB

Serial Murnber: 00000364-00000004

[ Enforce Volume Space Consurmption Limit

Space Consumption Limit:

Import data to lowest tier of storage

’ & Cancel ” & Ok ]

Figure 61. Import Data to Lowest Tier

3 Select or clear Import data to lowest tier of storage. If selected, data is written to the
lowest tier of storage available based upon the configuration of the storage profile of the
volume. No Replays are taken for the volume during data import. If this option is
unchecked, by default data is written to the highest tier of storage configured for the
volume.

Note Import mode is not allowed for volumes that are mapped to another Storage Center
system for use as replication destinations. The Import data to lowest tier of storage
option is not displayed on the Volume Properties screen. Importing data is managed
in Enterprise Manager as part of the replication to that volume. For more information,
refer to the Enterprise Manager User Guide.

80 Storage Center 5.5 System Manager User Guide



In the System Explorer, a volume that is set for importing data to the lowest tier appears
with a yellow warning icon and a message that data is being imported to the lowest tier.

Import Data to Lowest Tier

iz Properties

c Storage Management \%\p‘iew

AP Map Yolume ta Server €5 Map Volume ta Remate System

=

Refresh o # Help

=4 Remove Mappings From Yolume

() 1153 amM | ) Log OFF @ System Status

T Expand volume

Replay

sS4
= a Shorage

EH& Yolumes
¢ el martell Yolume 1-F
i martell Volume 2 - F
! Mew Volume 1

New Yo 2|
i Mew Yolume 3
[E3 Replay Profiles
o Recycle Bin

[y Servers
(-4 Disks
% Contralers
L\:} ups

- @ Enclosures

T8 Racks

= c Remote Systems

# QoS Definitions
Storage Center: 202
Storage Center: 269

857
Storage Center: 877

5 Users

—~
@?I?J | New Volume 2

(.

Name: MNew Volume 2
Size: 500 GB
Folder:

Disk Folder: Assigned
Status: Up (active on controller 'SM 547

Replay Profiles: Daily, Rapid Replay
Storage Profile: Recommended (Al Tiers)

Cache Settings

Write Cache Enabled: Yes
Read Cache Enabled: Yes
Read Ahead Enabled: Yes

Volume Statistics

Read
Number of Requests: 9
Number of Blocks: 9
Number of Errors: 0

Date Created: 01/12/2010 11:24:40 am
Date Updated: 01/15/2010 11:41:14 am

Index:
Serial Number: 00000036-00000014

Volume Type: Replay Enabled
Storage Type: Redundant - 2 MB

Write Cache Status: Down
Read Cache Status: Up

Write

1]
1]
i]

Created By: Admin
Updated By: Admin

[pare

Figure 62. Volume in Lowest Tier Import Mode

While a volume is in import mode, replays are not taken for that volume. Replays are

resumed when the volume is taken out of import mode.

T

Once the data is imported, it is your responsibility to take the volume out of Import mode.

Taking a Volume Out of Import Mode

1

Select a volume that has been placed into import mode. From the shortcut menu,

select Properties. The Properties window appears.

Uncheck Import Data to Lowest Tier of Storage.

Click OK. The volume is no longer in import mode.

81



Volumes

Creating a Boot from SAN Volume

Boot from SAN dramatically reduces the time to recover servers by creating and storing
Replays of the boot volume at the disaster recovery site. The Boot from SAN function
allows servers to use an external SAN volume as the boot volume for the server. In the
event of a failure, power up a spare server, point the server to a boot image on the SAN,
and boot the server up.

Note To use the Boot from SAN wizard, you must already have a boot from SAN volume
created and in use. A boot from SAN volume is operating system-dependent and
requires the server HBA to be specifically configured and enabled to boot from the
SAN. See your respective operating system and HBA provider to create this
configuration.

5> To create a boot from SAN copy

1 From the Storage Management menu, choose Volume > Create a Boot from SAN
Volume. The Boot from SAN wizard opens.

Gtreate Boot From SAN ¥olume 10l =|

¢ Back ) quit [ Advisor

The Boat Fram SAN wizard walks yau through the steps necessary ta create an
exact copy of a hootahle walume and then boat one of vour servers from this copy.

This process saves you bath time and disk space, allowing yaou ta install an operating
systerm once and then use that aperating system on multiple servers with ease.

Please Mote: This process does not free you from any licensing restrictions which

exist on your operating system or an any other software yvou may have installed on

the source valume. Please contact the providers aof any saoftware you have installed
for additional licensing informatian.

Figure 63. Boot from SAN Wizard
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2 Click Continue. The Create Boot from SAN Volume window appears.

{3 Create Boot From SAN Yolume 10l =|

@ Back [ ouit  [F7] Advisor

Select the name and folder for the volume:

S Data Instant Replay Example
{5 Mews Walurne Folder 1
{55 Mews Wolurne Folder 2

Marme: Mev Server 1 Volume 1 Copy 1

Figure 64. Boot Volume Name and Folder

3 Select a name and folder or accept the default. Click Continue. The Replay window

appears.

{®Create Boot From SAN Yolume 10l =|

@ Back [ ouit  [F] Advisor

In arder ta create a Boat From SAN copy, @ Replay must first be created far the
source volume. This Replay will be the basis for the Boot From SAMN copy. In
arder to ensure that a Replay consistent with the source volume will be
available, please stap all 10 to the source valume before continuing.

After the Boot From 3AM copy has heen created, vou will have the opportunity ta
map it ta the server of your choice.

Boot From SAN Yolume Mame:  New Server 1 %olume 1 Copy 1

Source Wolume Mame: MNew Server 1 %olume 1

Figure 65. Boot from SAN Replay Window
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4 Click Create Now. The Map Volume to Server window appears.

Ik
e ooack B ouit  [B7] Advisor

Select a Server to map:

il Servers
=I-{59 Standard Server

B e

= o Me ver 1
58 Mew Server Cluster 1
[ 5 Simple Server 3

Zp Create Server Zp Create Server Cluster | ‘

Figure 66. Map SAN Volume to Server

5 Create a Server, create a Server Cluster, or accept the defaults.

6 Click Continue. The Confirmation window appears.

1=
¢ Back Y ouit [ Advisor

A map will be created between the fallowing volume and server:

“alume: Mew Server 1 %olume 1 Copy 1

Senver; MNew Server 1

= Advanced ” {3 Create Mow |

Figure 67. Confirm Map Boot Volume to Server
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7 If you select Advanced, the Advanced Options window appears.

RI=TE
@ Back [ ouit  [F7] Advisor

L1 Select LUN

¥ The selected volurme will be used as a boot volurme. Map using LUN 0.

T Use LUN |255 when mapping the selected volume to the selected server.
¥ Use the next available LUN if the preferred LUN is unavailable.

i.}; Restrict Mapping Paths
[T Only map using specified server ports:
IType IServer Fart Skatus Connected Controll
V| FC 10000000C9746 1FA Up 500003100003900F
V| FC 210000E08EB391231 Up 500003100003900F
| | 0

[ Map to controller ISN845 'l if possible

g Configure Volume Use

[T The selected volurme should be presented as read-only to the selected server.

Figure 68. Boot from SAN Options Window

8 You can:

» Enter a Logical Unit Number (LUN).
» Restrict Mapping Paths
» Configure the Volume as Read-Only

For more information on these options, refer to Advanced Mapping Options on page 74.
Click Continue.

9 Click Create Now. The Boot from SAN volume is created.
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Modifying Volumes

Modifying a Volume

In the Create Volume from a Server window, click Modify. The Modify volume window
appears.

-0l

@ Back [ ouit  [F] Advisor

Marne: Imartell Yolume 2
Size: ISDD IGB LI
= Change Faolder:
% Chanoe  Replay Profile: Daily
% Change  Data Progression Prafile: Medium Priority

= Change Cache Settings

Write Cache: Yes

Read Cache: Yes

Read Ahead: Yes
Storage Type: Redundant

Figure 69. Modify Volume

You can:
» Change the folder in which the volume resides
» If Data Instant Replay is enabled, select a Replay Profile attached to this volume

« If Data Progression is licensed for this system and you are allowed to make changes,
select a Storage Profile attached to this volume.

« If you are allowed to change cache settings, the type of cache enabled.
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Changing Volume Properties
1 Inthe system tree, select a volume.

2 From the shortcut menu, select Properties. The Volume Properties window appears
with the General tab selected.

iTestO0

(I o | it | it | it | i

|ﬁ |CompellantC|iTestDDl |

Type: Wolume

Status Up (Currently active on Controller 'SK 547
“olume Type: Replay Enabled

Disk Falder, Assigned

Storage Type: Redundant - 2 MB

Logical Size: 500 GB

Seral Mumber: 00000036-00000008

Figure 70. General Volume Properties

3 General Volume Properties include:

* Name and type: You can type in a new volume name.
» Status: Can be up or down. Controller on which volume is active.

* Volume Type: can be dynamic, Replay enabled, or Replication. A volume is dynamic
until at least one Replay has been taken of that volume. Once a Replay has been
taken of a volume, it becomes Replay Enabled. A Replication volume is one that is
being Replicated to another Storage Center system.

* Disk Folder: Disk folder in which this volume resides

» Storage Type: Type of Redundancy and Storage Type size. (Refer to Non-Standard
Storage Types on page 138.)

» Logical Size: Size of volume as seen by the Server.

e Serial Number

4 Click OK to save changes.
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= To change advanced volume properties
1 Click the Advanced tab.

2 Do any of the following:

Modify the Volume Space Consumption Limit

Allow Replays to coalesce into active Replay to allow frozen Replays to coalesce into
an active Replay.

Import data to the lowest tier of storage available based upon the configuration of the
storage profile of the volume. No Replays are taken for the volume during data
import. If this option is unchecked, by default data is written to the highest tier of
storage configured for the volume.

If there are volumes on storage running the Open VMS operating system, this tab
displays the Unique Disk ID (UQ ID) used to identify the volume.

You may need to reset this value when recovering a volume from a Replay. For
example, if you mapped a volume to a server, took a Replay, and then mounted a
new view volume up to the server; the new view volume would have a new Disk ID
and you would have to modify the value in this window to match the original Disk ID
for the volume before the server will recognize it as the same volume.

= To change volume cache properties
Click the Cache tab.

1
2

In the Volume Properties window, click the Cache tab. (Caching that is set system-wide
overwrites individual volume cache.)

Do any of the following:

Select or clear write cache. Write Cache holds written data in volatile memory until it
can be safely stored on disk. Write Cache protects in the event of a power loss.

Select or clear read cache. Read Cache anticipates the next Read and holds it in
quick volatile memory, thus improving Read performance. Read Ahead can be used
for sequential reads, such as video.

4 Click OK to save changes.

= To change volume folder properties

1

Click the Folders tab. The Volume Folder window appears. System Manager lists all

volume folders and subfolders. The folder in which the volume resides is highlighted.

To move the selected volume to a different folder:

a

In the Volume Properties window, click Folder. A list of volume folders appears.

b Select a folder to which to move the volume.
c Click OK. The folder is moved.

= To change volume information properties

1 Click the Info tab. The Info window appears. Information includes:

Date Volume was created
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» User who created the volume
e Date volume was last updated
» User who updated the volume

2 Enter any optional notes (up to 255 characters) and click OK.

Deleting a Volume
1 Inthe system tree, select a volume.

2 From the shortcut menu, select Delete. System Manager informs you if the volume is
actively mapped to a server and asks you to confirm.

Confirm Delete x|
kbl ————e .

_@ll Are you sure you want to send the following Volure to the Recycle Bin?

@i Mew “olume Folder 1 %olume 2

WWarnings:
(None) ;l

™ skip Recycle Bin and delete volume (cannot be undone)

= Yes | i

Figure 71. Delete Volume

Note By default, a deleted volume is moved to the Recycle Bin. You can recover the
volume from the Recycle Bin, but once the Recycle Bin is emptied, data on that
volume cannot be recovered.

3 (Optional - and not recommended) You can immediately delete the volume and not save
the metadata in the Recycle Bin by checking Skip Recycle Bin.

4 Click Yes. The volume is deleted.
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Deleting Multiple Volumes

1

4

In the system tree, select a volume folder. The list of volumes appears in the main
frame.

In the main window, select volumes by holding down the Shift key or Ctrl key and
clicking on volumes.

From the shortcut menu at the top of the window, choose Delete. System Manager
warns you if a volume is mapped to a server.

System Manager asks you to confirm. Click Yes. The volumes are deleted.

Restoring a Deleted Volume

When a volume is deleted, it is moved to the Recycle Bin. You can restore a deleted volume
from the Recycle Bin.

Once the Recycle Bin is emptied, any items in the Recycle bin are gone and cannot be
restored.

To restore a volume from the recycle bin

1

In the system tree, expand Storage > Volumes to view volume components including
the Recycle Bin.

Expand the Recycle Bin. The Recycle Bin lists restorable volumes.
Select the volume to be restored.

From the shortcut menu, choose Restore Volume. The volume is restored. Previous
mappings are not restored.

Expanding a Volume

Virtual capacity may be greater than the physical capacity.

To expand the virtual capacity of a volume

1

2
3
4

In the system tree, select a volume.
From the shortcut menu, select Expand Volume. The Expand Volume window appears.
Choose a number in blocks, Gigabytes, Terabytes, or Petabytes.

Click Continue. System Manager warns you that because of overhead, the actual final
size will be slightly larger than the size indicated.

Click Expand Volume Now.
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Creating a Volume Folder

Managing Volume Folders

Volume folders organize volumes. You can restrict access to folders through a combination

of User Groups and User Privileges.

= To create a volume folder

1 From the Storage Management window, select Create > Folder > Volume Folder. The

Create Volume Folder window appears.

2 You can create the folder at the root level (Volumes) or within another folder.

OEreate ¥olume Folder

@ Back [ quit Y] Advisor

=0l x|

Yolumes

159 0L Folder

Marme:

Motes:

Exchange Folder

Mew Volume Folder 1

Zp Create Mow |

Figure 72. Create Volume Folder

3 Enter a volume folder name, or accept the default. Enter any Notes (up to 255

characters).

4 Click Create Now. The volume folder is created.
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Viewing a List of Volume Folders
1 Inthe System Tree, select Volumes. The system lists volumes and volume folders.

2 In the main window select more than one volume folder by holding down the Shift or
Ctrl key and selecting more than one volume folder.

c Sorage Mansgement \.ﬁ View Reefresh -‘: Help (&) 3:56 PM | Log OFF @ Swstem Status
QJ‘ volme Properties | A& Map volumes o Server S—,ﬁ Map Wolumes to Remote System ‘ Replay &_-‘ Move [o Folder % |

borage Csnter 912 1 P Y
= T A

S () vormes

.

%9 riew Yolurre Folder 1
{59 niew volume Folder 2 Mame |Ty|:e |Std:us JStatus Irformation Woume Type |Lngi:d Sz

{59 New Yolurre Folder 2 |58 Mew Volume Foder 1 Yalrme Falder
i Mew ¥aluma 1 [ new Voiome Foider 2 Valume Folder
Mew Volume Faider 3 Yalume Folder

-l new volume Lo
=

-l Mew Yolume 11 : - - -

b Mew Volume 12 & Mew Volme L volume Acklve an cantraler 'Sk 845 Replay Enabled SO0 GE
i i Hew Volme 10 Yol Up Ackive on conbroller 'SH 345 Replay Enabled 500 GE
g new volure 2

i Mew Yolume 3 |8 Mew Yolme: 11 Walme Up Ackive on contraler 'SH @45 Replay Enabled 500 GB

-ig Mew Yolurre 4 i Mew Vobme 12 Yolumne Up Active on conbroler 'SN 845 Replay Enabled  500GR

I new volure § =2 olumne Al ontrolir 'SH 645 v Enabled

-[@ New Yalume & e g v Enablzd
i Mew "'0:'-'”"'3 7 @ ey Volume ¢ Valume Up Ackive on conbrolker ‘SN 845 Repley Enabled 500 GE
g ::x :g;x 2 i Mew Yolme 5 Yolurne Up Ackive on controlier ‘SN 845 Replay Enabled 500 GE
. [ Berlay Profie: o i Mew Yolume 6 Valurne Up Ackive on conbrolier 'SH 845 Replay Enabled 500 GE

Figure 73. Select Multiple Volume Folders

Using the shortcut menu, you can:

» Create or apply Replay Profiles to all the volumes in the selected folders.
* Move the selected folders into another folder.

» Delete multiple volume folders.

» Storage Profiles appear if you are allowed to select a Storage Profile. Refer to User
Volume Defaults - Advanced on page 274.

Viewing Volume Folder Properties

1 Inthe System Tree, select a folder.

2 Click Continue. The General Volume Folder Properties window appears. To change the
name of the folder, enter a new name.

3 Click OK.

4 Click the Info tab to view Date Created, Created By, Date Updated, Updated By, and
Notes (up to 255 characters).
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Deleting a Volume Folder

You cannot delete a volume folder that contains volumes, other volume folders, or is
referenced by volumes that are in the recycle bin.

To delete a folder

1

2
3
4
5

In the system tree, select a volume folder.
From the shortcut menu, select Delete.
Click Continue.

System Manager asks you to confirm.

Click Yes. The folder is deleted.

Moving a Volume to a Folder

1
2

3
4

In the system tree, select a volume.

From the shortcut menu, select Move to Folder. The Move Volume window appears.
Select a folder to which to move the volume.

Click Continue. System Manager asks you to confirm.

Click Apply Now. The volume is moved to the selected folder.

To move more than one volume at a time to a folder:

1

In the system tree, select a volume folder. The list of volumes appears in the main
window.

In the main window select volumes by holding down the Shift key or Ctrl key and
clicking on volumes.

From the shortcut menu at the top of the window, choose Move to Folder. The Move
Volumes window appears.

From the list of folders displayed, select the folder to which to move the volumes.

System Manager asks you to confirm. Click Apply Now. The volumes are moved.
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Moving Multiple Volumes to Another Folder

1 Expand the system tree to view Volumes. Using the Shift or Ctrl key, select multiple
volumes.

€ Storage Managerent <, View Refresh  w % Help O AT6FM | ) Log OFf G Systen Stae

i Walme Properties | 8 Map Yolumes o Server S5 Map Mdlumes b Remota Systam Rephry | 0 Mowato Folder | % |

orage Center 912 = |
» f;f"ifm ( [ﬂ ' Volumes
S M Violumne Faldar L -
5 e Vol Fokder 2| [ b= [Tup= [Stebus | Status Iformaion [aum=Type  [Logical Sic
{58 tiew e Folder 3| N5 Plowr iiurne Fobder 1 Yol Fakder
-~ il e Vum | 8 Naws Yo Faider 2 ol Falder
: E: ﬂm t';' 5 rjos viohrie Faider 3 Yohume Folder
[ Pl Vodume 12 : .
gl Moo Vedurme 2 I R Vol L0 ol Up Active oncontrolier " B4 Aeploy Enchled 500 GH
[ P Vodura 5 I M vahma 11 woluma up Actie oncontrolies 'Sy B45 Raplay Enzbled SO0 GE
g ne Vioburme 4 [l N Wohorne L Waldre Up Active oncontrclier 'S4 B45' Replay Enzbled 500 GE
[ hewr Vobume &
-l Mewr Velure &
i lﬂ et Active an controles ‘5 E45' Feplay Enchied
g E: xﬁ : I§ N ol 5 valuma up pcktee oncontrchiee S B45' Aeplay Enzbled SO0 GE
- [ Replay Profiks | | rew oz & Yo Up Active oncontroler S B45 Replay Enzbled 500 GE
o PecydeBh Ii Flzws o= 7 Walun= Up Active oncontrolier 'S4 B45' Repley Enebed 500 GE
s Servars I Rz i B2 ol Up Active oncontrolies *Sh S Aepley Encbled 500 GH
B Sandeed Server I§ Naw volma 9 waldmE up Ackie oncontroler S B45 Replay Enzhled 500 GB

-
E-Ng First Server Chister 1
- W Sinple Server 3

=]

Figure 74. Selecting Multiple Volumes

2 From the shortcut menu, select Move to Folder. The Move Volume(s) window appears
with a list of Volume folders.

=il

@ oeack B ouit [ advisor

Select the folder ta which you would like ta move the selected items:

Figure 75. List of Folders

3 Select a folder to move the volumes to. Click Continue.

4 The system asks you to confirm. Click Move Now.
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Applying Replay Profiles

Replays create space-efficient point-in-time copies (PITC) to provide immediate recovery
from data loss. Storage Center Replays differ from the traditional PITCs because blocks of
data or pages are frozen and not copied. No user data is moved, making the process
efficient in both time taken to complete the Replay, and space used by Replays. Two default
Replay Profiles are part of every Storage Center system. For information on creating
Replays, refer to Data Instant Replay on page 283.

To view a list of Replay profiles on a system, select Replay Profiles. A list of Replay profiles
appears. The list includes the name, the type, and by whom the Profile was created.

Note In general, Replay Profiles are created by a user, such as Admin or your user name.

Two exceptions are Replay Profiles created by the System, and Replay Profiles
created by the System Root User. Replay Profiles created by the System are the two
default Replay Profiles that are part of every system. Replay Profiles created by the
System Root User are Replay Templates created in System Manager Versions 4.0
or below. The prior templates were updated to current Replay Profiles during a
system upgrade. Unlike Replay Templates, a change to a Replay Profile affects all
the Replays of all volumes to which that Profile is attached.

View General Replay Profile Information

1 Select a Replay Profile in the system tree.

2 Click the General tab. General Replay Profile information includes:

Name
Index
Type
Creation
Schedule

Apply Replay Profiles to Server Volumes

1 From the system tree, select a server.

2 From the shortcut menu, select Apply Replay Profiles to Volumes. A list of Replay
Profiles appears.
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Figure 76. Apply Replay Profiles to Server Volumes

3

onpply Replay Profiles to Yolumes - |EI|5|

@ back [ out [ Advisor

Select the Replay Profiles to apply to all volumes for the selected server.

Selected Replay Profiles

[ BB sample

W [ Daily
[ [ Short Term Replay Profile
[ [ Mew Replay Profile 1

Replay Creation

Setial
Setial
Setial

¥ Replace existing replay profiles

Kl m
Schedule I Expiration I
[1] Dty at 12:01 AM 1 week

E Monthly first day at 11:30 PM 26 weeks

E weekly on Saturday at 11:30 PM S weeks

E Daily ewery 17 hours between 12:05 AM and &:00 PM 5 days

Kl 2

P Create a New Replay Profile

< Cancel = Save Configuration

Select one or more Relay Profiles or create a new Replay Profile. For information on
creating Replay Profiles, refer to Creating Replay Profiles on page 292.

Choose to replace existing Replay Profiles attached to the volumes mapped to this

server or not.

Click Save Configuration. The Replay Profiles are attached.

Storage Center 5.5 System Manager User Guide



Copy, Mirror, and Migrate

Copy, Mirror, and Migrate

Copying a Volume

Copy copies data from source volume to destination volume. Changes made to the source volume
during the copy process are added to the destination volume. Copy does not dynamically update the
destination volume after the copy is completed.

5> To make a copy of avolume

1
2

3

In the system tree, select a volume.

From the shortcut menu, select Copy > Copy Volume. The Copy Volume window appears.

Select a destination volume.

a

To copy the source volume to an existing volume, select a destination volume from
the list of volumes displayed. The destination volume cannot be smaller than the
source volume. The destination volume cannot be mapped to a server. Click
Continue.

Specify a priority relative to other Copy/Mirror/Migrate and Replication operations,
Low, Medium, or High.

By checking Copy Historical Replay information, you are copying the volume and
all associated Replays. If you do not select this option, you exclude Replay data from
being copied. Click Continue.

» To copy to and create a new volume, click Create New Volume. Follow the
procedure described Creating a Volume on page 67.

» To copy a new volume with the same attributes as the source volume, click
Create Exact Duplicate. A duplicate volume is immediately created.

» If Remote Instant Replay is licensed, you can click Create Replication Volume.
This command does not create a volume, but serves as a conduit for
Replications.

Click Continue. A review window appears.

Click Start to mirror the volume now. Click Schedule to set the start date and time.
In the scheduling window, enter a date and time.

Mirroring a Volume

Mirror dynamically updates the destination volume when the source volume changes. The source
and destination volumes are kept synchronized.

> To create a volume mirror

1
2

In the system tree, select a volume.

From the volume shortcut menu, select Copy > Mirror Volume. The Mirror Volume

window appears.

Select a destination volume.

a

To mirror the source volume to an existing volume, select a destination volume from
the list of volumes displayed. The destination volume cannot be smaller than the
source volume. The destination volume cannot be mapped to a server. Click
Continue.
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Specify a priority relative to other Copy/Mirror/Migrate and Replication
operations.

By checking Copy Historical Replay information, you are copying the volume
and all associated Replays. If you do not select this option, you exclude Replay
data from being copied. Click Continue.

b To mirror to and create a new volume, click Create New Volume. Follow the
procedure described Creating a Volume on page 67.

c To create a new volume with the same attributes as the source volume, click Create
Exact Duplicate. A duplicate volume is immediately created.

d If Remote Instant Replay is licensed, the Create Replication Volume button
appears. This command does not create a volume, but serves as a conduit for
Replications.

4 Click Continue. A review window appears. Click Start to mirror the volume now. Click
Schedule to set the start date and time. In the scheduling window, enter a date and
time. Click Schedule Now.

Migrating a Volume

Migrate is the same as Copy, except that when the copy is finished, all volume-server
mappings are moved to the destination volume. The source volume is deleted. The copied
data (and its mappings) now reside on the destination volume. Copy/Migrate first copies
data from the source volume to the destination volume. Changes to the source volume
while the copy is in progress are reflected in the destination volume. When Storage System
Manager is finished with the copy, all volume-to-server mappings are moved to the
destination volume.

= To migrate a volume

1 Inthe system tree, select a volume.

2 From the volume shortcut menu, select Copy > Copy/Migrate. The Copy/Migrate
Volume window appears.

3 Select a destination volume

a To migrate data to an existing volume, select a destination volume from the list of
volumes displayed. The destination volume cannot be smaller than the source
volume. The destination volume cannot be mapped to a server. Click Continue.
Complete the Copy/Migrate options:

Specify a priority relative to other Copy/Mirror/Migrate and Replication
operations.

By checking Copy Historical Replay Information, you are copying the volume
and all associated Replays. If you do not select this option, you exclude Replay
data from being copied.

Select or clear Delete Source Volume After Migration.

Select or clear Reverse Mirror After Migrate. Storage Center mirrors updates
back to the source volume after the Copy/Migrate command is complete, using
the source volume as a backup.

Click Continue.
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» The Copy/Migrate options are displayed. Click Continue to migrate now. Click
Schedule to schedule the migration at a later time.

b To mirror to and create a new volume, click Create New Volume. Follow the
procedure described Creating Volumes on page 67.

¢ To create a new volume with the same attributes as the current volume, click Create
Exact Duplicate. A duplicate volume is immediately created.

d Click Create Replication Volume if Remote Instant Replay is licensed. This
command does not create a volume, but serves as a conduit for Replications.

Click Continue. A review window appears. Click Start to mirror the volume now. Click
Schedule to set the start date and time. In the scheduling window, enter a date and
time. Click Schedule Now.

Click OK.

Viewing Copy/Mirror/Migrate Events

From the View menu, choose Copy/Mirror/Migrate. The Copy/Mirror/Migrate view appears.
The Copy/Mirror/Migrate view displays:

Type

State

Priority

Source volume

Destination volume

Percent synchronized

Size of data that remains to be synchronized

Current Replay

Copy History

Information about whether the system will delete the volume after migration (Migrate)

Whether the system performs a reverse mirror after migration (Mirror)
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Viewing Volume Information
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In the system tree, click Storage. The Storage window appears.
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Figure 77. Viewing Volume Info

Volume information displays status of volumes. To view information for all volumes in a
folder, in the system tree, select the top Volumes folder. System Manager lists the folders
and volumes within that folder.

Information includes:

Name: Shows the name of the volume.

Type: Displays the type — volume or a volume folder

Status: Shows volume status: up or down

Status Information: If an element is down, this field displays the reason it is down
Volume Type: Dynamic, Replay Enabled, or Replication.

Dynamic Volume: A volume for which no Replays have been taken. Exists on the
system as a read/write volume. Data Progression manages the volume allocations
in configure Volume Active space only.

Replay Enabled Volume: A volume that has at least one Replay. A Replay-enabled
volume consists of two different layers of volume space: Active (writable) and Replay
(historical, or read-only). Once a Replay is taken on a volume, the active data that
exists on that volume is marked as read-only and is moved to the Tier and Class that
is configured for Replays. New data written to the volume after the Replay is written
to active portion of the volume; however the Replay area may still be accessible for
reads. As more changes to the volume occur (as writes in the active space) and as
more Replays are taken, some of the Replay data may become inaccessible. This is
known as Replay overhead. This data can be made available by creating a view
volume to allow for data recovery or backups.

Replication Volume: A target volume that is being replicated from another system.

Logical Size: Shows the logical size of the volume.
Replay Profile: Shows the Replay profile attached to the volume.
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Storage Profile: Shows the Storage Profile attached to the volume.

Storage Type: Maximum-use are redundant with a datapage size of 2 MB. Other are
described in Non-Standard Storage Types on page 138.

Disk folder: Folder the volume is using.

Note Replays and Replay Profiles appear if a system is licensed for Data Instant Replay.

Replication information appears if a system is licensed for Synchronous Remote
Instant Replay or Asynchronous Remote Instant Replay.

Viewing General Volume Information

Select the volume in the system tree. The Volume window with the General tab selected
appears.

@d ) New Volume 1

Name: New Wolume 1 Index:

Size: 500 GB Serial Number: 00000357-0000006d
Folder: Volume Type: Dynamic Yrite
Disk Folder: Assigned Storage Type: Redundant - 2 MB
Status: Up (currently active on contraller 'SN 5037

Replay Profiles: Daily
Storage Profile: Recommended (All Tiers)

Cache Settings

Write Cache Enabled: Yes Write Cache Status: Up
Read Cache Enabled: Yes Read Cache Status: Up
Read Ahead Enabled: fes

Volume Statistics

Read Write
Number of Requests: 1 0
Number of Blocks: 1 0
Number of Errors: 0 0 =
Date Created: 03/12/2008 11:35:33 am Created By: Admin
Date Updated: 03/12/2008 11:35:34 am Updated By: Admin

Figure 78. Individual Volume Information

General volume information tab includes:

Name: Volume name.

Index: Number used by Dell Support Services to assist with component identification.
Size: Volume size.

Serial Number: Volume Serial Number (VSN).

Folder: Disk folder that the volume uses for storage.

Volume Type: Active or Replay Enabled. If no Replay has been taken for a volume, it
is Active. Once a Replay has been taken, it is Replay Enabled.

Disk Folder: Folder that the volume uses for storage.

Status: Up or Down. If a volume is not mapped to a server, the system displays the
message: “down (currently inactive - map to a server to activate)”.

Replay Profiles: Those used for this volume.
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Storage Profile: Profile attached to this volume (by default, the Recommended Storage
Profile).

Cache Settings: Those enabled for various Read/Write operations.

Volume Statistics: Number of requests, blocks, and errors for Read/Write operations.
Date Created / Date Updated: Display of when and by whom.

Viewing Volume Mapping

In the system tree, select a volume. In the Volume Information window, select Mapping.
The system displays:

Status: Shows volume status: up or down

Name: Name of server to which the volume is mapped
Type of Server: FC or iSCSI

World Wide Name (WWN): WWN of the server port
Server Port

Controller Port

LUN

Whether the volume is read only (yes or no)

Viewing Copy/Mirror/Migrate Information

1
2

In the system tree, select a volume..

Click the Copy/Mirror/Migrate tab. The Copy, Mirror, Migrate window appears.
System Manager displays the following information:

Type: Can be Replication, Replication mirror, or copy migrate

State: Can be running or down

Priority: Can be High, Medium, or Low

Source Volume: Name of volume from which data is copied

Destination Volume: Name of volume to which data is being copied

Percent Synced: Percentage that destination volume matches source volume
Remaining: Percentage of data left to copy

Current Replay: ID of latest Replay

Copy History: History of Replays

Delete After Migrate: Will source volume be deleted after copy

Reverse Mirror After Migrate: Copy back to original source

Viewing Replications

The Replication tab appears only with volumes which have been or are being Replicated.
For information of Replication procedures and terms, refer to Remote Instant Replay on
page 327.
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Viewing and Modifying Replays

The Replay tab appears only on volumes for which there are Replays. From the system
tree, select a volume . In the Volume Information window, select Replays. The system
displays information about any Replays associated with the selected volume.

From this window, you can modify the following settings:

e Set Update Frequency: Default is Off.
e Set Replay View: Default is Show Volume Replays.
e Set Display Field: Default is Freeze Time.
e Modify Volume Maximums: Opens the Modify Volume Maximums wizard.
@ BE@

B quit [ Advisor

Select the maximum number of valumes and the maximum
configurable volume space for this replay history.

Maxirmurm “olume Count: 100
Maximurm Configured Yolume Space: |16 B v
O Unlimited

EE=RIEXS

Figure 79. Modify Volume Maximums

Default is 100 maximum view volumes and 16 TB of configured volume space. This wizard
allows you to modify these limits for:

* The number of view volumes that can be created, and

» The configured amount of space for all view volumes that share a Replay history. Can
be set to megabytes, gigabytes, terabytes, or petabytes of space. The Unlimited option
applies only to Maximum Configured Volume Space limits.

Note Additional view volumes for the Replay history cannot be created once either limit
has been reached.

Viewing Replay Calendar

The Replay Calendar shows existing and scheduled Replays. For more information, refer
to Viewing a Volume Replay Calendar on page 319.
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Viewing Volume Statistics
Note If Data Progression is running, statistics are not available.
1 Inthe system tree, select a volume. The Volume Information window appears.

2 Click the Statistics tab. System Manager displays volume statistics.

\ @i | martell Volume 4

B EEED ESES

Tier 1 Storage
RAID 10 - Fast
f &me
fl iemE
[l 10me
{] zome
RAID 10 - Standard

) o33 B
1166 GB

|: Volume Space - Active [l Disk Space - Active [Z] Yolume Space - Replay [E] Disk Space - Replay |

Total volume space consumed: 19,562 5B
Data Instant Replay overhead: 32 MB
Tatal disk space consumed: 32.65 GB
Disk space saved vs. basic RAID 10 storage: 6.99 GB

Figure 80. Volume Statistics

This window displays the following information in graphical form, per tier:

* Volume Space — Active shows the volume space utilized by the data that has been
written before a Replay is taken.

» Disk Space — Active shows the total disk space including RAID overhead that is being
used by this volume

» Volume Space — Replay shows the space used by Replays, including accessible and
inaccessible Replay space. Refer to Moving a Volume to a Folder on page 93.

» Disk Space — Replay shows total disk space, including RAID overhead, being used by
this volume.

Statistics below the chart list:
» Total volume space consumed equals the sum of all volume space bars on the chart.

» Datalnstant Replay overhead is that part of Volume Space Replay that is inaccessible.
This inaccessible data is previous pages that have been subsequently written to but are
still parts of previous Replays. (Total volume space consumed minus Data instant
Replay overhead equals the total volume space that would be consumed if all Replays
were to be expired.)

» Total disk space consumed equals Disk Space-Replay plus Disk Space-Active
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» Disk space saved vs. basic RAID 10 storage shows the storage savings through the
effective use of RAID 5 rather than RAID 10. The difference between volume space
consumed and disk space consumed is the space required for RAID parity. For
example, a RAID 10 volume is written twice. The disk space required is twice the volume
space required. Disk space is required for RAID 5 parity blocks that is not used in the
volume space.

System Manager displays distribution usage for volumes and Replays for each disk tier and
RAID selection within the tier. If there is no contention for storage space in the first RAID
selection, it is assigned storage from that selection.

Viewing Volume Charts

In the Volume Info window, click the Charts table. Charts display Read, Write, and total KB/
sec and IO/sec in real time.

Viewing Volume Distribution Reports

The Volume Distribution Reports window displays how volumes are consuming storage
space. Information includes the logical space of each volume is consumed, and the
relationship between logical space and physical space.

5> To view the volume distribution report

1 From the View menu, select Online Storage.

2 Click the Volume Distribution Report tab. The Volume Distribution Report appears.
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c Storage Management

Refresh  « % Help >) 8i16 AM | Log OFF @ System St

[ System Explorer IIIT Online Storage ]

Awailable Storage Summaryl Storage Consumption Trendsl Diata Progression Pressure Reports  ¥olume Distribution Reports |

Logical Space Consumed Physical Space Consumed

FEptEbon Data Data Growth Replays Replay Growth | Overhead | Total Consumed Borrowed s Utz

292 433.05 GB |247.52 GB/day | 416 ME 2424 MB/day 0% 433,49 GB | 705.86 GB 0 ME 06/17/2009 01:47:12 pm
290 433.72 GB | 248,14 GB/day | 398 ME 234 MB/day 0% 434,11 GB | 489.35 GB 0 ME 06/17/2009 01:47:12 pm
290 430,94 GB | 246.5 GBfday | 376 ME 220.8 MB/day (0% 431,31 GB | 489.59 GB 0 ME 06/17/2009 01:47:12 pm
291 431.67 GB | 246,85 GBfday |398 ME 232.8MB/day 0% 432,06 GB | 710.22 GB 0 ME 06/17/2009 01:47:12 pm
290 433.09 GB | 247,583 GB/day 382 ME 2244 MB/day (0% 433,46 GB | 718.68 GB 0 ME 06/17/2009 01:47:12 pm
1453 2,11 TB 1.21 TB/day 1.92 GB 1.13 GEfday 2,11 TB 3.04 TB 0 ME

7 0MB 0 MB/day 0MB 0 MB/day 0% 0MB 0MB 0MB 06/17(2009 01:47:12 pm
7 0MB 0 MB{day 0MB 0 MB{day 0% 0MB 0MB 0MB 06/17/2009 01:47:12 pm
14 0 ME 0 MEB/day 0 ME 0 MEB/day 0 ME 0 ME 0 ME

3 0MB 0 MB/day 0MB 0 MB/day 0% 0MB 0MB 0MB 06/17(2009 01:47:12 pm
3 0 ME 0 MEB/day 0 ME 0 MEB/day 0 ME 0 ME 0 ME

[ 0 ME 0 MEB/day 0 ME 0 MEB/day 0 ME 0 ME 0 ME

[ 0 ME 0 MEB/day 0 ME 0 MEB/day 0 ME 0 ME 0 ME

1 0MB 0 MB/day 0MB 0 MB/day 0% 0MB 0MB 0MB 06/17(2009 01:47:12 pm
1 0 ME 0 MB/day 0 ME 0 MB/day 0% 0 ME 0 ME 0 ME 06/17/2009 01:47:12 pm
2 0 ME 0 MEjday 0 ME 0 MEjday 0 ME 0 ME 0 ME

1] 0 ME 0 MEjday 0 ME 0 MEjday 0 ME 0 ME 0 ME

1 0MB 0 MB/day 0MB 0 MB/day 0% 0MB 0MB 0MB 06/17(2009 01:47:12 pm
1 0 ME 0 MEB/day 0 ME 0 MEB/day 0 ME 0 ME 0 ME

[ 0 ME 0 MEB/day 0 ME 0 MEB/day 0 ME 0 ME 0 ME

Figure 81. Volume Distribution Report

Server - Storage Center groups volumes by the server to which they are mapped. The
row beneath each server grouping details the totals for all volumes mapped to that
server.

Name of the volume.
Defined Size is the defined logical size of the volume.

Replay Count is the number of Replays associated with the volume. The Replay count
includes the active Replay, each volume has a Replay count of at least one, even if no
manual or scheduled Replays have been taken.

Logical Space Consumed displays logical space consumed by a volume and
additional space this volume is consuming because of the existence of Replays. It
details growth rate trends for both the volume and the associated Replays. Because
Replays contain information about changes that occurred on a volume over time, they
take up some amount of space. For example, a volume and all of its Replays might
consume 10 GB of space. If all the Replays were expired, the volume would only
consume 8 GB of space. In this case, the Replay overhead is 2 GB.

Physical Space Consumed details the physical disk space consumed by a volume and
all associated Replays. If this volume is a View volume related to another volume, it
could be borrowing space from that volume Replay branch because the two volumes
share some Replays. The amount of space borrowed is indicated in the Borrowed
column.
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Viewing Multiple Volume Properties

1
frame.

and selecting more than one volume.

Viewing Volume Information

In the system tree, select a volume folder. The list of volumes appears in the main

In the main window select more than one volume by holding down the Shift or Ctrl key

( storage Management (G4 View @D Refresh 2 Help

) BEZZPM | Log OFF @ System Status

§J_ ‘olume Properties | Replay | &j Move bo Folder % Delete
4 - :
t f
s _ u | JD Volumes
Wolumes

][5 Cristal Yolumes

i Cirstal volume 0001 | [Mame o | Type

|Status |Statu... |VOIumeType

Logical Size | Storage Type Disk Folder

- i Mew Yolume 1
59 Cristal Yolumes
- [ Cristal Yalume 0001

[ 30 vl 0001
B 10 val 0004

Vaolume  Up Replay Enabled

Wolumne

Replay Enabled

- FC Valumes & ovol 0005 Wolume  Up Replay Enabled
BN 1D Volumes @ Jovol 0008 Wolume  Up Replay Enabled
A0 ol 0001 Wolume Replay Enabled

..... i 10 val o004 e Wolume  Up Replay Enabled
..... & 1D vol noos wolume  Up Replay Enabled
----- i D val 0006 10 Yol 0010 Wolume Up Replay Enabled
""" a 10 ol 0007 & Dol 0011 Volume  Up Replay Enabled
""" g jg :0: gggg a TestEMID .., Yolume Up Crynarnic Write
..... o
----- i 10 vol 0010

e i I vol 0011

P e {8 Test EM 1D Vol

4 I »

Figure 82. Select Multiple Volumes
3 From the shortcut menu, select Properties.

Multiple Volume General Properties

Redundant -
Redundant
Redundant -
Redundant -
Redundant

Assigned

Assigned
Assigned
Assigned

Ass
Redundant
Redundant -
Redundant - 2 ME
Redundant -
Redundant -

Assigned

Assigned

Assigned

The General Multiple Volumes Property window displays the number and total volume

space of the selected volumes.

Multiple Volume Cache Properties

To change the cache properties for the volumes you selected:

1 Click the Cache Tab. The Volume Properties — Multiple Volume window appears.
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o\l'olume Properties - Multiple ¥Yolumes - ol x|
(“Genera | “cache | _roter |
- J

Disk Folders: Assigned

Enahle Whrite Cache

Write Cache

Status: 9 volumes up, 0 volumes down

Enahle Read Cache

Enable Read Ahead
Read Cache Status: 9 volurmes up, 0 volumes down

< Cancel

Figure 83. Multiple Volume Properties

* If no selected volumes have cache or Read Ahead enabled, the checkbox is blank.

» |If some of the selected volume have cache or Read Ahead enabled and some are
disabled, the checkbox is a solid green.

» If all of the selected volumes have cache or Read Ahead enabled, the checkbox has
a check mark.

2 Select or clear Enable Write Cache.

3 Select or clear Enable Read Cache. If read cache is selected, select or clear Enable
Read Ahead.

4 Click OK to save changes.

Note If your User Volume Defaults allow you to choose a Storage Profile, the Volume
Properties — Multiple Volume window may include a Storage tab.

Multiple Volume Folder Properties

In Volume Properties - Multiple Volumes, select the Folder tab. The system displays
volume folders on this system.

Note Other volume properties may appear, depending on your User Volume Defaults.

Recycle Bin

Deleting a volume moves data on the volume to the Recycle Bin. You can recover data from
the Recycle Bin until the Recycle Bin is emptied. Once the Recycle Bin is emptied, you can
not longer recover a volume.

= To empty the recycle bin
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From the Storage Management menu, choose Volume > Empty Recycle Bin. System
Manager lists items in the recycle bin and asks you to confirm. Click Yes. The Recycle Bin
is emptied.

Topology Explorer Volume Functions

With the Topology Explorer, you can map volumes to servers and external (remote) system
easily by dragging one component to another.

5> To view the topology explorer
1 From the View menu choose Topology Explorer.

( System Explarer T Topology Explorer ]

¥l Properties 9 Map Yolume ta Server S/ Remave Mappings From Server M Add HEAs ta Server 'iy@ Remove HBAs from Server

[

/=, 1D Vol 0001 K 201 |+
| @ | Logical Size: 250 GB

Nl

Redundancy: Redundant

J
Active Controller: wvst10 K 301 ] a

]

]

-, AbsolutPepper Volume 4

( \\l AbsolutPepper ('K ) Logical Size: 64 GB [g External
\ - / AC1FOBEF00000000 b - ' Redundancy: Redundant
S Active Controller: wyst03
(""__—_\\ AbsolutPepper Volume 3
| B&Y | Logical Size: 64 GB
“\ - " Redundancy: Redundant
Active Controller: wvst09
A~ mmtl f,""i_—i\\ AbsolutPepper Volume 2
4 [ . .
(i c | 50000D3100012001 \ | Logical Size: 64 GB
\ 50000D3100012006 . 7 Redundancy: Redundant

. Active Controller: wyst09

f,: ", AbsolutPepper Volume 1

| | Logical Size: 64 GB

- . Redundancy: Redundant
Active Controller: wvst09 LI

E New Volume < New External Device ]

Figure 84. Topology Explorer without Folders

e Left column displays servers
e Middle column displays volumes

* Right column displays remote or external systems
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The Connections button toggles between Show All Connections and Show _c
Connections for Selected Object Only.

g

<Ci [
f,.-—-.\\ 1D Vol 0001 /; 201 | "']
| @ | Logical Size: 250 GB J
AN " Redundancy: Redundant

Active Controller: wyst10 ; 301 ]
J

N ’, "\ AbsolutPepper Volume 4
N AbsolutPepper | g | Logical Size: 64 GB D External ]
AC 1FOBEFO0000000 A " Redundancy: Redundant )

Active Controller: wyst09

/" AbsolutPepper Volume 3

[
| g | Logical Size: 64 GB

. Redundancy: Redundant
Active Controller: wyst09

_ . mmtl ,-’\ —N Abst_)lutl_’epper Volume 2
| 5000003100012D01 | | Logical Size: 54 GB
S0000D310001 2006 b - Redundancy: Redundant
Active Controller: wvst09

‘,"__—_"\ AbsolutPepper Volume 1
| gﬂ | Logical Size: 64 GB
AN " Redundancy: Redundant

Active Controller: wvst09

i@ New Volume [ <> New External Device ]

Figure 85. Show All Connections

Numbers indicate the logical unit for that map. When there are Replications, you will also
see connections between the Volumes and the Remote Volume to which they are
replicating.

Toggling the Connections button displays the connections of a selected object.

c Storage Management % Wiew @ Refresh -’,‘ Help Q_‘) 5133 AM | ) Log OFF @ System Status
System Explorer Topology Explorer ]
i Propertiss | 2 Map Yolume to Server 2/ Remove Mappings From Volume | B Expand Yolume Replay | 9 Create Boot From Sah Copy | %
L]
=
I// \ D Vol 0001 201 ‘ -
| Logical Size: 250 GB L
Drag onko a server ba map, onto a disk to replicate, or onko anather volume to Copy/Mirror [Migrate
IEICEIBIETPAXS | 1D Vol 0001 external d...
==
Py /7 AbsolutPepper Volume 4 -
/; N (1K ! Py,
{ \ AbsolutPepper | B | Logical Size: 64 GB
\ AC1FOSEF00000000 “\ Redundancy: Redundant
S Active Controller: wystD9 r 301 ]
J
I,-"__-_' *., AbsolutPepper Volume 3 i
| B2 | Logical Size: 64 GB P EXtEnne ]
“\ ~_ Redundancy: Redundant J
Active Controller: wyst09
.-—-—-\‘ mmt1 .f"\ N Absglutl.’epper Volume 2
(i c | 5000003100012001 (Rl ) ‘Logka Sze:64GB
\ ' 50000D3100012006 e Redundancy: Redundant
Active Controller: wystD9
I,-"__-_' ~., AbsolutPepper Volume 1
| @ | Logical Size: 64 GB
“\ ~_ Redundancy: Redundant
Active Controller: wyst09 LI
i@ New Volume [ < New External Device ]
[ |

Figure 86. Connections for a Single Object
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The Folders button toggles between showing and hiding folder. When the Folders button
is toggled to show folders, a red line is drawn through the Folders button and unmapped

folders are displayed.

[ System Explorer

5_'!‘ Properties

IBT Topology Explorer

A Map Yolume to Server 24/ Remove Mappings from Yolume

)

2] Expand Yolume

Replay‘ . |

FC Servers

210000E08BOBEB2D

P n
I:r El \_I Bacardi

I:f E} ‘.I JackDaniels

210000E0SBOFID3E

VMWare Servers

iSCSI Servers

Compellent Servers

L &

g | Logical Size: 250 GB

Redundancy:
Active Controller: wysk10

201

[@ FC Volumes |

( &] | 1D Vol 0001 exte...
I"‘. == /

301

D D Volumes | —

/7 o, ID Vol 0001
. @ | Logical Size: 250 GB

Redundancy: Redundant
Active Controller: wst10

L
[ e

-, 1D Vol 0004

@ | Logical Size: 260 GB

Redundancy: Redundant
Active Controller: wyst10

. 1D Vol 0005

I,r-, i A
( @ | Logical Size: 500 GB

Redundancy: Redundant
Active Controller: wyst02

. 1D Vol 0006

|lr-, i !
( @i | Logical Size: 500 GB

Redundancy: Redundant
Active Controller: wvst10

\ 1D Vol 0007

d | Logical Size: 500 GB

Redundancy: Redundant
Active Controller: wvstD9

s

»

& New Server ] [@ New Server F] [ & New Volume ] [@ New Volume ... ] [\':z New External ]

Figure 87. Topology View with Folders

Notice that when the Topology Explorer displays folders, two additional command objects
appear at the bottom of the screen: Create New Server Folder and Create New Volume

Folder.
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Creating a Volume in the Topology Explorer

1 Drag the New Volume command object to the Topology Explorer window. The Create
New Volume wizard opens.

2 Follow the Create New Volume wizard instructions.

Creating a Volume Folder in the Topology Explorer

1 Make sure the Show Folders toggle is enabled and the Show Folder command object
appears.

2 Drag the New Volume Folder command object to the Topology Explorer window. The
Create New Volume Folder wizard appears.

3 Follow the Create New Volume Folder wizard instructions.

Mapping a Volume to a Server in the Topology Explorer

1 Drag a server onto a volume or drag a volume onto a server. The Mapping window
appears.

2 Following the Mapping wizard instructions.

Note The Topology Explorer manages Storage Center components only.

Creating an External Device with the Topology Explorer

1 Dragthe New External Device command object to the Topology Explorer window. The
New External Device wizard opens.

2 Follow the New External Device wizard instructions.
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This chapter describes how to view and manage disks and disk folders. Only Administrators
can manage disks and disk folders. Some commands, indicated in the command
description, are available only when specifically included in Administrative privileges.

System Manager displays disks both physically and logically. Physically, disks are grouped
by the enclosure in which they reside as shown in the Enclosures folder icon.

» Logically, the System Manager groups disks by type, such as a 7K, 10K, 15K, and Solid
State Disk (SSD). Disks types are grouped without regard to 10 speed. For example, 7K
disks in a SAS enclosure will be in the same RAID level as 7K drives in an SBOD
enclosure. A disk folder contains both managed and spare drives. Managed drives are
used for data storage; spare drives are held in reserve to automatically replace a drive
if a managed drive fails.

» The ability of Storage Center to optimize data storage is hampered by systems using
Advanced Options. Before using Advance Options, consult with Dell Support Services
so that you understand the impact changes would have on your system.

Storage Types and Storage Classes

A storage type describes a pool of storage with one datapage size (512KB, 2MB, or 4MB)
and either redundancy or no redundancy. Because Data Progression (an automatic
process that moves old data to slower disks) cannot move data between storage types, a
second storage type is a less efficient use of storage. Create a non-standard storage type
only when an application requires a datapage size smaller or larger than the default 2-MB
datapage. Only an Administrator can create a storage type, and only if his or her User
Volume Defaults permit changes.

Storage classes exist within each storage type for which a disk folder has been prepared.
Each storage class represents allocated RAID space within a tier of disks in the disk folder.
For redundant storage types, RAID levels of storage classes within each tier depend on the
redundancy level selected for that tier.

» Single redundant tiers can contain storage classes of RAID 10, RAID 5-5, or RAID 5-9.

» Dual redundant tiers can contain storage classes of RAID 10-Dual Mirror, RAID 6-6, or
RAID 6-10.

* Non-redundant storage types use RAID 0 in all classes, in all tiers.
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Viewing Tiers

Disks are originally configured when a system is set up. In most systems, all disks form one
pool of storage in a managed disk folder. By default, the managed disk folder is named
Assigned. Disks of different classifications, such as 15K, 10K, or FATA are all part of the
managed disk folder.

Storage Center assigns disks of different classifications to one of three tiers. Tier 1 is the
highest performance tier; Tier 3 is the most cost efficient tier.

= To view disk tiers

1 From the system tree, select the managed disk folder. Disk tiers appear.

C Storage Management L& Wiew Refresh % Help (%) 2:51 PM Log OFf @ System Status
J System Explorer T Replications E]]
ﬁ Propetties # Canfigure Storage % Delete | <2 Add Unassigned Disks to Folder ""»'f Add Folder to User Group .'“ Remove Folder From User Group ‘ Y |
I mipdes S
St f A
& storsge w Assigned
Yolumes

Replay Prafile
] Recycls Bin
Servers

Tier 1 Storage
9 managed disks (1.62 TE) | 1 spare disk (279.4 GB) | Redundancy: Single Redundant

Positio. .. \_ICapacity IFI’EE Sp... ICIassi... IEncInsure |Status |Hea|th ICnntrnI Type I\u'endnr IPmduct IRe... |Ser\a\ Murnber
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o= 0102 65.37GE 45.63GE 15K Enclosure - 1 Up Healthy Managed SEAGATE ST373455FC xRSZ  3LQOPSEDOOOC
= 0103 279.4GE 256.72GEB 15K Enclosure -1 Up Healthy Managed SEAGATE ST3300655FC ®RSZ 3LMOASLWOOD
B Endosures "= 0105 68.37GB 45.75GE 15K Enclosure -1 Up Healthy Managed SEAGATE S5T373455FC ¥R52  3LOOGYKSOOO0C
x Racks “» 0106 63.37GE 45.82GE 15K Enclosure -1 Up Healthy Managed SEAGATE ST373455FC XRSZ  3LOOGXEHOOOC
- Remote Systems 0107 279.4GE ZSE.ESGE 15K Enclostre -1 Up Healthy Managed  SEAGATE ST330065SFC ¥RS2 3LMDABSEDT;LI
E]---s Users 4 | N

Tier 2 Storage
14 managed digks {1.47 TE) | 0 spare digks (0 ME) | Redundancy: Single Redundant

Pasitia... |Capaclty |Free Space ICIasslflcat‘ " |Enclosure |Status IHea\th IContm... I\-'Endor IProduct IREV‘ " |Ser|al Mumber
“= 0104 136.73GB 1284668 10K Enclasure -1 Up Healthy Managed SEAGATE ST3146807FC  ¥R16  SHYSX3TOOOON &
> 0108 136.73GE 128.45GE 10K Enclosure -1 Up Healthy Managed SEAGATE ST3146707FC MR35 3KS029940000
= 01-10 6837 GE 6011 GE 10K Enclosure -1 LUp Healthy Managed SEAGATE ST373307FC  XR1E  3HZ7FDEFOOD
"= 01-14 6837 GE 60.11GE 10K Enclosure -1 LUp Healthy Managed SEAGATE ST373307FC  X¥R16  3HZLCSINOOOD
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"> 01-16 6837 GE 6011 GE 10K Enclosure -1 Up Healthy Managed SEAGATE ST373307FC  XRI1G 3HZEDQLTDD_DFI
Il »

Tier 3 Storage
7 managed disks (318 TE) | 1 spare disk (465 68 GB) | Redundancy: Single Redundant

Pasitio... © |Capacity IFrae Space ICIassi. " |Enc\osure IStatus IHea\th IContmI Type I\-'andor IPmduct |Revision ISariaI Murnl
oz01 48566 GB 463,66 GE FaTA Enclosure -2 Up Healthy Spare SEAGATE ST3S00071FC XT02 SMVDCISS0 -
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o= 0206 48566 GB 463,66 GE FATA Enclosure -2 Up Healthy Managed SEAGATE ST3S00071FC X702 3MVOCHZH
= 02-10 485,66 GB 463,66 GE FaTA Enclosure -2 Up Healthy Managed SEAGATE ST3S00071FC XT02 SMVDCHZEB!
e 02-12 405,60 GB 460,66 GB FATA Enclosure -2 Up Healthy Managed SEAGATE ST3500071FC RT02 IMYOCGEQ +
4 | 3

Figure 88. Disk Tiers

Storage Center automatically migrates old data to lower tiers.
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As data is written, you will need to add disks or enclosures to the system. The supported
maximum number of enclosures attached to a Storage Center system depends on the type
of enclosure.

After disks are added to a system, space may not be immediately available. Make sure that
you allow enough time for the system to allocate space to use for writes.

Make sure you have disks available in sufficient time to incorporated them into the Storage
Center as needed.

To add disks to a Storage Center

1 Install enclosures and disk drives according to the hardware installation manuals,
shipped with these units. For more information about adding enclosures, refer to the
Storage Center System Connectivity Guide.

2 Once disks have been added, from the System Manager Storage Management menu,
select Disk > Scan for Disks. Storage Center scans for disks.

3 Data cannot be written to unmanaged disks. When disks are added to the Storage
Center system, the unmanaged disks appear in the Unassigned disk folder. If there are
no unassigned disks, the Unassigned disk folder disappears. An assigned disk folder
was created when the system was set up. (Refer to Storage Center System Setup
Guide.) Managing unassigned disks means to move them into a managed disk folder.

Create a new disk folder only to address specific application requirements. Creating a
second disk folder causes storage to be used less efficiently.
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4 To manage unassigned disks, select the Disks node.

5 From the shortcut menu, select Manage Unassigned Disks. The Manage Unassigned
Disks wizard appears. The system displays a list of Unassigned and Foreign Managed
disks, if any. Check disks to add to the folder. Use the Shift or Ctrl key to select multiple

disks.

c Storage Management \_%VIEW Refresh -‘,‘ Help

“24 Manage Unassigned Disks

) 10:27 AM | | Log OFF @ System Status

Storage Centet 557
a Storage
Ay servers

PN
'( U | Unassigned

Position or Name | Capacity Free Space (lassification | Enclosure Status  |Health Control Type Wendor | Produck
s 01-24 136,73 GB 136,75 GEB Enclosure -1 Up Healthy Unmanaged SEAGATE 5T31468552
s 02-06 34,15 GB 34,16 GB Enclosure -2 1p Healthy Unmanaged SEAGATE ST336607FC
[#-45 Cankrollers
{2 UPs
1@ Enclosures
I Racks
[]-e Remoke Systems
=) s Users
[pone T T T T [@meemet Fa v | BI00% - g

Figure 89. Select Unmanaged Disks

6 Click Continue. If there is a second disk folder, and there should not be, the system
asks you to select the folder into which the new disks should be placed. Otherwise, the
system displays a list of the disks you selected and asks you to select disks to be

designated as hot spares.

@Manage Unassigned Disks

@ Back [ ouit [F] Advisor

=10l x|

Select the disks to be designated as Hot Spares:

Position or Mame ICapacity IFree Space ICIassiFication IEncIosure IStatus IHeaIth Control Type Wendor

W = 01-08 136,73 G6B 136,73 GE 15K Enclosure -1 Up Healthy Unmanaged SEAGATE

E 1 ] Enclosure - 1 Healthy Unmanaged SEAGATE

[~ < 01-20 136,73 G6B 136,73 GE 15K Enclosure -1 Up Healthy Unmanaged SEAGATE

[~ <0121 136,73 G6B 136,73 GE 15K Enclosure -1 Up Healthy Unmanaged SEAGATE

| ) vl 136,73 G6B 136,73 GE 15K Enclosure -1 Up Healthy Unmanaged SEAGATE

[~ 0123 136,73 G6B 136,73 GE 15K Enclosure -1 Up Healthy Unmanaged SEAGATE

4 I i

SelectAll Unselect All

“p Continue |

Figure 90. Select Hot Spares
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7 Select disks to be designated as hot spares. If a disk fails, Storage Center automatically
rebuilds the data that was on the failed disk on to the spare disk. Hot spares do not count
toward usable storage, but each disk spare adds to the resiliency of your system.

Depending on your configuration, select one or more disks as spares.

8 Click Continue. The system indicates that the folder will be modified.

o Manage Unassigned Disks

¢ Back [ quit [FF] Advisor

Disk Folder:

Hot Spares:
Disks added to fo

Disk Folder Assigned will be modified with the following attributes:

Assigned
01-08, 01-09
lder:

Mame © IType |Enclnsure IStatus ICapacity Free Sp... |vendor  |Product IRevi... IVendor Soan ISeriaI Nur
s 01-08  Disk Enclosure - 1 Up 136.73GE 13673 GEB SEAGATE ST314685555 XRSO BLMSOQAL  SLMNSOOAI
“»01-09 Disk  Enclosure-1 Up 1367366 1367366 SEAGATE ST314635555 XRS50 3SLMS3PI0 3LNSSPIC
“»01-20 Disk  Enclosure -1 Up 1367366 1367366 SEAGATE ST314635555 XRS50 3SLNS3ZGG 3LNS3ZGC
“»01-Z21 Disk  Enclosure-1 Up 1367366 1367366 SEAGATE ST314635555 XRS50 SLMS3ZEW  3LNS3ZEM
s 01-22  Disk Enclosure - 1 Up 136.73GE 13673 GEB SEAGATE ST314685555 XRSO 3LMS3LSG  SLMS3LSGC
“»01-23 Disk  Enclosure-1 Up 1367366 1367366 SEAGATE ST314635555 XRS50 3SLMS3LPM  3LNSSL7M

Figure 91. Assigned Folder Modified

9 Click Modify Now. The disks are added to the assigned disk folder. A window allowing

you to rebalance RAID devices appears.

@Manage Unassigned Disks

@ oBack 4 Return [ quit ] Advisor

=10l x|

Rebalance.

i p Modify Storage ¢

) Schedule Rebalance

To rebalance RAID devices now, select Rebalance Now.

To schedule the rebalance process for later, select Schedule Rebalance.

“p Rebalance Mow

Mews disks have been added to the system. This can cause existing RAID devices
to become unbalanced, leading to some disks being fully utilized while athers are
left unused. RAID Rebalancing carrects this problem by spreading existing data

evenly across all disks in the disk folder.

If wau plan to modify the redundancy level of ane or maore tiers in the disk folder,
select Modify Storage to complete these changes befare performing a RaID

Figure 92. Manage Disks Rebalance Window

* Modifying Storage allows you to configure a redundancy level (dual or single) for each
tier of storage within the disk folder. For more information, refer to Configuring Storage

on page 120. Be sure to modify storage before you rebalance new disks.

» Schedule Rebalance enables you to defer rebalancing until a later time.
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Rebalance Now restripes data on to all available disks within a disk folder. Rebalancing
runs in the background with low priority. Depending on your system, rebalancing can
take as long as several days. However, to fully use all available space, disks must be
rebalanced. For more information, refer to Rebalancing RAID on page 122. You can
schedule Rebalancing for off-hours. Refer to Scheduling RAID Rebalancing on

page 124

Adding Unassigned Disks to a Folder

1

N o o b~ W

In the system tree, select a disk folder.

From the shortcut menu, select Add Unassigned Disks to Folder. The system displays
a list of unassigned disks.

Select disks to be added.

Click Continue. The system displays the disks you selected.

If applicable, select one or more disks to be designated as hot spares.
Click Continue. The system asks you to confirm.

Click Modify Now. The disks are added.
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When the Storage Center system was setup, the system automatically selected
redundancy levels depending upon size of disks in the folder. Refer to the Storage Center
5 System Setup Guide for more information.

Modify Tier Redundancy

Storage Center 5 adds RAID 6 as an option for tiered storage. Modifying Tier Redundancy
requires a RAID Rebalance to be completed. Do not modify tiers unless sufficient free disk
space is available within the disk folder. Tier 1 is the highest performance tier, and Tier 3 is
the most cost efficient tier.

Modifying Tier Redundancy means to change it from Single Redundant (RAID 10, RAID 5-
9, or RAID 5-5) to Dual Redundant (RAID 10 D-M, RAID 6-6, or RAID 6-9). Refer to the
Glossary on page 425 for RAID definitions.

To modify storage configuration, do one of the following:

» While adding disks, click Modify Storage in the last window of the wizard, as shown in
Figure 92 on page 118, or

» Select a disk folder. From the shortcut menu, select Configure Storage.

= To modify atier

1 Click the Modify Tier Redundancy icon above the tier you want to modify. The Modify
Tier Redundancy window appears.

GModif\r Tier Redundancy ll

Select the desired redundancy level for this
starage tier, and then select QK.

Storage Tier.  Tier 1
Redundancy: ISingIeRedundant LI

& Cancel | = OK |

Figure 93. Modify Tier Redundancy

2 Select Single or Dual Redundant. If you change from Single Redundant to Dual
Redundant, notice that:

* RAID 5-5 Standard becomes RAID 6-6 Standard

* RAID 5-5 Fast becomes RAID 6-6 Fast (if Fast Track is licensed)

* RAID 5-9 Standard becomes RAID 6-10 Standard

e RAID 5-9 Fast becomes RAID 6-10 Fast (if Fast Track is licensed)
* RAID 10 Standard becomes RAID 10-DM Standard

* RAID 10 Fast becomes RAID 10-DM Fast (if Fast Track is licensed)
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3 In the Modify Tier Redundancy window, click OK.
4 Repeat for all the tiers you want to modify.
5 Click OK.

If any of the modified tiers contain any disks, perform a RAID Rebalance in order to
complete the tier redundancy modification.

s S i

@ Back 4 Retun [ quit [B] Advisor

In order to complete tier redundancy modification, a RAID Rebalance must be performed.

During the RAID Rebalance, detailed volume statistics and data progression reports will be
unavailable.

Select Modify Now to modify tier redundancy now. A RAID Rebalance will be started
automatically to complete the redundancy modification.

Select Cancel if you do not wish to proceed with tier redundancy modification at this time.

’ <& Cancel ] ’ = Modify Now

Figure 94. Modify Redundancy Rebalance

If the system determines that there is sufficient disk space to rebalance data across drives,
a rebalance is started automatically. Refer to Rebalancing RAID on page 122.

If there does not appear to be enough disk space available in the disk folder to allow for a
RAID Rebalance, the system asks you to add storage. Refer to Adding Disks to a Storage
Center System on page 116.

Removing a Storage Class
Removing a storage class is not recommended.

1 Select the disk folder. From the shortcut menu, select Configure Storage.
2 From the resulting window, select a Storage Class.

3 Click Remove Selected Class. The system warns you that before proceeding with
modification, it is advised that you contact Dell Support Services for assistance.
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Rebalancing RAID

RAID Rebalancing restripes data to optimize the use of disk space. System Manager
distributes data as evenly as possible across disks in a disk folder. Operations such as
adding or removing disks or modifying redundancy levels can cause data to be unevenly
distributed across disks. The RAID Rebalance process redistributes data. The process also
can be used to move data off disks that were moved to another disk folder.

= To view RAID rebalance status

1 From the Storage Management menu select Disk > Rebalance RAID. The RAID
Rebalance window appears.

-ioix

e oBack [ quit  [F] Advisor

RAID Rehalance Status:

Rehalance Schedule: 1102152009 03:38:00 PM

Claszes Meeding Rehalance:
Tier RAID Level Track. Action Space on Disk. Disk Folder Storage Ty
RAID 10-DM Fast RAID Type Conversion 32.03 GB

Assigned Redundani

4 | >l

) Schedule Rebalance “p Rebalance Mow |

Figure 95. RAID Rebalance Status

2 To rebalance now, click Rebalance Now. Otherwise, click Schedule Rebalance to
rebalance later.

3 While Rebalance is in progress, the RAID Rebalance wizard displays the rebalance
progress.

4 Click Close if you like, and the System Manager continues to rebalance data in the
background. Reopen the RAID Rebalance window to monitor rebalance progress by
opening the Storage Management menu and selecting Disk > Rebalance RAID. To
stop Rebalancing, in the RAID Rebalance window, click Stop Rebalancing.

RAID Rebalance Status

The Monitor RAID Rebalance window displays information about the current status of
RAID Rebalance. The options available on the Monitor RAID Rebalance window change
depending upon the RAID Rebalance state.
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RAID Rebalance may be in one of the following states:

» Rebalance Not Needed - RAID Rebalance is not currently running and no classes of
storage report requiring rebalance.

* Rebalance Needed - One or more classes of storage on the system reports requiring
a rebalance.

* In Progress - RAID Rebalance is currently in progress.
* Final Pass In Progress - RAID Rebalance is completing its final pass.
* Rebalance Complete - RAID Rebalance has been completed successfully.

* Rebalance Failed - RAID Rebalance has been performed, but one or more classes of
storage still reports requiring a rebalance.

* Rebalance Stopping - A user has requested that RAID Rebalance be stopped.

* Rebalance Stopped - RAID Rebalance has been stopped prematurely by a user.

RAID Rebalance Options

The following options may appear depending upon the current state of RAID Rebalance:
* Rebalance Now - Starts the RAID Rebalance process.

» Schedule Rebalance - Allows RAID Rebalance to be scheduled for a later time.

» Stop Rebalance - Stops the RAID Rebalance process after the current pass. This may
take several minutes.

» Close - Closes the RAID Rebalance wizard. If a RAID Rebalance is in progress, it will
continue in the background until complete.

RAID Rebalance Information
The following information is provided when a RAID Rebalance is in progress:
* Rebalance Start Time - The time at which the RAID Rebalance was started.

» Estimated Completion Time - The estimated time at which the RAID Rebalance will
be completed. This information is not available until the RAID Rebalance has been
running for a sufficient amount of time.

» Percent Complete - The percent of allocated space which has been rebalanced.

* Space Remaining - The amount of space remaining to be rebalanced of the initial
amount of space needing rebalance.

Depending upon the amount of data on your system, RAID Rebalancing may take several
days or even weeks. RAID Rebalancing moves the lowest scoring RAID Devices first;
beginning with the smallest RAID Devices. RAID Rebalancing takes longer when the
system is running low on space, or when temporary devices must be created to allow for
the replacement of existing devices. RAID Rebalancing has the potential to fail or deadlock
when moving some RAID devices. If this occurs, it may be necessary to add more disk
space to the system to allow RAID Rebalancing to complete.

Although RAID Rebalancing is a background process, depending on the size and activity
of your system, Rebalancing can take weeks. Schedule it accordingly.
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Scheduling RAID Rebalancing

To schedule rebalancing to start at a predetermined time such as a weekend or during
times of low activity:

1 From the Storage Management menu select Disk > Rebalance RAID. The RAID
Rebalance window appears.

2 Click Schedule RAID Rebalance. The following window appears.

< e =

@ sack [ quit [B] Advisor

Please specify the time at which you would like the RAID Rebalance process to start:

Oct 29, 2009 j 02 09 PM &

’ <& Cancel ] ’ “p Save Schedule

Figure 96. Schedule RAID Rebalancing

3 Enter a date or click the down arrow to view a calendar. Use the up/down arrows to
select a time.

4 Click Save Schedule.

=> To view a scheduled rebalance

To view a RAID Rebalance scheduled in the future, from the View menu, choose
Scheduled Events. The RAID Rebalance appears as a scheduled event.

‘ Storage Management x% Yigw Refresh o Help ) 343PM | 0 Lag OFf (@ System Status

[ System Explorer E]T Alert Monitor E]T Scheduled Events W

‘?v“ Set Update Frequency e Find .0 Scroll Setting % Delete

Schedule | Ewent
f:l Weekly on Saturday at 12:22 AM Phone Home
[T Daily at 12:22 &M Phone Home

B8 Once at 11/21/2009 03:41:00 PM RAID Rebalance

o . el el Sl e B B = PR— S |
Figure 97. View Scheduled Rebalance
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= To delete a scheduled rebalance
To delete a scheduled RAID Rebalance:

1 From the View menu, choose Scheduled Events. The RAID Rebalance appears as a
scheduled event.

2 Select the Rebalance event.
3 From the shortcut menu, choose Delete. The system asks you to confirm.

4 Click Yes.
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A folder that contains managed disks was created when the system was set up. In the

system tree, select a disk. General disk information appears.

c Storage Management \_% Wiew

2y Properties | "5 Releass Disk

Refresh o2 Help

2 Show Disk in Enclosure

) 11:49 AM Log OFF @ System Status

iC ?77 ~
-l Storage ©
g Servers \'TJ 0101
=& Dids
—\E Assigned -
=i 10K |
-5 01-02
-0 01-04 Position: 01-01
-0 01408 Index: 13 Type: Disk
-1 01-08 Folder: Assigned Enclosure:  Enclosure - 1
0 0107 Control Type: Spare Classification: 10k
2 0108
~A2 0109 Status: Up
2 01410
Ao b2 Health: Healthy
2 01413
<R 01-14 Path Alert: More
2 01415
-1 01-18 Actual Capacity: 3418 GB Free Space: 3418 GB
12 15K *Manufacturer Capacity:  36.7 GB Vendor: SEAGATE
)-8 Lnassigned Product: ST33E607FC Revision: WR1B
=%, Controllers Vendor Spec: 3JABCAHZ Serial Number: JJAGCAHZN0007MBGKCF
-8
:__ 4 ?: EE Total Block Count: 71687372 Unallocated Block Count: 71687340
oy UPs System Allocated Blocks: 32 User Allocated Blocks: 0
@ e v Bad Block Count; 0
¥ |Search here qan
Dicl Statictice ¥
& v Mateh case

Figure 98. General Disk Information

Information in this window includes:

» Position: listed as enclosure and position. For example, disk 01-06 resides in
Enclosure 1. To view the position of this disk in an enclosure, select a disk. From the
shortcut menu, select Show Disk in Enclosure. The command displays the physical
location of the disk.

* Index: Number required by Dell Support Services to assist with component
identification.

* Folder: The disk folder in which this disk resides

» Control Type: A disk can be one of following types:

» Managed: Part of a managed disk folder. Data is striped across all drives in a
managed disk folder (except reserved hot spares). To move a managed disk, refer
to Moving a Managed Disk on page 127.

* Unmanaged: A disk that is recognized by Storage Center but has not yet been
assigned to a managed disk folder. An unmanaged disk cannot store data. To add
an unmanaged disk to a managed disk folder, refer to Adding Disks to a Storage
Center System on page 116 or Adding Unassigned Disks to a Folder on page 119.

» Foreign Managed: A disk that is recognized by this Storage Center system but not
managed by it. A Foreign Managed disk could have been managed previously by
another Storage Center system or another manufacturer. When the disk is assigned,
it becomes Managed.
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» Spare: A disk that is used for redundancy.
» Type: Object type is Disk.
» Enclosure: Enclosures are installed and numbered starting at the bottom of a rack.
» Classification: Type of disk, such as 7K, 10K, 15K, and SSD.
e Status: Up or Down.
» Health: Healthy or Unhealthy.
» Path Alert: Either none or alert text, such as: “Disk 5 only one path to device.”
» Actual Capacity, Free Space, and Manufacturer Capacity.
» Vendor, Product, Revision, Vendor Spec, and Serial Number.
* Block Count: Total, Unallocated, System Allocated, User Allocated, and Bad.

» Disk Statistics: Number of Read requests, blocks and errors; Number of Write
requests, blocks, and errors.

» Date Detected: The date and time the system detected the disk. Date Updated: Date
and time a user last modified or managed the disk.

Note To classify a disk as an external device, refer to Classify Disk as External Device on
page 133.

Alerting When One Path is Available

By default, disks have two paths to the controller. If one path is disconnected, a port fails,
or a path is mis-cabled, the controller has only one path to the disk. This is a single point of
failure. Make sure you are alerted if only one path remains to a disk. However, if you are

reconfiguring a system and deliberately changing paths, you may not need an alert for all
disks with one path.

To set a path disconnected alert

1 Inthe system tree, select a disk.

1 From the shortcut menu, select Properties. The system displays the Disk Properties
window for that disk. In the Disk Properties window, select or clear Alert When Only
One Path is Available.

2 Inthe Info tab, enter any notes (up to 255 characters).

3 Click OK.

Moving a Managed Disk

Never move managed disks without direct Dell Support Services intervention.

When one or more disks are moved out of a folder, data in the folder is restriped on the
remaining disks. For this reason, you cannot move disks out of a folder unless the

remaining disks have enough free space to accommodate re-striping the data. Also, for this
command to appear, you must have a second disk folder to move the disks to.

127



Disks

128

&> To move a managed disk from one disk folder to another

1
2

In the system tree, select a disk.

From the shortcut menu, select Move Managed Disk. The Move Managed Disk
window appears.

Select a folder to which you want to move the managed disks. Alternately, you can
create a new folder. See Creating a Disk Folder on page 131.)

Click Continue. The system asks you to confirm.

Click Yes (Move Now). You may have to refresh the browser before the disk appears in
the new folder.

The system asks you to rebalance the data on the disk. For more information on
rebalancing, refer to Rebalancing RAID on page 122

Releasing Disks

Releasing a disk removes it from the disk folder. You can only release a disk that contains
no user data. You can always release a spare disk.

= To release a disk from a folder

1

In the system tree, select a disk to be released. The Disk Information window
appears. Notice User Allocated Blocks. If the User Allocated Blocks field shows a
count more than 0:

a Move the disk to another folder. Refer to Moving a Managed Disk on page 127. Make
sure that you have a folder to which to move the disk and that there is enough free
space on the remaining disks in the folder to move the data. If necessary, create a
disk folder as described on Creating a Disk Folder on page 131.

b Rebalance the data among the disks remaining in the managed folder (as described
in Rebalancing RAID on page 122). Because rebalancing data occupies system
resources, you can rebalance immediately or schedule rebalancing for low-use
hours.

When the user-allocated block count is 0, from the shortcut menu, select Release
Disks. The user-allocated block is reduced to 0 only if there is enough space on the
remaining disks in the disk folder to accommodate the movement of data off that disk.

Click Yes to release the disk to the unassigned folder. The disk is released.

Deleting Disks

You cannot delete a disk unless it has failed and has no user allocated blocks or the disk
has been released. In the System Explorer window, a failed disk appears with a red dot. In
the Disk Information window status is reported as down and health is reported as failed.

= To delete a failed or released disk

1
2

In the Storage Management tree, select a disk.

From the shortcut menu, select Delete Disk.
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» If the disk is not down or is carrying User Allocated Blocks, System Manager warns
you that the disk cannot be removed.

 If the disk has failed or has no User Allocated Blocks, System Manager asks you to
confirm the deletion.

3 Click Yes. The system deletes the disk from the folder and closes the window. You can
now physically remove the disk from the system.

Showing Placement of a Disk in an Enclosure

1 Inthe system tree, select a disk.

2 From the shortcut menu, select Show Disk in Enclosure. System Manager switches to
the physical view and the disk is displayed.
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Viewing the Assigned Disk Folder

Disks were assigned to a managed disk folder when the Storage Center was set up. By
convention, the managed disk folder is named Assigned.To view the assigned disk folder,
in the system tree, expand Disks. System Manager groups disks into tiers by disk type, with
the capacity, spare capacity, and redundancy level of each tier.

c Storage Management x{ Vigw Refresh -‘,‘ Help () 1:53PM | Log OFF (¥ System Status
Ei Properties x Delete

w Assigned

Tier 1 Storage
T managed disks (957.13 GB) | 1 spare disk {136.73 GB) | Redundancy: Single Redundant

& Configure Storage

<2 Add Unassigned Disks to Folder | 89 Add Folder to User Group ||

m Storage Center 907
Storage

Position or ... © ICapacity |Free Space |Classim |Enclusure IStatus IHealth Control T... |¥endor

< o101 136,73 GB 136,73 GB 15K Enclosure -1 Up Healthy Spare SEAGATE
" 01-02 136.73 GB 6.38 MB 15K Enclosure -1 Up Healthy Managed SEAGATE
" 01-04 136,73 GB 134,38 MEB 15K Enclosure -1 Up Healthy Managed SEAGATE
" 01-05 136,73 GB 198,35 MB 15K Enclosure -1 Up Healthy Managed SEAGATE
"= 01-06 136,73 GB 198,38 MB 15K Enclosure -1 Up Healthy Managed SEAGATE
" 01-07 136.73 GB 195.38 MEB 15K Enclosure -1 Up Healthy Managed SEAGATE
"= 01-08 136,73 GB 195,38 MEB 15K Enclosure -1 Up Healthy Managed SEAGATE
s 01-14 136,73 GB 198,35 MB 15K Enclosure -1 Up Healthy Managed SEAGATE
l | i

Tier 2 Storage
Mo disks In this tier

Tier 3 Storage
21 managed disks (2.8 TB) | 1 spare disk {136.73 GB) | Redundancy: Single Redundant

Positi,.. © |Capacity IFree Space |C|ass... |Enc|osure IStatus IHeaIth IContro\ T... |Yendor Product

"2 01-03 136.73GE S41.13MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  STS146807FC -
"= 01-09  136,73GE 969.13MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  ST3146707FC

"= 01-10 136,73 GE 969.13MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  ST3146707FC

s 0111 136,73 GE 969,13 MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  ST3146807FC

"2 01-12 136,73 GE 969,13 ME 10K Enclosure -1 Up Healthy  Managed SEAGATE  STS1467F07FC

"= 01-13  136,73GE 969.13MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  ST3146807FC

"= 01-15 136,73 GE 969.13MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  ST3146707FC

"= 01-16 136,73 GE 969,13 MB 10K Enclosure -1 Up Healthy  Managed SEAGATE  ST3146807FC

\.ﬂI‘ 0z-01 136, 73GE 136,73 GE 10K Enclosure -2 Up Healthy Splare SEAGATE  STS146807FC _lj
4 L4

Figure 99. Assigned Disk Folder

This window is display only. The name of the folder appears at the top of the window.
Information in this window includes: Capacity, Free Space, Classification (such as 7K, 10K,
15K, or SSD), Enclosure, Status, Health, and Control Type (such as managed or spare).
For optimal performance, assign all disks to one folder.
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Disk Folder Properties

Folder properties are available only for local, managed disk folders. No folder properties
are available for the Unassigned or External Device folders.

5> To view disk folder properties
1 Inthe system tree, select a disk folder, such as Assigned.

2 From the shortcut menu, select Properties. The Disk Folder Properties window
appears.

@Disk Folder Properties - Assigned ;IEILI

" —
E

 J
g Assigned

Type: Disk Folder

Storage Alert Threshold: [10% LI

- Cancel & Ok

Figure 100. Disk Folder Properties

» To change the folder name, enter a new folder name. Click OK.
» To set the Storage Alert Threshold, refer to Phoning Home on page 241.

« Toview information about the folder, such as when it was created and by whom, click
Info.

Creating a Disk Folder

A managed disk folder was created during installation and setup. A system should have
only one folder of managed disks. If additional disks are added to the system, they should
be added to the managed disk folder. Unassigned disks appear in the Unassigned Disk
folder.

Because Data Progression does not migrate storage across disk folders, a second disk
folder impacts the ability of Storage Center to maximize performance. Only in rare
circumstances do the benefits of multiple disk folders outweigh the disadvantages.

= To create a disk folder

1 From the Storage Management menu, choose Disk > Folder > Create Disk Folder.
The Create Disk Folder wizard appears. If a disk folder already exists, the Create Disk
Folder window asks if you are sure you want to create a second disk folder.
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2 Click Yes. System Manager displays unassigned disks to be added to the new folder.
Only unassigned disks can be added to a disk folder.

@Ereate Disk Folder ;lglﬁl

o Back [ cwit  [B7] Advisor

Select the disks to be included in the Disk Faolder:

Position or Ma. .. ICapacity IFree Space |CIassiFicati0n IEncIosure |Sta... |Health IControl Type

[T ==02-15  17.09GE 17.09 GB 15K-RPM Enclosure -2 Up Healthy  Unmanaged ;I
[T < o2-16 136.73GE 136,73 GB 15K-RPM Enclosure - 2 Up Healthy  Unmanaged

M e300 3418 GE 3415 GB 15K-RPM Enclosure -3 Up Healthy  Unmanaged

SelectAll Unselectal =

=p Continue |

Figure 101. Create Disk Folder

3 From the list of unmanaged disks, select disks to be included in the new disk folder.

Note The redundancy level of each disk tier is selected automatically based upon the size
of disks in the tier. By default, dual redundancy is selected for any tier with a drive
greater than 900GB in size.

4 Click Continue. System Manager displays the disks you selected, and asks you to
choose one or more disks to be a hot spare. The hot spare can replace a failing disk.
The spare must be as large as the largest disk in the folder so that it can replace any
disk. By default, if there are disks of differing sizes, Storage Center selects the largest
disk, or one of them. You cannot create a disk folder without a spare.

5 Click Continue. Enter a folder name. Enter any notes (up to 255 characters).

6 Click Create Now. The Folder is created.

Deleting a Disk Folder

Before a disk folder can be deleted, it must be empty of disks. Release or delete all disks
within a folder before you delete the disk folder.

5> To delete a disk folder
1 Inthe system tree, select a disk folder.

2 From the shortcut menu, select Delete. System Manager asks you to confirm. Click Yes.
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Importing from External Device without Replication License

Storage Center allows you to do a thin import from a non-Storage Center disk even if
Replication is not licensed. Import from External Device uses synchronous replication to
import/load data from a non-Storage Center device. Previously, this was only allowed when

synchronous replication was licensed.

Note If Synchronous Replication is not licensed, you cannot import from remote Storage
Center volumes. Remote Systems do not appear in the System Tree.

Classify Disk as External Device

A disk can only be classified as an External Device if it is unmanaged. Refer to Adding

Disks to a Storage Center System on page 116.

= To classify a disk as an external device

1 Inthe System Tree, select an unmanaged disk.

€ Storage Management ), View Refresh &% Help

Date Detected:
Date Updated:

Notes:

1141072010 01:28:05 pm
114102010 01:268:05 pm

M) 1133 AM 0 Lag OFF @ Syster
<3 Properties | <38 Manage Unassigned Disks (&3 Classify Disk as External Device
(. ohse _
+--a Starage K‘:\' 0112
*-i Servers al
= Disks
i+ (3 Assigned . §
i+ (% Mews Disk Folder 1
=[58 Unassigned |
::&5 01-1 3 Properties e Heaithy
:’ gi: 24 Manage Unassigned Disks fone
2 01-] rmal 233.76 GB Free Space: 233.76 GB
+.. Partable Yolume *Manutacturer Capacity: 251 GB Vendor: Maxtor
-8, Cantrollers Product: FY250M0 Revision: THWD
LC; UPS Vendor Spec: YB4ABBME Serial Number: YE4ABEME
- @ Encl
*g e Total Block Count: 4901225654 Unallocated Block Count: 430225554
=@ Remote Systems System Allocated Blocks: 0 User Allocated Blocks: 0
g Users t Bad Block Count: 0
Disk Statistics
Read Write
Number of Requests: 1 0
Number of Blocks: 15 0
Number of Errors: o 0

Figure 102. Select Unm

anaged Disk

2 From the shortcut menu, select Classify Disk as External Device. The Classify Disk

as External Device window appears.
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{® Classify Disk as External Device -10] x|
@Bk E)ouit [F Advisor

Please supply a name to help identify this External Device.

Marme: 01-03
Enclosure: Enclosure - 1
Status: Up

Capacity: 136,73 GB
Yendar: SEAGATE
Product: ST3HABEO7FC
Revison: *R16

“endor Spec: JHYEG147
Serial Number: 3HYBG 14700007453V 1LAU

Figure 103. Name External Device

3 Enter a name. You may choose to name this disk to indicate from where the data was
imported.

4 Click Classify Now. The external device appears in the system tree in an External
Device Folder.

(. Storage Management ', View Refresh &2 Help (¥) 11:25 AM | 9) Log OFF @ System Status

0y Properties | () Restore Volume from External Device 8 Import From External Device | §i Release Disk

IC. mGTo1 —
@ @ Storage T
& G Servers 5 0101
=) 4 Disks s
+ Assigreed
= [ Excternal Devices Ec. !-_ ‘g
#-95 Controlers ~
|k ues Name: 01-01
+- @ Enclosures Index: 12 Type: Disk
I Racks Folder: External Devices Enclosure: Enclosure - 1
#- Remote Systems
+ s Users Statiis: Up
Health: Healthy
Actual Capacity: 233.76 GB Free Space: 23376 GB
*Manufacturer Capacity: 251 GB Vendor: Ilaxtor
Product: 7Y250M0 Revision: THWD
Vendor Spec: YB36Y36E Serial Number: YG36Y36E
Total Block Count: 490225664
Disk Statisti
Read Write
Number of Requests: 1 296
Number of Blocks: 175 75830
Number of Errors: 0 o

Date Detected:  12/30/2009 01:12:14 pm
Date Updated:  12/31/2009 07:49:41 am

Figure 104. External Device Folder

Import from External Device

1 Inthe System Tree, open the External Device folder to view disks classified as external
devices.
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c Storage Management \.g Wigw Refresh -‘_‘ Help (¥) 2:54PM | ) LogOff @ System Status
0y Properties | 0 Import from External Device ‘ % Relzase Disk
smd 5
(&> ) 0103
=% Controllers 4]
""" i UPs Name: 0103
& Enclosures Index: 3 Type: Disk
----- 1 Racks Folder: External Enclosure: Enclosure - 1
[]--@ Rermoke Syskems
B g Lsers Status: Up
Health: Healthy
Actual Capacity: 23376 GB  Free Space: 23376 GB e
*Manufacturer Capacity: 251 GB Vendor: hdaxtar
Product: 7250M0 Revision: THWO
Vendor Spec: YE4987E Serial Number:  YBE43J57E
Disk Statistics
Read Write ﬂ

Figure 105. Select External Disk

2 From the shortcut menu, select Import from External Device. The system warns you
that you must have sufficient space on the Storage Center system to import from an
external device.

Note Importing data from an external device requires the Storage Center to read all blocks
to the entire size of the volume. Depending on RAID selection this may consume up
to two times the storage of the volume on your system.

Thin import works by not writing data if no previous page exists for the data in question, and
the data being written is all zeros. This saves significant space for many sparse data sets.

If you have sufficient space, click Continue. Select an existing volume or create a new
volume to be the destination volume for the remote volume. To create a volume, refer to
Creating a Volume on page 67.
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{® Import from External Device 10l =|

@ Back [ ouit  [F] Advisor

Select an existing Volume ar create a new Walume ta Impart fram an External Device.

@ Yolumes

[#-{58 M5T21_Replications
----- i@ Duffz_E_Drive

----- ﬂ Duff2_F_Drive_jscsi
----- 8 Duff2_Raw_2TE

----- i@ Duffz_Raw_6TE

----- @ Duff2_Raw_iscsi

----- ﬂ Flandersz_E_Drive

----- ﬂ FlandersZ_F_Drive_jscsi
----- @ Flandersz_Raw_ZTE

----- @ Flandersz_Raw_iscsi

----- i@ Flandersz_SATA_Test

p Create Yolume “p Continue

Figure 106. Select Destination Volume

3

Click Continue. A Confirmation window appears. The QoS definition (which is required
with a Replication license) appears as Local.

Click Import Now.

To view the progress of the import, select the destination volume. Notice the Progress
Details.
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c Storage Management k:%'\n'iew Refresh

o2 Help

1¥) 3:54 PM | ) Log OFF (@ System Status

31 Properties | % Map Volume ko Server .4 Remove Mappings from Wolume | 4@ Restore from Replicate % Copy ‘ Y |
smS4 TN
o {41 Y .
8 g_gﬂzmes 6@ | Import 1 from 01-03 from External Device
O CopyTes |

-ig EMNAS_E

ﬁ Impart 11

-

Copy/MirrorfMigrate

s,

: i& Sean Tesl
FE Replay Profile

- uf Recyele Bin
- Servers

Name:
Type:

x Racks

Remate Systems

2 (oS Defiitior

Date Created:
Created By:
Date Updated:

Notes:

£ ke Volume Status:  Lp
B sc . DiskName: 01-03

] DiskCapacity: 2337 GB

EB Lena QoS Definition:  Local

ko103
-9 Contrallers Progress Details
AL UPS CMM State:
- @ Enclosures Percent Synced: 0%

Blocks to Transfer:

c Storage Cent Read Write
Number of Requests 58360 0
Number of Blocks 15068160 0
Number of Errors ] ]

|

Import 1 from 01-03 fram External Device
Synchronous Hephcation Wolume

Volume Statistics

11/16/2009 03:44:07 pm
Admin
11/16/2009 03:44:07 pm

Figure 107. Import Destination Volume

6 Click the Copy/Mirror/Migrate tab for additional details.
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Non-Standard Storage Types

Advanced storage options allow you to prepare a disk folder for non-standard Storage
Types.

Note You can prepare a disk folder for a non-standard Storage Type only if User Volume
Defaults permit you to do so. See User Volume Defaults - Advanced on page 274.

5> To add an option to create a volume with non-standard storage types
1 Select a disk folder, such as Assigned.

2 From the shortcut menu, select Configure Storage. The System Manager displays the
types of storage for which this folder is primed.

JT=IE

ek [ quit ] Advisor

Dizk folder 'Assigned’ has bheen prepared far the following types of starage.
To prepare an additional type of storage, select Prepare for Additional Storage Type.

Disk Folder Redundancy Datapage Size Skatus Wolume

& Assigned Redundant

4 | >l

“p Remove Storage Type | p Modify Storage Type | ) Prepare Additional Storage Type | | iy Close

Figure 108. Modify Storage

3 Click Prepare for Additional Storage Type. Because additional Storage Types
decrease the efficiency of Data Progression, the system warns you that additional
storage types are inefficient.

4 Click Yes (Prepare Now). The Select Redundancy window appears.

=0l

@ Back ) quit  [F7] Advisor

Select the redundancy level for which you would like to prepare this disk falder.

Redundant Redundant storage uses a mix of RAID types across disk tiers,
providing redundancy for your data and preventing data loss in the
event of disk failure. Standard redundant storage uses a mix of
FAID 10 and RAID & storage by default, but can also be configured
by disk tier to use RAID 10 Dual Mirrar and RAID B storage.

Non-Redundant MNon-Redundant storage user RAID 0 storage and does not provide
data redundancy

5 NonrRedundant | |} 55 Redundant :

Figure 109. Select Redundancy Window
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Select Non-Redundant or Redundant.

Non-Redundant storage uses RAID 0. Data is striped but provides no redundancy. If
one disk fails, all data is lost. Do not use non-redundant storage for a volume unless the
data is backed-up elsewhere.

Redundant storage may be either Single Redundant or Dual Redundant, depending
upon your tier redundancy configuration and disk size. For disks that are 900GB or
greater in size, that tier and all tiers below it default to dual redundant storage.

Single-redundant storage protects against the loss of any one drive.

* RAID 10 (each disk is mirrored)

* RAID (5-5 striped across 5 drives)

e 5-9 (striped across 9 drives)

Dual-redundant storage protects against the loss of any two drives:

* RAID 10 Dual-Mirror (data is written simultaneously to three separate disks. )
* RAID 6-6 (4 data segments, 2 parity segments per stripe)

* RAID 6-10 (8 data segments, 2 parity segments per stripe)

Select the datapage size to be used. It is recommended that you only prepare a disk
folder for a single datapage size to optimize disk utilization and 1/O performance. Only
prepare for additional types of storage to address specific application needs.

* 2 MB: The default datapage size, this selection is appropriate for most application
needs.

» 512 KB: This datapage size is appropriate for applications with high performance
needs, or environments in which Replays are taken frequently under heavy 1/O.
Selecting this size reduces the amount of space the System Manager can present to
servers.

* 4 MB: This datapage size is appropriate for systems that use a large amount of disk
space with infrequent Replays.

Caution If you are considering using either the 512 KB or 4 MB datapage setting, contact

Dell Support Services so that system resources remain balanced and the impact
on performance is considered.

Click Prepare Now. The disk folder is prepared for the selected type of storage. It is not
used until a volume is created with that Storage Type. The System Manager asks if you
want to Prepare for Additional Storage Type or Close.

Click Close.

Modifying a Storage Type

Note You can modify a non-standard Storage Type only if your User Volume Defaults

permit you to do so.

In the Configure Storage window shown in Figure 108 on page 138, select Modify
Storage Type. The Modify Storage Type window appears.
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2 Select a storage class. Do one of the following:

» Click Modify Storage Class. Refer to Modify Tier Redundancy on page 120

» Click Remove. Removing a class of storage which is currently in use will result in
data being moved to a different storage class. Do not remove classes of storage
already in use. The Remove option will only appear if the Allow Storage Class
Removal option is selected in the user defaults screen.

3 Select Continue to return to the storage type selection screen.

Removing a Storage Type

You can only remove a Storage Type if there are no volumes using the selected type of
storage. To remove a Storage Type:

1 Select a disk folder, such as Assigned.

2 From the shortcut menu, select Configure Storage. The System Manager displays the
types of storage for which this folder is primed.

3 Selectthe Storage Type you want to remove. Click Remove Storage Type. The System
Manager removes the Storage Type. The Configure Storage window reappears.

4 Click Close.
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Introduction

System Alerts notify you of a condition that you must address. A red circle over a controller
icon indicates that some component within the controller needs attention.

The Alert button next to System Status at the top of the screen notifies you that a
component needs attention. Click System Status, in the upper right of the window, to open
the Alert Monitor.

C Starage Management \%View Refresh -‘,‘ Help ) B0zAM ) Lag OFF (@ System Status

[ System Explorer T Alert Monitor w

Refresh {; Sek Update Frequency % Find ) Serol Setting

Message |Date Created |Date Modified [bjact Shatus
25 lerts

4§ Cathe board battery requires replacement 11/30/2010 10:19:31 am 11£30/2010 10:19:47 am 6‘\ N &7T

- Cache board hattery requires replacement 11{30/2000 10:34:42 am 11/30/2010 10:34:58 am 9\ O3

-0 Dk 11 5M LG RLYADIOD9E1ELTEA Faled [ReadError] andis ready to be remowe] 1302010 112109 am 113002000 112123 am gy 02-07 Down

130/ 30y

130/ 30y

130 130
48 Mapping From New Server | to Mew Server | Yolume 2 containg connection that sh12/01/2010 DB:50:16 am 12/01/2010 08:50:20 am (& Hew Server L Yolu... Critical
a, Server 'emesxd0-01Jab.heer.town’ Port FibreChannel 2101001B32200CCE' not v13/30/2010 10:22:40 am 11/30/2010 10:5%:56 am & emesx40-01.latb... Down
130 30
130/ 30y
130 130)
130/ 30y

( Storage Center Controller cannot connect bo the configred Enterprise Manager, 11/30/2010 10:40:17 am 11730/2010 10:40:22 am Infarm
C Storage Center Controller cannat connect bo the configured Enterprise Manager, 11/30/2010 10:36:13 am 11f30/2010 10:36:23 am Infarm
c Storage Center Controller could not send alert message to the configured Enterpr 11/30/2010 10:35:17 am 11/30/2010 10:35:22 am Infotm
C Storage Center Controller could not send alert message bo the configured Enterpr 117302010 10:36:13 am 117302010 10:36:18 am Infarm

+B Indications

Figure 110. Alert Monitor

Click on a component with a red status button to view the component that needs attention.
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About Controller Virtual Ports

Virtual Ports change 10 ports from a physical to a virtualized representation. This eliminates
the need for reserve ports. All ports are primary and can read and write |O. If a port fails,
any port within the Fault Domain takes over for the failed port. Once enabled, Virtual Ports
are displayed in the system tree under the 10 card to which they belong.

The Virtual Port Display in Explorer View shows the Home Controller. The Home Controller
is the Personality Group for the port that currently is restricted to a single controller. You can
only move the Preferred Physical Port to a controller within the same Home Controller
(Personality Group).

c Storage Management x% Wig Refresh -J,‘ Help ) 12:28 PM Log OFF @ System S

E Propetties

& storage J#8 ) 5000D31000036D3E

- Servers
L Disks
9 Controllers

= ]! 10 Cards [_J

= Fc

| [ [¥ 5000031000036 Name: 500003100003603E
+/- [# S000D3L000036L World Wide Name: 500003 100003603E
- |8 5000031000036 Type: FC irual Port
- |8 5000031000036
= J® 50000310000360 Status: Up
- ¥ 5000031000036
+ - 5000D310000360 Fault Domain: Dormain 1

Physical Port Association: Preferrad

e Current Physical Port: 5000031000036004 - FaultDomain=Domain 1 Controller=3N 877 Slot=4 Port=4
5| 55 Preferred Physical Port:  500003100003600A - FaultDomain=Domain 1 Controller=5N 877 Slot=4 Por=4
Fans Home Controller: 877

- Power Supplies .
- [ff Temps Initiator Count: 2
£ Voltags Target Count: ]
_____ ) Cache Card Both Count: g
E Map Count: 1
2 UPs 7

Figure 111. Virtual Port Display in Explorer View

» For FC and iSCSI: For each physical port, the System Manager displays a virtual port.
The physical port window displays the physical identity, speed, and hardware. The
virtual port window displays the current and preferred physical port. Both windows
identify the fault domain for that port.

» For iSCSI only: The System Manager creates a Control Port for each iSCSI Fault
Domain (usually there is only one). In a dual-controller system, the Control Port appears
on only one controller, even though it controls all the iSCSI cards within that Domain.

Note SAS does not support Virtual Ports.

Although you can have more than one Fault Domain per transport system (such as iSCSI
or FC), redundancy is best achieved by creating one Fault Domain per transport system.
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Viewing Controller Properties

Viewing General Controller Properties
1 Inthe system tree, select a Controller.

2 From the shortcut menu, select Properties. The Controller Properties window
appears with the general tab selected..

Controller Properties - SN 54 ['5__<|
‘]
?‘ws ‘SN 54
Type: Cantraller
Status: Up
Local Port Condition: Balanced
Leader: True
Controller |D: a4
Last Boot Tirme: 03152010 10:37:46 am
& Cancel ] | & 0K |

Figure 112. Controller General Properties

3 System Manager displays:

» Controller Name: Enter a new controller name and click OK.

» Type: of component in Controller Properties window is controller.
e Status: can be Up or Down

» Local Port Condition: can be balanced or unbalanced.

» Leader: This controller is either the leader (true) or not the leader (false). If a
controller is not the leader, it is a peer.

» Controller ID: A number that identifies this Storage Center system.
» Last Boot Time: Date and time of last reboot.

4 Click OK.

144 Storage Center 5.5 System Manager User Guide



Viewing Controller Properties

Viewing Controller IP Properties

Note Do not change any IP properties in the Controller Properties window without the
guidance of a Dell Support Services. Changing IP properties can result in the loss of
data.

1 Inthe system tree, select a Controller.
2 From the shortcut menu, select Properties.

3 Click the IP tab.

Controller Properties - SN 54 [z

™

Ether 0 Interface:

IP Address: 172.31.8.66
Met Mask: 255.255,248.0
Gateway: 172.31.8.1

Ether 1 Interface:

IP Address: |11.0.10.54 |
Met Mask: |255.D.D.D |
Gateway: |E|.E|.D.D |
Frimary DNS Server: |1?2.31.D.50 |

Secondary DNS Server,  (0.0.0.0

Darmain Marne: lab.beer. town,

(Fom ] (3]

Figure 113. Controller IP Properties

In the Controller Properties window, the system permits you to change the Ether 0 and
Ether 1 IP Addresses, Net Mask, Gateway, DNS Servers, and Domain Name.

4 Click OK.

Viewing and Adding Controller Information
1 Inthe system tree, select a Controller.

2 From the shortcut menu, select Properties. The Controller Properties window
appears.

3 Click the Info tab to view information about controller creation and updates.

4 Optionally, you can add notes (up to 255 characters).
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Viewing Controller Status

Controllers display the status of system components.

1 Inthe system tree, select a controller.

2 From the list of components in the System Tree, select one of the following physical
components to display a visual representation of the component.

Note

146

Fans

To view fan status, in the system tree, select a fan. For each of the blowers in the
fan module, System Manager displays fan status and current RPM. The RPM
gauge displays fan zones. The system operates in the green zone. If system is not
operating in green zone, adjust ambient temperature of system. The window
displays the normal minimum and maximum RPMs, and upper and lower critical
and warning RPMs.

Power Supplies

To view the status of a power supply in the system tree, select Power Supplies.
System Manager displays the power supply name, if it is present, if there is a
failure, and if the AC is lost.

Temperature Sensors

To view controller temp status of the sensors on the controller board, in the system
tree, select Temps. System Manager displays temp properties including position of
the sensor, status, and current temp. The Temp Gauge displays temperature zones.
The system should operate in the green zone. The window displays the normal
minimum and maximum temp, and upper and lower critical and warning
temperatures.

Voltage

To view voltage, in the system tree, select Voltage. System Manager displays
voltage properties including position of the sensor, status, and current voltage. The
Voltage Gauge displays voltage zones. The system should operate in the green
zone. The window displays the normal minimum and maximum voltage, and upper
and lower critical and warning voltage.

Cache Card

To view cache card, in the system tree, select Cache Card. System Manager
displays information about the card including the cache card model, cache size,
firmware version, in service date, expiration information, and status.

As the CHA 3 card does not have a battery, battery expiration date and status fields
are blank.

Cache card information may be required by Dell Support Services.
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Viewing a List of Controllers

In the system tree, select Controllers. In the main window, System Manager displays a list
of controllers with the following information:

* Name

» Status

* Local Port Condition
* Leader

» Controller ID

e Last Boot Time

€ Storage Management (R, view Refresh & Help %) 11:58 AM ) Log OFF @ System Status

Wth Rebalance Local Ports
( g} | Controllers
Mamne [ starus Local Port Condition Leader Contraller 1d |Last Book Time
e Up Balanced True 877 01/20/2011 02:13:02 pm
B SM 913 up Balanced False 913 01/20/2011 02:13:06 pm

& Enclosures

T8 Racks

& Remate Systems

ass Users

~ [search here 41

Figure 114. List of Controllers
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Viewing General Controller Information

In the system tree, select a controller. The system displays general controller information.

c Starage Management \%\-'iew Refresh o4 Help

‘.4 Properties | 8) ShutdownRestart Contraller

¥) SEEPM | ) Log OFf @ System Status

Storage Center 857
&, Storage
W Servers
i Disks
 Controllers

"%}l SN 857

Status:

Ether 0 Interface

Name: SN 857
Type: Controller
Model: CT-5C020
Memory: 2 5B
R UPS Controller 1D: T
#-@ Enclosures Version: 521
..... 117 Racks Leader: True
Q. Remate Systems Last Boot Time: 11/09/2009 10:02:00 am
[]---3 Users

Up

Local Port Condition: Ealanced

IP Address: 172.31.8.107

Net Mask: 255.255.245.0

Gateway: 1723181
Primary DNS Server:  172.31.0.50

Secondary DNS Server: 172.31.0.52
Domain Name: lah.beertown.

Date Created: 10/30/2003 03:00:18 pm
Date Updated: 10/30/2003 03:01:18 pm

Created By: System Root User
Updated By: System Root User

Notes:

Figure 115. General Controller Information

* Name
 Type

* Model

e Memory

» Controller ID

* Version

* Leader

» Last Boot Time

» Status

* Local Port Condition

* Interface

e Primary DNS and Secondary DNS Servers

e Domain Name
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» Dates created and updated and

by whom

Viewing Controller CPU Performance Information

Viewing Controller Status

Click the CPU Performance tab. The CPU Performance window appears, showing

percent usage.
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Figure 116. CPU Performance

The system automatically retrieves statistics of the selected controller. The GUI
automatically stops gathering statistics when a CPU Performance window is not opened for

one hour or if your session times out before the hour has passed.

Viewing the Back of a Controller

1 Click the Back tab. The system displays a visual representation of the controller.

2 Right click an 10O port to display the menu for the component.
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Figure 117. Controller Back
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Viewing FC Folders and Cards

150

Viewing FC Folders

In the system tree, expand controllers and IO cards to view the FC card folder. The FC
status window appears.

?FC

Figure 118. FC 10 Card Folder

The folder window displays:

Name

Status: Up or Down

Slot Type: such as PCI

Speed

Slot: Number in the controller
Slot Port: Port number

Fault Domain

Network: Whether the card is configured front end, back end, or unknown.

Device Name: Type of card

Description: Identification of the card

Worldwide Name: Unique name for this item

Name |Status |Slot Type |Speed |Slot |Slot Part |Fault Domain | etwork. | ..IDewce Na... |Descr|pt\0n world Wide
'/ S000D31000034016 Up PCIE#4-x3 4Gbps 4 1 Damain 1 Front End PCICEVOS Qlogic QLEZ462 4G Fibre Channel Ada. .. 500003100
p 5000031000034015 Up PCIE#E-x8 4Gbps & 1 Damain 1 Front End PCIDEYOE Qlogic QLEZ464 4G Fibre Channel Ada. .. 500003100
[® So0oDs1000038008  Up PCIE#4-x8 2Gbps 4 z Back End PCIDEYOS Qlogic QLEZ462 4G Fibre Channel Ada. .. 500003100
[® 500003 1000036005 up PCIE#E-x8 2Gbps 6 2 Back End PCIDEVOY Qlogic QLEZ464 4G Fibre Channel Ada. .. 500003100
<| | o)
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Viewing FC Folders and Cards

Viewing FC 10 Card Information

If Virtual Ports are not enabled, the system displays information for the physical card. If
Virtual Ports are enabled, the System Manager displays information for both the physical
FC 10 card and the Virtual Port that resides on the card.

To view general information for an FC port - legacy and virtual ports

Select an FC port. The system displays general FC port information.

c Storage Management \.&\u‘iew Refresh -‘,‘ Help

) 11:46 &M | Log OFF @ Swstem Status

n Properties
|C sms4 \
-8 storage 8 ) 5000031000003605
Servers
 Disks
-5 Controllers
é--'@‘,} M 54 ( M m m
E}! 10 Cards . ]
E]:! FC
""""""" Name: 5000C31000003605
J® 5000D31000003606 World Wide Name: 5000031000003605
¥ 5000D31000003607 Type: FC 10 Card
| 5000D31000003605 Description: Qlogic QLAZ342 26 Fibre Channel Adapter
iSCSL
s Status: Up
i Power Supplies Speed: 2 Ghps
-4l Temps
2 Veltage Fault Domain: Dornain 0
ff Cache Card Network: Front End
@ e Profored Controller: SN &1
3 referred Controller:
[T:g Encosures NPIV Mode: off
-, Remote Systems Initiator Count: 2
g Users Target Count:
Both Count: 12
Map Count: 1]

Figure 119. FC 10 Card Information

General Tab Information includes:

Name

World Wide Name (WWN)

Type of object: FC IO Card

Description: Identification of HBA

Status: Up, Down, or Reserved

Speed: of IO

Fault Domain: If port is front-end, shows fault domain. If port is back-end, this is blank
Network: Front End, Back End, or Unknown

Usage: If the port is front end, whether it is a Primary or Reserved Port. If it is back end,
whether it is in use.

Preferred Controller: When ports are rebalanced, choose a preferred controller.

NPIV Mode: Indicates whether NPIV Mode is turned on to allow FC Virtual Ports. When
converting an FC port to Virtual Mode, NPIV must be enabled on the attached switch.

Initiator Count: Number of front-end connections
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» Target Count: Number of active disk drives in this system
 Both Count: Total of front-end devices and back-end disk drives

* Map Count: Number of volumes mapped to this system

Viewing FC Virtual Port Mode General Information

General information for an FC card with Virtual Ports enabled is divided between the FC 10
card and Virtual Ports on the 10 card.

Note The information displayed is the same as that of a FC 10 card without Virtual Ports
(shown in Figure 119 on page 151), except that Usage and Preferred Controller are
not displayed.

To view general information for an FC port — physical ports

If Virtual Ports are enabled, the System Manager displays information for both the physical
FC IO card and the Virtual Port that resides on the card.

1 To view information for the physical port, select an FC Card. The FC 10 card General
Information window appears.

c Storage Management \.& View Refresh & Help (¥) 12:51 PM | V) Log OFF @ System Staty
|3 Properties

. mIPDa7? =l
. Tsm

& sorage ]} | 5000D31000036D38

- Disks [—]m m m

=%, Controllers
=R ke
]g 10 Cards Name: S000031000036038

Faris World Wide Name: 5000031000036038
Power Supplies Type: FC IO Card

4 Temps Description: Qlogic OLE2464 4G Fibre Channel Adapter
53 Yolkage
) Cache Card Status: Up
=8 Sk 913 Speed: 4 Ghps
EF 10 Cards
= e Fault Domain: Domain 1
""" |® 5000031000036010 - Network: Frant End
..... p 500003100003601E NPIV Mode: On
----- S SO00D3100003601E .
----- ‘I"F' 5000031 00003601.C Initiator Count: 2
[=E 000031 0000360358 Targ et cﬂunt: D
e Both Count: 12
S00003100003602: Map Count: 0

F‘ 500003100003600
""" |8 5000031000036022
----- P S00003100003601F

Figure 120. FC IO Card General Information — Physical Port

The window displays:
* Name
*  World Wide Name: Unique name for this item

» Type: Slot type
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» Description: Identification of the card

» Status: Up or Down

Speed: 10 speed

» Fault Domain: If port is front-end, shows fault domain. If port is back-end, this is blank.

* Network: Whether the card is configured Front End, Back End, or Unknown.

NPIV Mode: Indicates whether NPIV Mode is turned on to allow FC Virtual Ports. To

convert an FC port to Virtual Mode, NPIV must be enabled on the attached switch.

Initiator Count: Number of front end devices

e Target Count: Number of disk drives

* Both Count: Total of front-end devices and back-end disk drives

* Map Count: Number of volumes mapped to this system

To view general information for an FC port — virtual ports

1 In a Controller folder, select an Virtual Port. The Virtual Port General Information

window appears.

18 Properties

( Storage Management \_% Yiew Refresh -J,‘ Help ¥ 1:01PM Log off @ System

C
T &, Starage
‘W Servers
L Disks
-5 Controllers
=8 sne77
= 1! 10 Cards
_]! FC
i W8 S000C310000360
- |88 50000310000360
- (4 5000031 0000360
- [0 50000310000360
F 5000010000360
- &8 5000031 0000360
F 50000510000360
F 5000010000360
| 1000

-| -t

= iscs1

+- ] sas

a Fans

45 Power Suppliss

— |4 Temps

-£h Voltage

----- ) Cache Card
w85 A 013

| UPS

5
e
e

-

-

(e

ﬁ F 5000D31000036D3E

e | oty | G

Name: 5000031 00003503E
World Wide Name: 5000031 00003603E
Type: FC Wirtual Port
Status: Up

Fault Domain: Darmain 1

Physical Port Association: Praferred

Current Physical Port: 500003100003600A - FaultDormain=Daomain 1 Controller=5M 877 Slat=4 F
Preferred Physical Port:  500003100003500A - FaultDormain=0amain 1 Controller=3M 877 Slat=4 F
Home Controller: 877

Initiator Count: 10
Target Count: a
Both Count: 17
Map Count: 1

Figure 121. FC IO Card General Information — Virtual Port

The window displays:

» Physical Port Association: Preferred or Not Preferred

» For both the Current and the Preferred Physical Port, the window displays:

« World Wide Name

e Fault Domain

« Name of the Controller
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» Slot
* Port
* Home Controller
+ Initiator Count: Number of front end devices
e Target Count: Number of disk drives
* Both Count: Total of front-end devices and back-end disk drives

e Map Count: Number of volumes mapped to this system

Note Virtual Ports do not display hardware because the port is not reliant on a card.

Viewing FC 10 Card Status

Connectivity is the same for FC cards with or without Virtual Ports enabled.

5> To view FC IO card connectivity status
1 Inthe system tree, select an FC card.

2 Inthe FC 10 Card window, select the Connectivity tab. The FC 10 Card Connectivity
window appears.

C Storage Management \.& Wiet Refresh -‘,‘ Help (%) 10:32 AM | V) Log OFF (@ System Status

n Properties

Storage Center & A
{ N
o & stoe (9 5000D31000000805
- SErvers /
-4 Disks .
[—]Q, Controllers

EI]_" 10 Cards
=
Lo 0o %7 Set Update Frequency o Find .7 Seroll Setting J
5000031 000000506
5000031000000807 WA Status Server Rale
8 iscst J® 210000E08B141E76 Up Tnitiator
""" e ¥ 2101001B32370546 Up Tnitiator
i] ;EE;B 8 210100ED8E341ETE Up Tnitiator
_____ & Cothe Card (€ 5000D31000000307 (Compellent ) Up Eoth
B st (. 5000D31000000304 (Compellent 8} Up Eath
A s € so0003100000080C (Compelent &) Up Both
-1 Enclosures
-] Racks
[]--@ Remate Systems
[]---; Users

Figure 122. FC IO Connectivity

3 The window displays:

« WWN
e Status
e Server
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* Role (initiator or target)
* PortID

* Node Name

* Symbolic Port Name

* Symbolic Node Name

5> To set the update frequency of FC card status

1 Inthe FC IO Card Connectivity Status window, click the Connectivity tab.

2 In the Connectivity window, click Set Update Frequency.

3 Choose one of the following: Off, 5 Seconds, 30 Seconds, 1 Minute, or 5 Minutes.
5> To view FC IO card hardware status

1 Inthe system tree, select an FC card.

2 Inthe FC IO Card window, click the Hardware tab. The FC 10 card Hardware Status
window appears.

( 'F 5000D31000036D09

[ Gerera | commetury | =
Description: Qlogic QOLE2464 4G Fibre Channel Adapter
Revision: 2
Firmware Version: 05.02.00
Device Name: PCIDEVOC
Slot Type: PCIE#d-x8
Slot: 4
Slot Port; 3
SFP Data: Mo SFP Data Availahle
=0 =0 TN
0 B
@ ﬂ B b}
P> 0 e

Figure 123. FC 10 Card Hardware

The port location is highlighted. Mousing over the card displays the name and type. Right-
clicking over the card displays the shortcut menu, from which you can view IO Card
Properties.
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5> To view FC IO card performance charts
In the system tree, select an FC card. In the FC IO Card window, click Charts. The FC 10

Card charts appears.

5000D31000003606

Hardware

General

KBiSec

12:40:30 12:50:30 01:00:30 01:10:30 01:20:30 01:30:

Time

M Read KB/Sec: 9390 MWrite KB/Sec: 15066 I Total KB/Sec: 24456

10iSec

01:20:30 01:30:

12:40:30 12:50:30 01:00:30 01:10:30
Time

M Read I0/Sec: 127 M Write 10/Sec: 201 W Total 10/Sec: 328

Figure 124. FC 10 Card Chart

For each FC IO card, System Manager displays:
« KB per second Reads, Writes, and Total KB/Sec.
¢ |Os per second for Reads, Writes, and Total 10 per second
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Viewing FC 10 Card Properties

5> To view FC IO card properties — physical ports
1 Inthe system tree, select an FC card.

2 From the shortcut menu, select Properties. The FC 10 Card Properties window

appears:
x
—
t’ 50000D3100012002
Type: FCIO Card
User Alias: Lindefined Reset User Alias
Status: Up
Description: Clogic QLAZ342 2G Fibre Channel Adapter
WYY 50000D3100012002
Rewvision: 2
Firmware Yersion: 03.03.24
Slot Type: PCIZEB (Full-Height)
Speed: 2 Ghps
Slat / Port: 201
Fault Domain: 1
Initiator Count: 17
Target Count: a
Baoth Count: 7
“p Cancel

Figure 125. FC IO Card Properties

The window displays:

*  World Wide Name (WWN)

e Card type

» User Alias: If any and ability to reset the user alias
e Status: Up or Down

» Description, revision, firmware version

» Slot type, speed, slot, slot port

» Fault Domain

» Counts: Initiator, Target, and Both Count
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Changing FC Virtual Port Properties

From the Properties window, you can change either the fault domain or the preferred
physical port of the FC Virtual Port.

= To change FC virtual port properties
1 Select a FC Virtual Port.

2 From the shortcut menu, select Properties. The FC Virtual Port Properties window
appears:

Virtual Port Properties - 5000D31000036D3E [x]

500003100003603E
Type: FC %irtual Port
Status: Up
Fault Darnain: Domain 1
Physical Port Assaciatian Preferred
Current Physical Part: 5000D31000036004, - FaultDomain=Domain 1 Controller=3M 577 Slot=4 Paort=4
Preferred Physical Port 5000D31000036004 - FaultDomain=Domain 1 Controller=SH 877 Slot=+4 Port=4 v
Home Contraller: 877

Cancel Ok
+

Figure 126. FC Virtual Port Properties Window

3 From the drop-down menu, change the Preferred Physical Port.

4 Click OK.

Changing and Resetting the User Alias

In the system tree, select an FC card.

From the shortcut menu, select Properties.

Enter a user alias (port name).

Click OK. The new name appears in the system tree.
In the system tree, select an FC card.

From the shortcut menu, select Properties.

Click Reset User Alias.

A W N P b~ WO DN PR

Click OK.
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Viewing iSCSI Cards

Viewing iSCSI Folders

5> To view iSCSI card folders — legacy mode

To view controllers, for each controller in the system tree, select an iSCSI card folder. The
system lists iISCSI cards on the selected controller.

- onage Haragermers, o, v Refresh 73 Hel =) uieag A | ) nea Cff i Systern St
68 Ak 505 Remvoke Comprelerd Corvections. | Add Remobe CHAP Tristers B Add Bereole Cosgelend CHAP Inlisters | T Configure Uieitaliersd 55051 10 Cards
i s
@ Sorsge i’ ISCSI
-y Servers
33 Diske
% Controlers Pl 5... |IP Address | Subnet Mask | Goteway | Siot Type Soeed [t |SokPort [Fouk Do... |Wetwork |Usoge [Cevice ... |Description | Workd Wids Hame
s W SO0ICOI000000609 Up  LFZ LTS ESR.IS.E0.0 1720100 PCDGH-IOOME  1Ges | ) Domani  Front End Frmery PCIDEVOZ Qlogic QLAOLO 5051 Adapter Rev ... S000031000003605
= 10 Cards W S00CCOI00000060A Up  LTZILIT.0 ZS5.255.40.0 1723100 PCDGRRI0MIE  1Gbps 2 1 Coman i Fronk End Frimary PCIDEVD3 Qloge QUARYSE 5051 Adapter Rew ... S000001 000003604
f W S0000OI000000600 b ITZALIT.LL ESS.ISS.M0.0 172310 PCDOPL100MME  1Gps 2 2 Domani  Front End Frimary PCIDEV4  Qlogic QUAOS2 (5051 Adapter Rey ... 5000001000003608
| S00003 1 00000360
98 50000131 00000060r
. SO000 000N
ren
1 Poweer Sugples
il Temes
53 Vokage
o) Cache Card
i s
5 @ Enconres
T Racks
-4 Rsrmots Systarss

Figure 127. iSCSI Card Folder in Legacy Mode

System Manager displays

* Name

o Status: Up or Down

* IP Address, Subnet Mask, and Gateway
» Slot Type: such as PCIE or PCIX

* Speed

» Slot and Slot Port

* Fault Domain

* Network

» Usage: Primary or Reserved

» Device Name

» Description: of the adapter, such as QLA4010 or QLA 4052
* World Wide Name

5> To view iSCSI card folders — virtual port mode

A Control Port was created during Virtual Port setup for each iSCSI Fault Domain (and
usually there is only one). The system communicates to the iISCSI ports through the Control
Port address. The Control Port resides in the system tree within the iISCSI folder. In a dual-
controller system, the Control Port can reside within the iISCSI folder of either controller; all
iISCSI ports on both controller in the same Fault Domain use the same Control Port. Traffic
is redirected to the appropriate Virtual Port.

159



Controllers

160

€ storage Management S, View

Refresh

2 Help () 12:47PM | ) Log OFf @ System Status

P Add iSCSI Remote Compellent Connections | P Add Remote CHAP Initiakors P Add Remote Compellent CHAP Initiakors ‘ n Configure Uninitalized iSCST 10 Cards

:

=85 5N E77

IC. MIPDE77 I |
& storage
W Servers
" Disks

Ww iscsl

Conkrallers Mame

[Slot Type [Speed [slot [SiatP... [Fauk Domain [Wetwork [Usage [Device Name [Description

-4 Power
4 Temps
£ Volkag

W Power

[Status [1P Address  [sub...
" S000031000036034 8] 66 255

2 E 10 Caf Tomain 2 Control Part
Fas | |Treg

3 PCIE#2-z4 1Ghps 2 1 Domain 2 Front End PCIDEVOS Qlogic QLE4062 iSCS1 Adapt... !
172.31.16.164 255, Ghps 2 1 Damain 2 Front End Primary PCIDEVOS Qlogic QLE4062 iSCST Adapt... !
204 1Gbps 2 2 Domain 2 Front End PCIDEVDF Qlogic QLE4062 iSCSI Adapt... !

Figure 128. iSCSI Card Folder Containing Control Port

Viewing iSCSI IO Card Information — Physical Ports

In the system tree, select an iSCSI card.

=Y
(9 ) 5000D31000035913

s

oy | pvavore | G

Name:

World Wide Name:
Type:

Description:

Status:
Speed:

IP Address:

Subnet Mask:

iSCSI Name:

iSCSI Target Alias:

Fault Domain:
Purpose:

VLAN Tagging:

Initiator Count:
Target Count:
Both Count:
Map Count:

Gateway IP Address:

Preferred Controller:

Maximum Transmission Unit:

5000031000035213

5000031000035913

iSCSI 0 Card

Glogic QLAADIDISCS] Adapter Rev 4 Copper

Up
1 Ghps

172,31.17.32

172,31.8.1

‘iqn.2DDZ-DE .com.compellent: 5000d31000035913

5000d31000035913

Domain 0
Frant End Prirnary
SN 857

1500 bytes
Disabled

=R NN

Figure 129. iSCSI IO Card Properties

The system displays Legacy Mode iSCSI card information, including:

Name

World Wide Name

Type of card

Description

Status: Up or down
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* Speed: of 10 transfer
« |IP Address, Subnet Mask, and Gateway IP Address
e iSCSI Name and Target Alias

« Fault Domain, Network, and Usage as entered via the Configure Local Ports
wizard.

* Port purpose

» Preferred Controller: Appears if a system is rebooted.

* Maximum Transmission Unit

« VLAN Tagging

» Initiator Count: Number of front end devices

e Target Count: Number of disk drives

» Both Count: Total of front-end devices and back-end disk drives

* Map Count: Number of volumes mapped to this system

Note Virtual Ports do not display hardware because the port is not reliant on a card.
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Viewing iSCSI IO Card General Information — Virtual Ports

Click on an a Control Card. The following figure shows an iSCSI virtual port in the system

tree.
Physical Port Virtual Port
Storage Ylanagement (<, View © - Refresh f3 Help %) 11:05 M 0 Log OFF @ System Status
> o
18 Propertie
|C_ rirDaT?
2-db suorean J#8 ) 5000D31000036D38
£ Disks
Name: 5000031000036036
=-}# s000031000380 World Wide Name: 5000031000036036
Type: ISCSI Virtual Port
-8 S000D310000360
& 3
]! sa5 Status: Up
@ Fans
& Power Supplies Fault Domain: Mew Domain 1
4l Temps iSCSI Name: ign, 2002-0% com. compellent: 000431000038 d3b
£ Voltage
4 Cache Card i -
w ® ayos Physical Port Association: Preferred
A% UPS Current Physical Port: 500003100003601 D - FaultDomain=Mew Domain 1 Controller=SN 877 Slot=2 Port=1
- @ Enclosures Preferred Physical Port:  5000031000036D10 - FaultDomain=New Domain 1 Controller=SM 877 Slot=2 Port=1
T Racks Home Controller: 877
¥
: E EE::E e Initiator Count: 4
Target Count: o
Both Count: 0
Map Count: u]

Figure 130. iSCSI Virtual Port Card Information

The system displays iSCSI card information, including:
* Name
* World Wide Name
e Type: of object (iISCSI 10 card)
e Description
* Fault Domain
e iSCSI Qualified Name (IQN): for the card
» Physical Port Association that can have the following values:
» Preferred: The Virtual Port is currently connected to the Preferred Physical Port

* Not Preferred: The Virtual Port is not currently connected to the Preferred Physical
Port (words are yellow - causes warning icon)

» Detached: The Virtual Port is not attached to any port (words are red - port is down).
* Current Physical Port
» Preferred Physical Port
* Home Controller
* Initiator Count: Number of front end devices
e Target Count: Number of disk drives
* Both Count: Total of front-end devices and back-end disk drives

* Map Count: Number of volumes mapped to this system
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Viewing iSCSI Control Port Information

In the system tree, select a control port.

€ Storage Management (<, View

123 Properties =3 Edit Fault Domain

Refresh 2 Help

%) &004aM ) Log OFF (D) System Status

(. miPDe77

= a, Storage
- Servers

[+ #5 Disks

18 s a1
=-JH 10 Cards
- FC
= iscst
500003 1000036054
= F 5000031 000036033
| Domain 2 Conteol Por
i P S000D31000036D3C
: T# Domain 3 Contral Port
i sas
‘ Fans
4 Power Supplies
% Temps
-2 Yoltage
- Cache Card
A2 UPs
(-4 Enclosures
¥ Racks
- Remate Systems

- Users

1@ | Domain 2 Control Port

Name:
World Wide Name:
Type:

Status;

Fault Domain:
Current Physical Port:
IP Address:

Subnet Mask:

Gateway IP Address:

iSCSI Name:

iSCSI Target Alias:

Port Number:
VLAN Tagging:

CHAP Authentication:
CHAP Name:
CHAP Secret:

Dormain 2 Control Port
5000031000035030
iSCS| Control Port

Up

Dornain 2

500003100003603A, - FaultDomain=Domain 2 Controlle=2M 813 Slot=2 Port=1

172.531.16.164
255.255.248.0

172,31.8.1
ign. 2002-03, com. compellent:5000d31000036d3d
S000d31000036d3d

3260
Disahled

Mo

ign. 2002-03, com, compellent:5000d31000036d3d

Figure 131. iSCSI Control Port Display

* You cannot change information in this window, but you can select and copy it in

windows.

* The port number is the TCP port number. The default iISCSI port number is 3260 but it
can be changed if there is a special requirement to use different TCP port number. Refer
to Changing Advanced iSCSI Card Properties on page 172.

» For more information about VLAN tagging, refer to Enabling VLAN Tagging on

page 171.
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Viewing Advanced iSCSI Card Information

1 Inthe system tree, select an iSCSI card. The system displays General iSCSI card
information.

2 Click the Advanced tab. The iSCSI Advanced legacy card information appears.

(J#8 ) s000D3100000CAC2

@ M Remate Compellent Connections Remate CHAP Initiators m m %

Port Number: 3260
Enahle Data Digest: Ma

Enahble Header Digest: Mo

Enable Immediate Write Data: Mo
Window Size: 32 KB
Keep Alive Timeout: 10 Seconds

SCSI Command Data Timeout: 1 Minute

Default Time to Wait: 2 Second

Default Time to Retain: 20 Seconds

CHAP Authentication: Mo

CHAP Name: qun.2002—03.c0m.c0mpellent:SUDDdSIDDDDDcaDZ

CHAP Secret: I

Figure 132. Advanced iSCSI Card Information

Note Information and tabs displayed will vary depending on whether you have remote
connections set up using CHAP. For information about CHAP, refer to Configuring
Remote Connections Using CHAP on page 181.

Information includes:
* Port Number: TCP port number - default is 3260

» Enable Data Digest: An ISCSI data digest enables a digest (32 bit CRC) on all iISCSI
data Protocol Data Units (PDUS).

* Enable immediate Write Data

* Window Size: from 32 to 2048 KB

» Keep Alive Timeout: from 5 seconds to 18 hours

* SCSI Command Data Timeout: from 5 seconds to 18 hours
» Default time to Wait: from 1 second to 10 minutes

» Default Time to Retain: from 1 second to 10 minutes

» CHAP Authentication

« CHAP Name

* CHAP Secret
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&> To view iSCSI IO card connectivity

1 Inthe system tree, select an iSCSI card.

2 Click the Connectivity tab. The system displays iSCSI card connectivity, if any.

(€ storage Managemerk (2, View Refresh &% Help

%) 2:35PM | ) Log OFF @ System Status

183 Properties

(o /N

4 3..$’€:Zmes (78 ) 5000D3100000350A
* i martel Wolume 1 -

-5 Replay Profiles

j Recycle Bin e ns Remote CHAP Initiators |m ﬁﬁ

[ Servers

[-43 Disks
=% Contrallers

9 Set Update Frequency % Find

<2 Scroll Setting. R Down Cannections

=% s
=] 10 Cards

H FC
| B Eiscs

J® 5000D31000003609

N Status Server Role 1P Address TCP Ports i3I Name Alias

= 500003, 604
® 5000D31000003608
- Fans
45 Power Supplies
[ Temps
© 53 olkage

- Cache Card
-k UPS

@ Endlosures

-1 Racks

B Remate Systems

g Users 1| |

Figure 133. iSCSI Connectivity Window

Note Information and tabs displayed will vary depending on whether you have remote
connections set up using CHAP. For information about CHAP, refer to Configuring
Remote Connections Using CHAP on page 181.

Information includes:

*  WWN. A Compellent icon indicates a remote system.
» Status: Up or Down

» Server: mapped to this card

* Role: Initiator or target

* |P address

 TCP ports

* iSCSI Name

e Alias

= To view iSCSI hardware information

1 Inthe System Tree, select an iSCSI card.

2 Click the Hardware tab. The Hardware window appears.
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et | i, | o, [

Description: Clogic QLE40E2 iSCSl Adapter Rev 0 Copper =
MAC Address: 00c0dd-0a2595
Revision: 0
Firmware Version: 03.00.01.60
Device Name: PCIDEYDS
Slot Type: PCIE#- x4
Slot: 2
Slot Port: 2
SFP Data: Mo SFP Data Available
- —LQ = =
2o 2o
ol 15 &Q\JL:, ”[/QJ B k &E—’ ’[/QJ g8 rﬁ D
i e YooY i [ J I | | N

Figure 134. iSCSI Hardware

Information includes:

Description: Card name, number, and revision
MAC address

Revision

Firmware Version: for 10 card

Device Name: PCIE or PCIX

Slot type

Slot: Numbered from 1 on the right to 6 on the left
Slot Port: Numbered from top to bottom from 1 to 4

SFP Data: data sent by Small Form-factor Pluggables (SFPs allow network operators
to connect different interface types to the same network equipment via an SFP port.)
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The port location is highlighted. Mousing over the port displays port name and type. Right-
click to open the shortcut menu (shown below), from which you can view Properties and

status.

U

WQ

5? =
ggg mﬂ

5.

D]

r n Propertics

Fde— oM | LY |

Figure 135. iISCSI Card Mouse-over

5> To view iSCSI performance charts

1 Show SDDDD31000036D36

In the General Display window click Charts. The Charts window opens. Charts will vary
depending if Virtual Ports are enabled or not.

& Storage

fih UPS
- @ Enclosures
T4 Racks

H c Remote Systems

e} 3 Users

PN
(9 5000D3100000360A

€ storage Management (S, iew Refresh  + 2 Help (¥) 1144 PM | ) Log OFF @ System Status
13 Properties
sm54

M M Remote Campelnt Connectionis Remate CHAPR Tnitiators M m M

KBISet

10/Sec

0
01:40:00 01:40:30 01:41:00 01:41:30 01:42:00 01:42:30 01:43:00 01:42:30 01:44:00 01:44:30
Time
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Figure 136. iISCSI Chart with Virtual Ports Not Enabled
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Figure 137. iSCSI Chart with Virtual Ports Enabled

Changing an iSCSI Control Port Fault Domain

1 Select aniSCSI control port as shown in Figure 131 on page 163.

2 From the shortcut menu, select Edit Fault Domain. The Fault Domain Properties

window appears.

Fault Domain Properties - Fault Domain 2 x|

Fault Domain 2

I3CEl

<& Cancel |

Figure 138. Edit iISCSI Control Port Fault Domain

3

In the fault domain field, edit or change the fault domain.
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Changing iSCSI Control Port IP Settings
1 Select an iSCSI control port.

2 From the shortcut menu, select Edit Fault Domain. The Fault Domain Properties
window appears.

3 Select the IP Settings tab. The IP Setting window appears.

Fault Domain Properties - Fault Domain 2 x|

General
—

IP Address: |1?2.31.1e.154

Met Mask: |255.255.243.o

Gateway: |1?2.31.8.1

& Cancel & 0K

Figure 139. iSCSI Control Port IP Settings

4 Change the IP Address, Net Mask, or Gateway.

Viewing iSCSI 10 Card Properties
1 Inthe system tree, select an iSCSI card.

2 From the shortcut menu, select Properties. The IO Card Properties window appears.
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10 Card Properties - 5000031000036D 35

General Advanced

L)

Type:
Description:
Status:
WYY

User Alias:

IP Address:
Subnet Mask:

Gateway P Address:

Maximum Transmission Unit:

[ Enahle WLAN Tagging

5000D31000036035
ISCE! 10 Card

Clogic QLEA0EZ iISCS| Adapter Rev O Copper

Up
5000031000036035

|UndeFined

| Reset User Alias

|1.'-"2.31 16,160

|255.255.24B.D

|1?2.31.B.1

|ISDD

Standard Frame = 1500, Jumhbo Frame = 3000

]

]

Figure 140. iSCSI |0 Card Properties

3 The window displays:
e Type: iSCSI
e Description
e Status: Up or Down
« WWN
» User Alias

[ & Cancel H & oK ]

¢ IP Address, Subnet Mask, Gateway IP Address

¢ Maximum Transmission Unit: Standard or Jumbo Frames (Refer to Enabling
Jumbo Frames on page 171.)

« Enable or clear VLAN taggings. (Refer to Enabling VLAN Tagging on page 171.)

> To set a user alias

To enter a user alias, in the IO Card General Properties window, enter a user alias or click

Reset User Alias.

To add an iSCSI card

To add an 10 card to your system, in the 10 Card General Properties window, enter an IP
address, Subnet mask, or Gateway IP address.
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Enabling Jumbo Frames
Note Not all cards support Jumbo Frames.

Enabling Jumbo Frames in the Storage Center controller can enhance network throughput
and reduce use of the CPU. A Jumbo Frame is 9000 bytes compared to normal size of 1500
bytes. Throughput for large file transfers, such as large multimedia or data files, is
increased by enabling larger payloads per packet. Larger payloads create more efficient
throughput and require fewer packets to be sent. Environments with ISCSI servers running
software initiators using standard or smarter NICs receive the biggest benefit from Jumbo
Frames. Enabling Jumbo Frames can speed up iSCSI performance by about 5 percent,
while reducing server CPU utilization by 2 percent to 3 percent.

Jumbo Frames are recommended only for LAN environments. Because TOE (TCP off-load
engine) cards or HBAs already do off-loading, CPU savings from Jumbo Frames is minimal.

To enable Jumbo Frames

1 Inthe system tree, select an iSCSI card.

2 From the shortcut menu, select Properties. The 10 Card General Properties window
appears.

3 Set the Maximum Transmission Unit to 9000.

4 Click OK.
Enabling VLAN Tagging
Note Not all cards support VLAN tagging.

A virtual local area network (VLAN) is configured on a system switch. The four prominent
VLAN membership methods switches support are by port, Media Access Control (MAC)
address, protocol type, and subnet address. A VLAN consists of a network of computers
that behave as if connected to the same wire - even though they may actually be physically
connected to different segments of a LAN. Traffic on a single physical network can be
partitioned into virtual LANs by tagging each frame or packet with extra bytes to denote
which virtual network the packet belongs to. Several VLANSs can co-exist within such a
network. This reduces the broadcast domain and aids network administration by separating
logical segments of a LAN (such as ISCSI SAN traffic).

System Manager does not know or need to know how VLAN membership is configured on
a switch. The Storage Center ISCSI I/O port is an end station to the VLAN. VLAN can be
enabled or disabled on an iSCSI port. The default is disabled. VLANS:

» Increase the number of broadcast domains but reduce the size of each broadcast
domain, which in turn reduces network traffic and increases network security (both of
which are hampered in cases of single large broadcast domains).

* Reduce management effort to create subnetworks.

» Reduce hardware requirement, as networks can be logically instead of physically
separated.

» Increase control over multiple traffic types.
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Each Storage Center iSCSI I/O card can be configured with VLAN identifier (VID). When a
VID is configured, Storage Center becomes an end station in the VLAN.
Outbound / Inbound Ethernet Frames

When VLAN tagging is enabled, all outbound Ethernet frames are tagged. When VLAN
tagging is not enabled, all outbound Ethernet frames are untagged. If the card is plugged
into a switch that has been configured with a VLAN, the switch inserts the VID into the
untagged Ethernet frame. When VLAN tagging is enabled, all inbound Ethernet frames
must be tagged and the VID must match the configured VID for that interface. If the inbound
Ethernet frame does not match the configured VID, the frame is discarded. Discarding
frames is called VLAN filtering. When VLAN tagging is disabled, the inbound Ethernet
frame must be untagged; otherwise Ethernet frame is discarded.

To enable VLAN tagging

1 Inthe system tree, select an iSCSI card.

2 From the shortcut menu, select Properties. The IO Card Properties window appears.
3 Select Enable VLAN Tagging.

4 Enter a VLAN ID (VID) to match the configured VID on the switch, from 1 to 4095.

5

Enter a user priority number. In the event of congestion, this gives a priority to the VLAN.
Zero is the lowest priority and seven is the highest.

6 Click OK.

Changing Advanced iSCSI Card Properties

1 Inthe system tree, select an iSCSI card.

2 From the shortcut menu, select Properties. The 10 Card Properties window appears.
3 Click Advanced. The Advance 10 Card Properties window appears:
4

The Port number is TCP port number. The default iISCSI port number is 3260 but you
can change it if there is a special requirement to use a different TCP port number.

5 iSCSI Header Digest enables a digest (32 bit CRC) on all iSCSI headers. An ISCSI Data
Digest enables a digest (32 bit CRC) on all iSCSI data Protocol Data Units (PDUS).
Select any of the following:

*  Window size: from 32 to 2048 KB

» Keep alive timeout: from 5 seconds to 18 hours

* SCSI command data timeout: from 5 seconds to 18 hours

» Default time to wait: from 1 second to 10 minutes

» Default time to retain: from 1 second to 10 minutes.

* Enable Immediate Write Data: skips all digests and writes all data as it occurs.

6 Click OK.
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Creating a Remote Storage Center Connection

Once a local (source) system is connected to a remote (target) system and the remote
system is connected back to the local system, you can replicate volumes from an Initiator
to a Target.

Note Storage Center automatically detects a Storage Center system connected via FC.
Once recognized, remote FC systems appears in the System Tree.

iISCSI Remote Connections

iISCSI facilitates data transfers over IP networks. Unlike FC, which requires special-purpose
cabling, iISCSI can be run over long distances using an existing IP network infrastructure.

A Remote Storage Center Connection connects an iSCSI port on one Storage Center to an
iISCSI port on another Storage Center.

Note In the following text, card is synonymous with port.

» InVirtual Port mode, Remote Storage Center Connections are added to the Control Port
of the Fault Domain that is being connected. When both systems are running in Virtual
Port mode, connect the Control Ports of the Fault Domains.

» In non-Virtual Port mode, the Remote Storage Center Connections are added to each
individual iISCSI IO Card. When both systems are running in non-Virtual Port mode,
connect each iSCSI 10 Card from each system to all IO Cards on the other system (and
vice versa).

* Inamixed mode, when one system is running Virtual Port mode and the other is running
non-Virtual Port mode, connect the Control Port to each individual 10 Card from the non-
Virtual Port mode system; connect the IO Cards from the non-Virtual Port system to the
Control Port.
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Adding a Remote System to iSCSI Ports

You can add a remote Storage Center system to a local system through the Storage

Management menu. From the Storage Management menu, select, System > Setup > Add

iSCSI Remote Compellent Connections menu or you can use the shortcut menu as

described below.

1 Select an iSCSI folder. ]E In a dual-controller system, it does not matter which of

the two folders you select; connecting the remote system to the cards in one controller
connects the remote system to all cards on both controllers.

(. storage Management (-, View

Refresh ¢ Help

S 5000031000036
: F S000D31000036C

A Power Supplies
4 Temps

(53 Voltage

-y Cache Card
=& aN913

o [ 10 Cards

= a Fans

12 Power Supplies

i Temne

-

. F AddisCSI Remate Compellent Connections

(B4 add Remote CHAP Initiators
TE4 add Remote Compelent CHAP Initiators

-
@ Fan. )01 Configure ISCSL IO Cards

s

) 10:04 AW ) Log OFF @ S
J System Explorer C]T Alert Manitar ]
P Add i5C5I Remote Compellent Connections F Add Remote CHAP Initiators P Add Remote Compellent CHAP Initistors n Configure i5C5I 10 Cards
IC. scerr ~
-4 Storage .
¥ i 1) iscs:
Disks
Controllers Name [ Status I Address Subriet Mask Gateway Slat Type B
& snarr 9 S000D31000036D16  Up 10,20.12.40 255.,255.255.0 10,20,12.1 PCIE#Z-x4 1Ghps 2 1
= I;Ca'ds [ S000031000036D1C U 10,20.12.41 255.295.295.0  10.20.12.1 PCIE#2-x4 1Ghps 2 H
m 15 ’; — [ S000D31000036014  Up 10.2.2.6 255.255.295.0 10,221 PCIE#3-x4 10Ghps 3 1
(.. B S000D31000096C J® S000D31000036019 U 0,227 255.255.255.0  10.2.2.1 PCIE#3-x4 106Ghps 3 2

Figure 141. iSCSI Folder Shortcut Menu

2 From the shortcut menu, select Add iSCSI Remote Compellent Connections.

» If the local system has CHAP enabled, the configure CHAP window appears. If you
are using CHAP, refer to Configuring Remote Connections Using CHAP on

page 181.

» If the local system is not using CHAP, the Add iISCSI Remote Compellent
Connections window appears, asking if NAT is configured.

Gndd i5C5I Remote Compellent Connections

@ Back [ quit [7] Advisor

M=] 3

|z Metwark Address
this system and the

Translation {(MAT] configured between
remote Compellent system?

Zp Ves NAT

Figure 142. NAT
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Note NAT is not available to systems using Virtual Ports, so if either the local or remote

systems is using Virtual Ports, NAT is not enabled.

If NAT is Enabled, go to <Number>.
If NAT is not enabled, continue with <Number>.
If NAT is enabled:

a Click Yes NAT.

b Enter the NATed IP addresses and iSCSI Names for the remote Compellent iSCSI
cards.

¢ Click Continue. The link speed window appears. Continue with Step 5 on page 175.

Click No NAT. The IP Addresses window appears.

@Add iSCSI Remote Compellent Connections o ] 4|

@ pack B)ouit [ Advisor

Enter the IP Addresses for the remaote Compellent system . If
the Remote Compellent system is using iISCS1 Wirtual Ports,
add the IP Addresses of the Control Ports. If the Remate
Compellent system is not using ISCSI Virtual Ports, add the [P
Addresses of the 1O Cards (physical ports).

IP Address: |1?2.31.1s.110 |1?2.31.1s.113

ID.D.D.D ID.D.D.D

Zp Continue |

Figure 143. Add iSCSI Remote Compellent Connections

5

Add the remote addresses:

 If the remote system is using iSCSI Virtual Ports, add the IP addresses of the
Control Port.

» If the remote Storage Center system is not using iSCSI Virtual Ports, add the IP
addresses of each 10 Card.

Click Continue. The link speed window appears.

Enter the speed of the network link between this system and the remote Storage Center.
system: T1, T3/100 MB, Gigabit, or greater.

Click Continue or Advanced.

a |If you click Advanced, the Advanced Options window appears.
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@Add iSCSI Remote Compellent Connections 10l =|

@ Back [ ouit  [F] Advisor

Part Mumber: |3260

Enahle Data Digest: O
Enahle Header Digest: O
Enable Immediate Data: O

Window Size: |16 KB vl
Keep Alive Timeout: |3 Minutes - l
SCSl Command Data Timeout: ISD Seconds vl

Figure 144. Advanced iSCSI Remote Connection

b Keep or change any of the following:

Port number

Enable or disable data digest

Enable or disable header digest

Enable or disable immediate data

Select a window size, from 16KB to 2048 KB

Select a keep alive time-out, from 3 seconds to 18 hours

Select a SCSI command data time-out, from 3 seconds to 18 hours

c Click Continue. If the Link Speed window reappears. Click Continue again. The
Add Remote System confirmation window appears.

9 Click Add Now. The local system now recognizes the remote system. But before the
Remote System configuration is complete, you must log into the remote system and
identify the local system.

10 To identify the local system to the remote system:

a Log into the remote system.
b Repeatthe steps described in Adding a Remote System to iISCSI Ports on page 174.

Viewing Remote iSCSI Connections — Virtual Ports Not Enabled

1 Inthe system tree, select an iSCSI card. The iSCSI information window appears.

2 Click the Remote Compellent Connections tab. The Remote Compellent iSCSI
Connections window appears.
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Figure 145. Non-Virtual Remote Compellent iISCSI Connections

3 For iSCSI remote Compellent connections, the system displays:

System Name
» |P Address

e Status: Up, Down, or Discovery. Discovery is a user-created object used to
configure the fully qualified remote connections that include the iSCSI name. Ignore
the Discovery connection.

» Status information, including:
» Total List Is:
» Target Up, Initiator Up
» Target Up, Initiator Down
e Target Up, No Initiator
» Target Down, Initiator Up
e Target Down, Initiator Down
e Target Down, No Initiator
* No Target, Initiator Up
* No Target, Initiator Down
* No Target, No Initiator

e {SCSI Name

» Information that is added in the Advanced window (refer to Changing Advanced
Remote Connection Properties on page 178)

* Information that is added in the Remote Connection IP address window

» Information that is added in the Remote iISCSI CHAP Secret window. Refer to
Configuring Remote Connections Using CHAP on page 181.
Viewing Remote iSCSI Connections — Virtual Ports Enabled

1 Inthe system tree, select an iSCSI card. The iSCSI information window appears.

2 Click the Remote Compellent Connections tab. The Remote Compellent iSCSI
Connections window that appears varies only slightly from the display for non-virtual
ports.
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Figure 146. Virtual iISCSI Remote Compellent Connections

Changing Advanced Remote Connection Properties

1 Inthe system tree, select an iSCSI card. The iSCSI information window appears.
2 Click the Remote Compellent Connections tab.

3 From the shortcut menu, select Properties. The Properties window appears

4

Click Advanced. The Advanced Remote Compellent Connection Properties
window appears.

5 Change any of the following:

* Port number

» Enable or disable data digest

» Enable or disable header digest

» Enable or disable immediate data

» Select a window size, from 16KB to 2048 KB

e Select a keep alive time-out, from 3 minutes to 18 hours

» Select a SCSI command data time-out, from 3 seconds to 18 hours

6 Click OK. The settings are changed.

Deleting iSCSI Remote Connections

1 Inthe system tree, select an iSCSI card. The iSCSI information window appears.
2 Click the Remote Compellent Connections tab.

3 From the shortcut menu, select Delete. The Delete iISCSI Remote Connection window
appears.
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{®Delete iSCSI Remote Connection 10l =|

ek [ quit ] Advisor

Are you sure you want to delete Remate Connection 172.31.16.1107

" Delete from all 10 cards

& Delete from only this 1O card

Figure 147. Delete iISCSI Remote Connection

4 Select delete from all 10 cards or just the selected IO card.

5 Click Yes. Connection is deleted.

Viewing Remote Connection Properties

1 Inthe system tree, select an iSCSI card. The iSCSI information window appears.

2 Click the Remote Compellent Connections tab.

=
'@ |/ 50000D3100012D01
\\-- ____"

m m ‘emote Compellent Connections Remote CHAP Initiators

%-o Set Update Frequency % Find " Scroll Setting |

System SH IF Address Status | Status Infc p Add iSCSI Remote Compellent Connections to IO Card
= 209 172.31.17.18 Up TargstUp,  $€ Delete !

Figure 148. iSCSI Card Shortcut Menu

3 From the shortcut menu, click Properties. The Remote Connection General
Properties window appears.
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Zp Change iSCSI Name

p Cancel

Figure 149. Remote Compellent Connection Properties

Changing a Remote iSCSI Name

This would be an unusual change. In general there is no good reason to do it. The iISCSI
name can be changed if you are using NAT and the iSCSI name was incorrect or you were
previously using NAT and no longer want to use it. You can blank out the name.

= To change a remote connection iSCSI name

1 View properties, as described in Viewing Remote Connection Properties on page 179.
Click Change iSCSI Name.

2 Enter a new name.

3 Click OK. The system warns you that this change will disrupt iISCSI traffic currently in
progress. Click Yes (Save Changes). The name is changed.
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Configuring Remote Connections Using CHAP

Challenge Handshake Authentication Protocol (CHAP) is an iSCSI security option that
provides connection authentication based on secrets (essentially passwords) that are
exchanged when a connection is established.

Configuring Remote Storage Center Connections using CHAP consists of the following
steps:

1 Enabling CHAP in each system.

2 Add Remote Compellent Connection from System 1 to System 2.
3 Add Remote Compellent Initiator from System 2 to System 1

4 Add Remote Compellent Connections from System 2 to System 1.
5

Add Remote Compellent Initiator from System 1 to System 2.

Note Once CHAP is enabled (Step 1), Steps 2 through 5 can be done in any order.

Remember the following:

» If Virtual Ports are enabled, CHAP is enabled in the Properties window of the Control
Port.

* Inalegacy system (one in which Virtual Ports are not enabled), CHAP is enabled in the
Properties window of each iSCSI 10 port.

» The difference between adding a Remote CHAP Initiator and a Remote Storage Center
CHAP Initiator is simply that Storage Center enters the first part of the Compellent IQN
name in the Remote Compellent Initiator window.

» If you add an iSCSI Remote Connection or Remote Compellent CHAP Initiator from an
iISCSiI folder, the connection or initiator is added for all ports. You can select an individual
card (in legacy mode) or Control Port (in Virtual Port mode) and add a remote iSCSI
connection or initiator only to that port.

Displaying Remote CHAP Initiators
Before configuring new CHAP initiators, you can view existing remote CHAP initiators.

* Inalegacy system (one in which Virtual Ports are not enabled), Remote CHAP Initiators
are on the iSCSI 10 card.

* In a system with Virtual Ports, select the Control Port.

From the shortcut menu, select Properties. The Properties window displaying the Remote
CHAP Initiator tab appears. This tab displays information about existing CHAP initiators.
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Adding a Remote CHAP Initiator
1 Inthe system tree, select the iSCSI card folder.

2 From the shortcut menu, select Add Remote CHAP Initiators. The Add iSCSI Remote
CHAP Initiators window appears.

3 Enter the CHAP Name and CHAP Secret of the Remote CHAP Initiator to be added to
the Control Port or IO Card.

Server CHAP Secret is required only if using Bi-Directional Authentication.

4 Click Add Now. The Remote CHAP Initiator is added.

Enabling CHAP

Note CHAP authentication is enabled on individual 10 Cards in legacy port mode and on
Control Ports in Virtual Port mode.
1 Inthe system tree, select a port.

e In Virtual Port mode, select the iSCSI Control Port.
* In non-Virtual Port mode, select an iSCSI card.

2 From the shortcut menu, select Properties. The IO Card Properties window appears.

3 Click on the CHAP tab on this window. The CHAP 10O information window appears.

10 Card Properties - 5000D031000003604 1'

ESEEa

CHAP Mame: qun.2002-03.com.compellent:SDDDdSIDDDDDSSDa

[T CHAP Authentication

CHAP Secret: I

The CHAP Secret is only required if Bi-directional
Authentication is utilized by connections from remote
Compellent Storage Centers.

- Cancel

Figure 150. CHAP IO Card Properties

Note The CHAP name is an iSCSI Qualified Name (IQN).

4 Check CHAP Authentication. The CHAP Secret name is no longer grayed-out.

5 For bi-direction authentication, enter any 12-character alphanumeric secret (similar to a
password) in the CHAP Secret field.

Storage Center 5.5 System Manager User Guide



Configuring Remote Connections Using CHAP

Note If you are using a QLogic QLA4010, Storage Center requires a CHAP Secret. If you
leave the CHAP Secret blank when configuring a QLA4010 card, the system asks
you to enter a CHAP secret.

6 Click OK. The system warns you that saving these changes disrupts iSCSI traffic.

7 Click (Save Changes) to save your changes. Or click No (Return) to abandon your

changes.

Creating CHAP Connections

Add Remote Compellent Connection from System 1 to System 2

In System 1 (legacy mode):

1
2

Log into a Storage Center system in which you enabled CHAP.

Select an iSCSI folder. w In a dual-controller system, it does not matter which of the
two disk folders you select; connecting the remote system to the cards in one controller
connects the remote system to all cards on both controllers.
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Figure 151. Select iSCSI Folder

3 From the shortcut menu, select Add iSCSI Remote Compellent Connections. The
Add iSCSI Remote Compellent Connections window appears.
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® Add iSCSI Remote Compellent Connections g@g|

o pack ) quit [ mdvisor

Enter the IP Addresses for the remote Compellent system. If the
Remote Compellent system is using i3T5 Virtual Ports, add the
IP Addresses of the Cantral Ports. If the Remote Compellent
system is not using ISCS! virtual Ports, add the IP Addresses of
the 10 Cards (physical ports).

IP Address: 0.0,0.0 0.0.0.0

0.0.0.0 0.0.0.0

Figure 152. Add iISCSI Remote Compellent Connections window

Note If the Remote Compellent system is using iSCSI Virtual Ports, add the IP Addresses
of the Control Ports. If the Remote Compellent system is not using iSCSI Virtual
Ports, add the IP Addresses of the 10 Cards (physical ports).

4 Add the IP Address of the Control Port of System 2. The IP Address appears in the
iISCSI folder containing the Control Port.

5 When you have entered the IP address and CHAP name of System 2, click Continue.
An additional Add iSCSI Remote Compellent Connections window appears.

6 On the second window, enter the CHAP Name of the Compellent port on System 2.

7 Entera Target Secret for the remote connection. The Target Secret must be at least 12
alphanumeric characters in length. It is the primary secret used in the connection
initiation process.

8 Enable or disable Bi-directional Authentication.

Note The Remote Compellent CHAP Initiator secret on the remote Storage Center must
match the Target Secret on the local Storage Center.

9 Select Continue.

10 Select a link speed.

11 Click Continue. The CHAP verification window appears.

12 Click Add Now. In System 1, the Control Port IP address and system name of System
2 now appear in the Remote Compellent Connections window off all the iSCSI cards.
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C Storage Management \-&\l‘isw Refresh ",' Help
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Figure 153. Remote Connections Verification

Add Remote Compellent Initiator from System 2 to System 1

To add the remote Compellent Initiator to System 2 (Virtual Ports enabled):

1 Log into System 2.

2 SelectaniSCSI folder. w In a dual-controller system, it does not matter which of the
two disk folders you select; connecting the remote system to the cards in one controller
connects the remote system to all cards on both controllers.

€ Storage Management L& Wiew

J Syskem Explorer

Refresh «2 Help

Alert Maoritor ]
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F-i‘ Add Remate Compellent CHAP Initiators

£
@ Fan; |8 Configure i5CS1 10 Cards
-1 Power Supplies
14l Temps
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% Controlers Mame |Status 1P Address Subnet Mask Gateway Slok Type
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- 5000010000360
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Figure 154. iSCSI Folder Shortcut Menu

3 From the shortcut menu, select Add Remote Compellent CHAP Initiators. The Add
Remote Compellent CHAP Initiators window appears.
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@Add iSCSI Remote CHAP Initiators

ek [ quit ] Advisor

=10l x|

CHAP Marne: ign.2002-03. com.compellent: I

Remote Target Secret: I

Remote Port Secret: I

A Remote Port Secret value is anly reguired if the Remote
Compellent Connection that is initiating the connection fram the
remote Storage Center is using Bi-directional Authentication.

Figure 155. Add iSCSI Remote CHAP Initiator

4

Add the System 1 CHAP Name that appeared in the CHAP properties window. To finish
the CHAP Name, you can easily copy the iSCSI Alias from the 10 Card or Control Port.

Add the Target Secret in the Remote Target Secret field that was in Step 7 on

page 184.

« If you are not using Bi-Directional CHAP, click Add Now.

» If you are using Bi-Directional CHAP, continue with <Number>, below.

If you are adding a Remote CHAP Initiator to a card that uses Bi-Directional
authentication, add the CHAP Secret for that card. The CHAP Name and CHAP Secret
appear in the Advanced Information for the initiator card.

c Storage Management %\"iaw

1B Properties

Refresh -',‘ Help

(%) 2:09PM | ) Log OFF @ System Status

oMo
B 4% Storage

( J# ) 5000D31000003609

=% Controllers
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%\ EPSI Default Time to Wait: 2 Second
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e c Remote Systems
- z Users Yes

CHAP Name:
CHAP Secret:

qun.ZUUZ-DS.EDm .compellent:5000d31 000003609

|12345&789ahc

Figure 156. Advanced Information for Card with CHAP Secret
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a Repeat <Number> through Step 3 on page 185. The Add Remote Compellent CHAP
Initiators window appears.

@Add iSCSI Remote CHAP Initiators o ] [

e osack [ quit  [FF] Advisor

CHAR Mame: ign.2002-03. com.compellent: ISDDDdSIDDDDDSGD‘i

Rernote Target Secret: Iabcdefghijkl

Remote Port Secret: |123456?89abc|

A Remote Port Secret walue is only required if the Remote
Compellent Connection that is initiating the cannection from the
remote Storage Center is using Bi-directional Authentication.

Zp Add Mow |

Figure 157. Add Remote Port Secret.

b Enterthe CHAP Name, Remote Target Secret, and Remote Port Secret for a card
that was configured with a CHAP secret.

c Click Add Now.

Add Remote Compellent Connections from System 2 to System 1

While you are in System 2 (Virtual Port Mode):

1

© 00 N oo 0o b~ W

Select an SCSI folder. |

From the shortcut menu, select Add iSCSI Remote Compellent Connections. The
Add iSCSI Remote Compellent Connections window appears.

Add the IP address of a System 2 card.
Click Continue.

Add the CHAP Name of the System 1 card.
Add CHAP Secret.

Click Continue.

Select a link speed.

Click Continue. The Verification window appears.

10 Click Add Now.

Note If you are connecting to a system in legacy mode, add a remote Compellent

Connection for each card.
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Add Remote Compellent CHAP Connection with Bi-Directional Authentication
To add a remote Compellent CHAP connection with bi-directional authentication:
1 Repeat Steps 1 through 6, above.

2 Enable Bi-Directional Authentication.

3 Continue with Steps 7 through 10, above.

Add Remote Compellent Initiator from System 1 to System 2
Complete the circle by adding a remote Compellent initiator to System 1 (legacy mode):
1 If you have not already done so, log into System 1.

2 Selectan SCSI folder. ]E In a dual-controller system, it does not matter which of the
two disk folders you select; connecting the remote system to the cards in one controller
connects the remote system to all cards on both controllers.

3 From the shortcut menu, select Add Remote Compellent CHAP Initiators. The Add
iISCSI Remote CHAP Initiators window appears.

4 Enter the CHAP Name of the remote IO card (for legacy mode) or Control Port (for
Virtual Port mode).

5 Enter the Remote Target Secret.

6 Addthe Remote Port Secret.

Note In our example, System 1 is in legacy (non-Virtual Port mode). We connected three
cards from System 1 to System 2. One of the three cards uses Bi-Directional
Authentication. In adding a Remote CHAP Initiator from System 1 to System 2, we

had to add the Remote Port Secret, even though only one of the cards will use Bi-
Directional Authentication.

7 Click Add Now.
Disabling CHAP
Note If you disable CHAP, you must re-do all Remote Compellent Connections.

Select a Control Port or iSCSI card. From the shortcut menu, select Properties.
Click the CHAP tab.
Uncheck CHAP Authentication.

A W N P

Click OK.
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Changing Remote Compellent Connections CHAP Settings

1

2
3
4
5

In the system tree, select an iISCSI card. The iSCSI information window appears.
Click the Remote Compellent Connections tab.

At the top of the window, click Properties. The properties window appears

Click CHAP. The CHAP authentication window appears.

Select or clear CHAP Authentication Enabled. If it is enabled, enter the Remote |10
card secret.

Select or clear Perform Mutual Authentication. If you select mutual authentication,
enter the connection secret and the remote connection secret.

Deleting Remote CHAP Initiators from a Servers

1

2
3
4

In the system tree, select an iSCSI card.
From the shortcut menu, select Remote CHAP Initiators.
At the top of the window, click Delete. The system asks you to confirm.

Click Yes. The CHAP initiator is deleted.
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Viewing SAS Cards

Serial Attached SCSI (SAS) cards use arbitrated bus technology. Each port contains four
separately-arbitrated lanes. Each lane can perform concurrent IO transactions at
3 Gb/sec. This provides an aggregate port rate of 12 Gb/sec.

190

A SAS card connects to a SAS enclosure. It is a back-end only connection.

Viewing SAS Folders

To view a list of SAS adapter cards on a controller

In the system tree, expand controllers and 1O cards to view the SAS folder. The SAS status

window appears. The folder displays

Name

Status

Slot Type
Speed

Phy Lane Status
Slot

Slot Port
Network

Usage

Device Name
Description
World Wide Name
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In the system tree, select a SAS port.

Viewing SAS Cards

¥ 2P 0] Log OFf @ System Stoltus]
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b Conres o | conaecinty | Hwdnore. | “chats
= 10 Cands
= FC Hame: 5000031000035908
= [ iscn World Wide Name: 5000031000035508
= sns Type: SAS 10 Card
Description: LSISAS3S0Y PCHE SAS Dual Port Adapter
I 50000310000
Borae Status: Up
& Power Supples Speed: 4 x 3 Ghps
4 Temps Phy Lane Status: 4 of 4 up
Gl Wolt s
o Cische Card Fault Domain:
W Ues Hetwork: Back End
= QB Enclosures Usage: In Use
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Figure 158. SAS 10 Card General Information

The system displays General SAS card information including:

* Name

*  World Wide Name (WWN)

» Type: SAS IO Card

» Description: of the port adapter

» Status: Up, Down, or Reserved

* Speed of I0: There are 4 lanes on each port. Each lane supports 3 Gbps.

« Fault Domain: Blank because this is a back-end connection only

* Phy Lane Status: Reports the number of lanes on each port that are up.

* Network: Back End or Unknown

 Usage: Inuse

» Preferred Controller: When ports are rebalanced, choose a preferred controller

e Initiator Count: 0 because this is back-end

» Target Count: Number of active disk drives in this system

 Both Count: Back-end connection

* Map Count: Number of volumes mapped to this system
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Viewing SAS IO Card Connectivity Status

1
2

In the System Tree, select a SAS card.

In the SAS IO card window, select the Connectivity tab. The SAS IO Card Connectivity
window appears:

= O T

9P et Update Frequency <% Find

ane

* Scroll 3etting % Diown Conneckions
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Up
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Target
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Target
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Target
Target
Target
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Target
Both

E
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QOFDEZDC
00349550
0040606

Figure 159. SAS IO Card Connectivity

The window displays:

World Wide Name

Status
Role
Port ID
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1 Inthe System Tree, select a SAS port.

Viewing SAS Cards

2 Inthe SAS IO port window, select the Hardware tab. The SAS IO Port Hardware window
appears:

\ ‘F | 5000D31000036D0OD

B

=

Description:
Revision:
Firmware Version:
Device Name:
Slot Type:

Slot:

Slot Port:

SFP Data:

LSISAS31601 PCLE SAS Quad-Ext Port Adapter
]

(01.29.00.00
PCIDEWDE
PCIE#-x0
6

1

A

ff[/ \_4
[?

ﬂ‘ 4| I
5%@5% DO;JJE &\Qé/ ;/7 g

/ —- -
(53/\ @/%&—\\w\

Fe— oM

Figure 160. SAS Hardware

The window displays:

Description: of the port

Revision: of the port

Firmware Version

Device Name

Slot Type: such as PCI-E

Slot: numbered from left (6) to right (1)
Slot Port: numbered from top (1) to bottom (4)

SFP Data: data sent by Small Form-factor Pluggables (SFPs allow network
operators to connect different interface types to the same network equipment via an

SFP port.)

3 The port location is highlighted. Mousing over the port displays port name and type.
Right-click to open the shortcut menu, from which you can view Properties and status.
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Viewing SAS IO Card Charts

5> To view SAS IO card performance charts

1 Inthe System Tree, select a SAS port.
2 Inthe SAS IO port window, select the Chart tab. The SAS chart appears.

Rebalancing Local Ports

Storage Center balances data storage between controller ports. If a controller has been
added or taken offline, the ports can become unbalanced.

1 Inthe system tree, click the Controllers folder. The system lists the controllers and
displays the local port condition as Unbalanced.

2 Select the Controller folder icon.
3 From the shortcut menu, select Rebalance Local Ports.
To clear the automatic reminder from System Manager to rebalance local ports, in the

Rebalance Local Ports window, select or clear Check for unbalanced local ports at Startup.

Note System access is restricted while the rebalancing process is in progress.
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Setting Up a Storage Center

The Storage Center Storage Management menu System > Setup options offer many
features that control basic Storage Center functionality.

c Storage Management \.{) Wiews Refresh -',‘ Help

b Create b Configure My Wolume Defaulks

\_{) Properties »

¥ oelete >

i volume  »

o Server  »

2 Disk. »

) [ Q Properties
& User »| <4 Find Unmanaged Hardware %
Phone Home: 4
Log Off » _ Submit & License

O Access » ) Configure Time
ﬁ Update » | Configure SMTP
0 shutdownRestart # Configure iSNS Server

U Configure Syslog Server

% Configure Local Ports

E. Virtual Ports 4
] Corfigure iSCSI 10 Cards

B4 add i5CSI Remote Compellent Connections
»,,'-}) Allow Replications toffrom Remote Systems
i Enable Manual Storage Mode

“¢% Multi-Controller ]

Figure 161. System Setup Menu

From this menu you can:
» Set configuration parameters that were skipped during initial setup
* Reapply settings

e Change initial installation parameters

Submitting a License

If you add applications, or increase the number of disks licensed for your system, you may
need to submit a new license. The license is emailed to you from your system provider.
Save the license file to a host system.

= To submit a license

1 From the Storage Management menu, choose System > Setup > Submit a License.

2 Onthe Select License File window, browse to the license file, indicated by a .lic
extension.
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ESelect License File

Lok, in: I[E] Licenses LI ,E ‘__*}IE|

File: narne: |sn211.li|: Select |
Files of Eype: ICompeIIent License File (*.lic) j Caricel |

Figure 162. Select License File Window

3 Select the license file. Click Load License. System Manager notifies you if the license

submission was successful.

Configuring Time

1 From the Storage Management menu, select System > Setup > Configure Time. The

Time Settings window appears.

@Time Seltings
eoeack [ out [ advisor

I[=] B3

Set the current region and time zane far this system and then set the system time or specify
the MTP server to which you would like the time to be synchronized.

Region: IUS LI

Time Zone: IUSICentral vl

& Configure Time Manually

|.o.pr 17, 2008 j | 11:53:20 Amﬂ

0 Use NTP Time Server

Address: ID.D.D.D

p Cancel

Figure 163. Time Settings Window

2 Select the region and time zone for the system from the Region and Time Zone lists.

Note The options you see may vary from those shown above. If a NTP time server is not

available, select Configure Time Manually to set the system date and time.

3 If aNTP server is available:

a Select Use NTP Time Server.
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b Enter the IP Address or domain name of the time server. If a NTP time server was
previously configured, the Last NTP time server update field displays the time of the
last update. If a NTP Server has not been entered, the Last NTP time server update
field does not appear.

4 Click OK to save the changes. If a NTP time server is set, Storage Center performs a
test to make sure updates are being received from the time server.

Configuring SMTP

Simple Mail Transfer Protocol (SMTP) is a protocol for sending email messages between
servers. Storage Center uses SMTP to send automated emails to an administrators
account when management is required.

= To configure SMTP

1 From the Storage Management menu, choose System > Setup > Configure SMTP. The
SMTP window appears.

o Configure SMTP

B cwit [ Advisor

Enahble SMTF E-mail

SMTP Mail Server: P Test server
Backup SMTP Mail Server: % Test server

Sender E-mail Address (MAIL FROM):

Comrman Subject Line:

[ Send Extended Hello (EHLO)
Send with Hello (HELO)
Send with Extended Hello (EHLOY:

[ Use Authorized Login (AUTH LOGINY
Login IC:

Password

Figure 164. Configure SMTP

2 Enter the IP address or fully-qualified domain name of the SMTP mail server in the
SMTP Mail Server box.

3 Enter the IP address or fully-qualified domain name of the backup SMTP mail server in
the Backup SMTP Mail Server box.

4 Click Test server to test the connection(s).
5 Enter a common subject line for all emails from Storage Center.

6 Enter the email address of the sender in the Sender E-mail Address (MAIL FROM) box,
and a common subject line for all emails from Storage Center in the Common Subject
Line box.
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7 Check the Send Extended HELO (EHLO) box to configure use of extended hello for mail
system compatibility. Instead of beginning the session with the HELO command, the
receiving host issues the HELO command. If the sending host accepts this command,
the receiving host then sends it a list of SMTP extensions it understands, and the
sending host then knows which SMTP extensions it can use to communicate with the
receiving host. Implementing Extended SMTP (ESMTP) requires no modification of the
SMTP configuration for either the client or the mail server.

8 Check the Use Authorized Login (AUTH LOGIN) and complete the Login ID and
Password boxes if the email system requires the use of an authorized login.

9 Click OK to save changes.

Configuring iSNS Server

iISNS is analogous to DNS. Just as DNS provides name service for servers and
workstations in a LAN, an iSNS server provides name service for initiators and targets in a
SAN. This makes the task of managing the storage network easier because data is
centralized on a server.

The iSNS protocol facilitates automated discovery, management, and configuration of
iISCSI and FC devices on a TCP/IP network. The protocol provides intelligent storage
discovery and management services comparable to those found in FC networks, allowing
an IP network to function in a similar capacity as a SAN. Because of its ability to emulate
FC fabric services, iSNS also facilitates a seamless integration of IP and FC networks and
manages both iSCSI and FC devices. Using iSNS thereby provides value in a Storage
Center system.

= To configure the Internet Storage Name Service (iISNS)

1 From the Storage Management menu, choose System > Setup > Configure iSNS Server.
The Configure iSNS Server window appears.

2 Enter the IP address of the server.

3 Click OK.

Configuring Syslog Server

All syslog messages have a logging facility, which is the location where messages are sent.
The syslog daemon sends messages based on the configured facility. If no facility is
specified, local0 is the default outgoing facility. Follow these steps to configure a syslog
server and logging facility.

= To configure the syslog server

1 From the Storage Management menu, choose System > Setup > Configure Syslog
Server. The Configure SysLog Server window appears.
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@ Configure Syzlog Server I =]

Syslog Server [P Address: |1?2.31.8.43

Syslog Facility:

Locall
Localz
Locald
p dLocalt
Locals

Figure 165. Configure SysLog

2 Enter the IP address of the syslog server in the SysLog Server IP Address box.

3 From the drop-down box, choose the Syslog Facility to where the messages are sent.

4 Click OK.
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Configuring Local Ports

The Configure Local Ports wizard simplifies configuration and allows you to configure
Legacy Mode and Virtual Port Mode local ports through a single wizard.

1

From the Storage Management menu, choose System > Setup > Configure Local Ports.

The Configure Local Ports wizard appears. The wizard displays tabs for each transport
type (FC, iSCSI, and SAS) present on the system. Information presented on tabs varies
by operational mode and by transport type. Operational mode is displayed in the lower
left of the window.

Note Sample screens for transport types are shown in Figure 166 on page 202 through

Figure 168 on page 203.

Click the tab for the transport type you want to view. Information displayed varies based
on transport type and mode:

Status: Can be Up or Down.

Slot/Port: Slot 1 is to the right. Port 1 is the top port on an HBA and port 4 is the
lowest.

Magnifying glass icon: click to open the Local Port Location window that displays
information about the port and shows a physical view of the 10 cards.

Purpose, Fault Domain, and User Alias are described in User Configurable Columns
on page 203.

World Wide Name: is a unique identifier which identifies a particular FC, iSCSI, or
SAS target.

Speed: displays port speed.

Map Count: displays the number of volumes that have been mapped to a server.
Modifying port configuration after volumes have been mapped to servers may cause
those volumes to go off-line. (Not displayed for SAS ports in Legacy Mode.)

Initiator Count: Number of remote ports with a role of initiator.

Target Count: Number of remote ports with a role of target (For FC and SAS, disks
show up as targets.)

Both Count: Number of ports that can both send and receive data (such as a second
Storage Center acting as a server).

Enclosure Connected: Can be Yes or No and is displayed for FC ports only — Virtual
Ports and Legacy Modes. Setting the value to Yes prevents the Configure Local
Ports wizard from setting front-end values on FC ports attached to an enclosure.

Slot Type: PCI-X or PCI-E.
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c) Configure Local Ports
= back ) quit ] Ackisor

Controller IStatus ISIot,l’Port | Purpose Fault Domain ‘World Wide Name User alias
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Figure 166. Configure Local Ports — FC Tab / Virtual Port Mode
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[ = Cancel ][ = Assign Mo ]

Figure 167. Configure Local Ports — iSCSI Tab / Virtual Port Mode
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@ Confipurs Local Ports

Contaober |t |Soapport | |Pupese workd Wide Name | Lier s speed Mt Cousn. Iriistin Courk | Target Count | Both Count. [ skt Type
U ETk ] ﬁr_lmk__‘ym-\!mm T ) ] 6 1 PCIE#E-
LB Down &2 [ ek o SO0 N0 Lo ] [ 0 ] FLIE#Gn
- ey Duwn 403 [E] Urbiwrn - S00003100003015 Wb [ [] ] [ PCIERE-x8
=TT Down  Ef4 [ rinewen . S0O0CE | CONN3E01 T Lnkrown a L] a ] PCIESE A
L ETE] o 1 [E]) back erdt » SO0 4x3G0s 0 0 iH 1 PCIERE-0
b LIk Down &2 [ ek w SO000 3100003603 Lnkrown L] 0 0 0 PCIESE-8
|_E LIk Down &3 [ Urdnewan w SO0 ONAMEOE Unkroun o (] (] o PCIE#E
L EFE] Down &4 [ ko o SOOI urrown ] [ ] ] PLIE#El

% st Dol
1 & Cancel b Argn How

Dperational Mode, Legacy Mode

Figure 168. Configure Local Ports — SAS Tab / Legacy Mode

User Configurable Columns
The following columns are user configurable on all tabs:

» Purpose: Valid values for port purpose vary by transport type and by operational
mode.

Port Purpose Transport Type |Legacy Operational Mode

Unknown All Port purpose is not yet defined, or the port is
unused.

Front End Primary FC and iSCSI Port is connected to servers and is used for the
server |0 path.

Front End Reserved |FC and iSCSI Port is connected to servers and used as a failover
path. Only used for dual-controller Storage Center
systems.

Back End FC and SAS Port is connected to disk enclosures.

Direct Connect FC and iSCS Port is directly connected to another Storage

Center controller and is used for inter-controller
communication.

Port Purpose

Transport Type

Virtual Port Operational Mode

Unknown FC and iSCSI Port purpose is not yet defined, or the port is
unused.

Front End FC and iSCSI Port is connected to servers and is used for the
server |0 path.

Back End FC and SAS Port is connected to disk enclosures.

e Fault Domain: Allows you to change the Fault Domain or set to <none>.

User Alias: Allows you to enter descriptive, user-friendly names for physical ports.
The defined name will be displayed as the port name in the System Manager

interface.

The following buttons are available and vary by transport type and by operational mode:

» Edit Fault Domains (FC and iSCSI tabs): See Editing Fault Domains (FC and iSCSI
tabs only) on page 204
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Edit Virtual Ports (FC and iSCSI tabs with Virtual Ports licensed): See Edit Virtual
Ports (FC and iSCSI only if licensed) on page 206.

Reset Defaults (all tabs): See Resetting Default Port Settings on page 208
Cancel (all tabs): Click to close the wizard.
Assign Now (all tabs): Click to assign the current configuration and close the wizard.

Editing Fault Domains (FC and iSCSI tabs only)

Select the Edit Fault Domains button to create, modify, or delete fault domains for the
selected transport.

Front end ports are categorized into Fault Domains that identify allowed port movement
when a controller or port fails. When working with Fault Domains, you should be aware of
the following concepts:

» In dual-controller Legacy Operational Mode:

Primary ports are designated for data traffic.
Reserved ports assume the data load transfer.

In the event of a failed primary port, reserved ports are also used for Inter-Process
Communication (IPC) traffic and Replication.

Fault domains group primary and reserved front end ports to each another.

Primary and reserved ports are assigned the same Fault Domain ID (an arbitrary
number) to designate where traffic will be moved in the event of a failover or
rebalance.

* In Virtual Port Operational Mode:

A Virtual Port's Fault Domain value is changed automatically when the Preferred
Physical Port's Fault Domain is changed or when the Virtual Port is moved to a new
Preferred Physical Port. This greatly simplifies activities such as merging fault
domains.

Front-End ports of the same transport type (iSCSI or FC) can be in a single Fault
Domain.

CautionFor iSCSI only, servers initiate 10 to iISCSI ports through the Fault Domain’s

Control Port. If an iISCSI port moves to a different Fault Domain, its Control Port
will change. This change will disrupt any service initiated through the previous
Control Port. If an iISCSI port moves to a different Fault Domain, you must
reconfigure the server-side iSCSI initiators before service can be resumed.

» Although each Virtual Port is assigned a preferred Physical port, in the event of any
failure, a Virtual Port can fail over to another Physical port within the Fault Domain.

» With multi-pathing software on a server, volumes can be mapped to ports in more than
one Fault Domain. To use multi-pathing, make sure that the server has software, such
as MPIO, to manage multi-pathing.

» To reduce network broadcast interference, configure Storage Center Ethernet and
iISCSI ports into a separate VLAN.
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= To edit a fault domain

1 On the Configure Local Ports dialog, click Edit Fault Domains to open the Edit Fault
Domains dialog for the selected transport type.

@ Edit Fault Domains - FC =13
4 B ouit  [F] advisor
Mame Type Used By Ports
£ >
[ = Delete Domain ] ’ = Edit Fault Domain ] ’ = Create Fault Domain ] | = Return

Figure 169. Edit Fault Domains (Fibre Channel example)

From this window, you can:

Delete Domain deletes an existing Fault Domain after you confirm the deletion. Or,
returns an error message if the Fault Domain is being used by a local port and cannot
be deleted.

Edit Fault Domain opens the Fault Domain Properties window that allows you to enter
a new domain name and optional notes for the domain. If the transport type is iISCSI,
the Fault Domain Properties window displays an IP Settings tab on which you can
view and reset:

» |IP Address (for the Control Port of the new iSCSI Fault Domain)
* Net Mask

*  Gateway

» Port Number

Create Fault Domain opens the Create Fault Domain window shown in Figure 170 on
page 206.

Return closes the Edit Fault Domains wizard.
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B quit [ aavisor

Please supply a unigue Name for this Fault Domain and select a connection type. You may
also specify notes.

Marme: Mew Domain 2
Type: FC v
Mates:

Figure 170. Create Fault Domain

Creating a New Fault Domain
1 Click Create Fault Domain. The Create Fault Domain window appears.

2 Enter aName and select a transport type from the dropdown Type list. Enter any optional
notes. Click Continue. The Create Fault Domain wizard returns a window showing the
name and type of the new Fault Domain.

a iSCSlonly. If the transport type is iISCSI, Create Fault Domain displays an IP Settings
tab on which you can view and reset:

* |P Address
* Net Mask
e Gateway

e Port Number

b Enter any changes and click Continue. Create Fault Domain returns a window
showing the Name and Type of the new Fault Domain.

3 Click Create Now to confirm Fault Domain creation. The Edit Fault Domains window
reappears listing the new Fault Domain.

4 Click Return to return to the Configure Local Ports window for the selected transport
type.
Edit Virtual Ports (FC and iSCSI only if licensed)

Select the Edit Virtual Ports button to modify the preferred physical port value for Virtual
Ports.

The Edit Virtual Ports button appears on tabs when the operational mode is Virtual Port
Mode and the transport type is FC or iSCSI. Use this dialog to modify the Preferred Physical
Port of a Virtual Port.
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Note When moving a Virtual Port to a different Preferred Physical Port, the Virtual Port’s
Fault Domain is automatically changed to reflect the Fault Domain of the new
Preferred Physical Port.

Editing Virtual Ports

1 Click Edit Virtual Ports to open the editing window for the selected transport type.

@ Edit Virtual Ports - FC
@k [ out B Advisar

H=

Virtual Part Configuration

World Wide M. ..

| s000D310...
¥ so00D310...
| s000D310...
¥ so00D310...

Type |Physical Port ...

FC
FC
FC
FC

Preferred
Preferred
Preferred
Preferred

Current Phys...

50000310000, ..
50000310000, .,
50000310000, ..
50000310000, .,

Current Ca...

S 877
SN 913
R
SN 913

Current Slot | Current Port | Fault D....

ENNENTRES

[RRNTTY

Preferred Physical Port Home Contr

S000031000038003 -

FaultDomain=Domain 1 Contro. .,

S000D31000036004 -

FaultDomain=Domain 1 Contr... 877

S00003100003601F -

FaultDomain=Domain 1 Contro. ., 913

S000D31000036023 -

FaultDomain=0omain 1 Contro... 913

S000031000038021 -

LB B B[S

FaultDomain=Domain 1 Contro... 913

i} >

[ = Return | [ = Apply Changes

Figure 171. Edit Virtual Ports

For each card, the system displays:

World Wide Name:

Type of Card

Physical Port Association
Current Physical Port
Current Controller
Current Slot

Current Port

Fault Domain

Preferred Physical Port

Home Controller: Personality Group for a port currently restricted to a single
controller. You can only move the Preferred Physical Port to a controller within the
same Home Controller (Personality Group).

Change the Preferred Physical Port using the dropdown menus.

Click Apply Changes to confirm your edits or Return to return to the Configure Local

Ports window.
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Note If the Physical Port of a Virtual Port does not match its Preferred Physical Port,
Storage Center Controllers are Unbalanced. From the Storage Management menu,
choose System > Setup > Multi-Controller > Rebalance Local Ports to open the
Rebalance Local Ports wizard and rebalance the ports.

Resetting Default Port Settings

Select the Reset Defaults button to generate the default port configuration for the selected
transport.

Note Resetting the port configuration to default settings will override any existing port
configurations and does not attempt to preserve the current connection state of
servers attached to the Storage Center. This process may cause volumes to go off-
line.

The Reset Defaults button is included on all tabs. Click this button to regenerate the default
port settings for the specific transport type.

If no volumes are currently mapped via the transport type, the following window appears:

QCO nfigure Local Ports
o pack [ ouit  [B] Advisor

Are you sure that you want to reset the local ports to the default values?

Figure 172. Reset Defaults Confirmation with No Mapping

If volumes are currently mapped via the transport type, the following confirmation window
appears:
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@ Configure Local Ports

@ Back [ ouit  [F] Advisor

Yolumes are currently mapped to Servers through the FC local ports. Resetting of these local parts ta
their default value could cause these Volumes ta go off line.

Are you sure that you want to reset the local ports to the default values?

Figure 173. Reset Defaults Confirmation with Mapping

» Click Yes to reset and No the reject setting local ports back to their default values.
Converting to Virtual Ports
Note Turn on NVIP Mode prior to converting an FC 10 card.

Before FC local ports can be converted to Virtual Port Mode, support for N_Port ID
Virtualization (NPIV) Mode must be turned on for all front end FC 10 Cards. Do this prior to
converting to Virtual Port Mode to allow the FC IO cards to communicate with the switches
and determine if NPIV is supported.

1 From the Storage Management menu, choose System > Setup > Convert to Virtual Ports
> NPIV Mode On All FC IO Cards > Turn On NVIP Mode. A window appears asking you to
confirm turning on NPIV Mode for front end FC 10 cards.

2 From the Storage Management menu, choose System > Setup > Convert to Virtual Ports.
The Convert to Virtual Ports wizard appears.
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® Convert to ¥irtual Ports

- B cuit [ pdvisor

Select the transport types to convert to Virtual Port Mode:

Mame
= FC
8 iscst

SelectAll Unselect All

@ Continue

Note By default, all transport types are selected.

3 Select the transport types (FC or iSCSI) to convert to Virtual Ports. The Storage Center
checks to see if the selected transport types are eligible for converting.

 If the conversion pre-check finds errors, an error message explaining the error is
returned and the conversion process is canceled.

» If no errors are found, a confirmation message is returned and the conversation
process begins.
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Configuring iSCSI 10 Cards

AlliISCSI IO Cards must be assigned static IP Address, Subnet Mask, and Gateway values
before the IO Cards can be used. The Configure iSCSI IO Cards wizard simplifies iISCSI IO
card configuration by allowing you to configure cards through a single wizard screen. If
iISCSI cards were not configured as part of initial setup, use the Configure 10 Cards wizard
to configure both initialized and initialized cards.

= To configure an iSCSI 10 card

1 From the Storage Management menu, choose System > Setup > Configure iSCSI 10
Cards. The Configure iSCSI 10 Cards window appears.

(3 Configure iSCSI 10 Cards

“« ) cuit Advisor
Configure network attributes for iISCSI 10 Cards
Conkraller |SIOt,l'Pnrt |Descriptic-n IP Address Subnet Mask Gakeway
P 77 21 GLogic QLE4062 i5CSI Adapter Rev O Copper [172.10,12.40 Z55,255.255.0  |172,10.12.1
:' 77 22 QLlogic QLE4062 i5C51 Adapter Rev 0 Copper |172,10,12.41 255.255.255.0 (172100121
marr 31 Chelsio T320 Dual Part iSCST Adapker 10.2.2.6 755.255.255.0  [10.2.2.1
:' 77 3z Chelsio T320 Dual Port iSCSI Adapter 10.2.2.7 205,235,255.0 |10.2.2.1
P 913 21 GLogic QLE4062 i5CSI Adapter Rev O Copper [172.10,12.42 Z55,255.255.0  |172,10.12.1
:' 913 22 QLogic QLE4062 iSC51 Adapter Rev 0 Copper |172,10,12.43 255.255.255.0 (172100121
a3z 31 Chelsio T320 Dual Part iSCST Adapker 10.2.2.8 755.255.255.0  [10.2.2.1
:' 913 3z Chelsio T320 Dual Port iSCSI Adapter 10,2.2.9 205,235,255.0 |10.2.2.1

[ = Cancel ] l & Save Configuration

Figure 174. Configure iSCSI 10 Cards

Note Uninitialized cards display an IP Address of 0.0.0.0.

2 Enter IP Address, Subnet Mask, and Gateway values for all 10 Cards.

3 Click Save Configuration to configure the iISCSI IO Card. A progress window appears
showing configuring and port refresh progress.

If any 10 Cards have not been configured, a warning message is displayed. Select Yes
to leave the IO cards uninitialized.

4 When configuration is complete, the wizard closes automatically.
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Allowing Replications to/from Remote Systems

1 From the Storage Management menu, choose System > Setup > Allow Replications to/
from Remote Systems. The Allow Replications to/from Remote Systems window
appears. This screen shows Storage Center connectivity.

(® Allow Replications to/from Remote Systems

o cack [B) ouit 7] Advisor

Remote Systerns

MName |System Serial Mumber Allow Async Replication

( Storage Center: 63 63 Allowed v
c Starage Center: 201 201 Allowed v
( Storage Center: 202 202 Allowed v
c Storage Center: 209 209 Allowed v
( Storage Center: 236 236 Allowed v
c Storage Center: 549 349 Allowed v
( Storage Center: 857 57 Allowed v
c Storage Center: 577 77 Allowed v
( Storage Center: 954 054 Allowed v
c Starage Center: 971 971 Allowed v

[ 4 Cancel H = 0K ]

Figure 175. Allow Replications Window

Note By default, asynchronous replication is allowed for all systems.

2 Disallow asynchronous replications by using the dropdown menus on this window to set
the value to Not Allowed.

For additional information about this topic, refer to Synchronous and Asynchronous

Replications on page 329.
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Viewing Licensed Applications

From the Help menu, select Licensed Features. The Licensed Features window appears.

nsed Features

SMb54

Eeature. Enabled Expiration
Storage Center Core Yes Unlirnited
Dynamic Capacity Yes Unlirmited
Data Progression Yes Unlirmited
FastTrack fes Unlimited
Diata Instant Replay Yes Unlirnited
Sync Remote Instant Replay Yes Unlirnited
Async Remote Instant Replay Yes Unlirmited
Dynarmic Controllers Yes (2] Unlimited

Murnber of disks licensed:
Murnber of managed non-spares in use:
Additional licensed disks allowed:

=L earn mare about licensing features

2048
{3
2043

for your Compellent Systerm

Figure 176. Licensed Features

New features can be licensed by clicking on the link.
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Configuring System Access via IP Filtering

214

By default, IP filtering is off, implying an Allow Any rule. Once you create an IP filter, Storage
Center infers that no one has access except for the specific access granted in the IP filter.
Make sure that the IP filters grant sufficient access to all System Manager users.

Caution: Be careful when configuring IP Filters. If an IP Filter does not permit access to
Admin users, it is possible to lock yourself out of the system.

IP Filtering creates access control list either by user type (for example, Administrator) or by
specific user. If you use IP Filtering, you must use it to control all system access. IP Filtering
creates an Allow Access Control List. If there is no specific allow rule, access is denied.

If you use network address translation (NAT) be sure to specify the IP address that is seen
by the Storage Center systems. It will not necessarily be the same as the local IP of the
machine you use to access the Storage Center GUI.

Managing IP Filtering

1 From the Storage Management menu, choose System > Access > IP Filtering > Manage
IP Filters. The first screen of the Manage IP Filters wizard appears:

(® Manage IP M=

fu ) quit  [F] Advisor

Warning: Mo filters exist for the current User Mame and IP Address.

If vou create IP Filters that do not include this User Mame and IP Address, vou will not be able to login again.

Select Create Filter for this User to create an IP Filter that will give this User Name and IP Address
access the next time you login.

Select Create IP Filter to create a different IP Filter.

Select View Existing Filters to view any existing IP Filter(s).

[ =) Create Filter For this User ] l =) Create IP Filker I [ =) View Existing Filters

Figure 177. Manage IP Filters
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The System Manager notifies you if there is no filter for the current User Name and IP
Address and warns you that you must include this information to have access at the next
login. From this window, you can:

If no filter exists, Create Filter for this User allows you create a new filter for the
current user that will give the current User Name and IP Address access for
subsequent log ons. If a filter already exists for the current user and IP address, this
button is not displayed.

Create IP Filter allows you to create a new IP filter.

View Existing Filters allows you to view all existing filters including User Names, User
Privileges, and the IP Addresses or Ranges.

Creating an IP Filter for a User

1 Click Create Filter for this User on the first screen of the Manage IP Filters wizard. A
summary window showing the IP Filter that will be created for the current User Name
and IP Address appears.

[

o Back ) ouit [F] Advisor

AEH|

An access rule will be created with these attributes:

User Name: Admin
User Priv: Administrator
IP Address or Range: 172.31.100.116

Warning: If vou connect to the Compellent Systern through a firewsall using Network Address Translation
(MNAT) be sure to specify the IP Address that will be seen by the Compellent System, not the one from your
desktop

Itis strongly advised to double check this hefore creating the access filter.

& Cancel ] [ = Create Mow

Figure 178. Create Filter for this User

If you are using Network Address Translation (NAT), warnings appear cautioning you to use
the address that is seen by the Storage Center

2 After you have double checked all information, click Create Now to create the access rule
filter.
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Creating a New IP Filter

1 Click Create IP Filter on the first screen of the Manage IP Filters wizard. A window
appears that allows you to set a privilege level for a group of users or for a specific
user.

@ Manage IP Filters

* & Return B9 cuit [ Advisor

Select the user privilege level or the specific user for this filter:

@ User Privilege Level

O Specifc User
3
Y

Figure 179. Create IP Filter

2 The window offers the following choices:

» Click User Privilege Level to select a privilege level for all users. The choices are:
Reporter, Volume Manager, or Administrator.

» Click Specific User to select a privilege level for a specific user.

Which ever choice you make, the following window appears that allows you to select a
Single Host, an IP Address, or a Range of IP Addresses for the filter.
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® Manage IP Filters
@ Back @ Retun B quit [ Advisor

Select the IP Address or Range for this filter:

® Al Hosts

O single IP Address
|None |

O Range of IP Addresses
|Nmne | to ‘Nnne

Figure 180. IP Address Selection

The window offers the following choices:
* All Hosts
* Single IP Address
* Range of IP Addresses

3 Make a selection for the IP filter. If single or range is selected, enter the associated IP
Address or range of IP Addresses for the filter.

4 Click Continue. A summary window appears showing the attributes of the filter you are
about to create.
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(] Manage IP Filters

@ Back & Retun ) ouit [F] Advisor

An access rule will be created with these attributes:

User Name: =
User Priv: All Users
IP Address or Range: All Hosts

Warning: If you connect ta the Compellent Systern through a firewall using Metwork Address Translation

[MAT) be sure to specify the IP Address that waill he seen by the Compellent Systern, not the one fraom
wour desktop

It is strongly advised to double check this before creating the access filter

[ A Cancel ] [ =P Create Mow

Figure 181. Filter Creation Attributes

5 Click Create Now to finish creating the filter. A confirmation window appears displaying
all Current IP Filter(s) including the newly created filter.

(® Manage IP Filters

et B out [ agvisor

Current IP Filter(s}:

}_User Marne |User Privilege IP Address or Range
k4 All Users All Hosts
[+ All Users All Hosts

Warning: If you caonnect ta the Compellent Systern through a firewall using Metwork Address Translation

[MAT) be sure to specify the IP Address that will be seen by the Compellent Systern, not the one fram yaour
desktop

It is strongly advised to double check this before creating the access filter

[ = Mew Filker ] [ = Modify Filker ] [ P Delete Filter ] | [ = Closs

Figure 182. Current IP Filters
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The window displays the following buttons:

New Filter: This option has the same selections as when creating an IP Filter as shown
in Figure 179 on page 216.

Modify Filter: This option has the same selections as shown in Figure 179 on page 216
and when entering an IP Address as shown in Figure 180 on page 217. If a modification
would disallow all access for the current User Name and IP Address, a warning
message will appear.

Delete Filter: This option deletes the selected IP filter. Do not delete an IP Filter that
provides access for the current User ID and IP Address.

Close: Closes the Manage IP Filters wizard. If deletion of the selected filter would
disallow all access for the current User Name and IP Address, a warning message will
appear.

Viewing Access Violations

From the Storage Management menu, choose System > Access > IP Filtering > Access
Violation Viewer. The Access Failures window appears. This window reports failures by:

User Name
IP Address

Time
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Viewing Disk Space Usage Summary

The Online Storage tab displays various storage summaries, trends, and reports.

Available Storage Summary

The Available Storage Summary displays disk space usage for each disk folder.

1 From the Storage Center View menu, choose Online Storage.

2 Select Available Storage Summary. The Available Storage Summary window appears.

( Storage Management Refresh w2 Help ) 10015 AM Log OFF @ Swstem Stat

( System Explorer T Cnline Storage 1

Available Storage Summaryl Storage Consumption Trends| Data Progression Pressure Reparts | Volume Distribution Reponsl

Assigned

556.93 GB
224 TB
Status: Mormal
Tatal disk space: 2,24 TB
Total space allocated For wolume use: 549,34 GB (23.99%)
B Allocated space used by volumes: 99,96 GE (4.36%)
[l Free allocated space: 449,39 GB (19.62%)
|:| Unallocated disk space: 1.69 TB (75.68%)
Tatal free space: 213 7TB {95.3%) I
. Space reserved by system: 7.59 GE {0.33%)
4 spares avalable with 444,38 GB of space For RAID rebuilds.
1] | >

Figure 183. Available Storage Summary Window

The Storage Summary displays:
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Status: Normal or Disk Low. Disk Low is an indication that you need to add storage.

Total Disk Space: for each disk folder. Generally there is only one disk folder. Total Disk
Space displays the sum of all disk drives in each disk folder. A disk folder is a logical
grouping of physical drives with similar page sizes and redundancy. Disk folders can
contain a mixture of drive types, capacities, and speeds. The total capacity of the disk
folder is the sum of the capacities of the drives within the folder. Disk folders also contain
spare drives, reserved to replaced a failed drive. Because space on a spare drive is not
used until another drive fails, its capacity is not included in the total capacity for the disk
folder.

Total Space Allocated for Volume Use: (total space minus overhead)

Allocated Space Used by Volumes: Storage Center allocates disk space based upon the
configurations and 10 patterns of each volume. As more space is used, Storage Center
allocates additional space. When the system has no more space to allocate, it alerts you
via the Alert Monitor.

Free Allocated Space: allocated by the system to be used when needed
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» Unallocated Disk Space: not allocated, not used

* Space reserved by system

» Unusable bad disk sectors on disks, if any

* Number and capacity of spares, if any

* Number of unmanaged disks attached to the system, if any

* Number of external devices attached to the system, if any

Storage Consumption Trends

In addition to the amount of space consumed and available, view 10 trends in the Storage
Consumption Trends window. This report displays the history of storage consumption for
each disk folder and each class of disk.

Data storage trends by disk class indicate which disks are getting increased use. Storage
trends by disk class can help you decide which disks to add if a system needs additional
space.

= To view storage consumption trends

1 From the Storage Center View menu, choose Online Storage.

2 Click the Storage Consumption Trends tab. The Storage Consumption Trends window
appears, showing consumption by disk folder (by default, Assigned) and disk class.
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) 2:02PM | ) Log OFf (D) System Status

c Storage Management \{View
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Figure 184. Storage Consumption Trends

Data Progression Pressure Reports
By default, Storage Center using Data Progression gradually migrates data down from
high-end drives to be stored on lower-end drives. If a disk class is full, Storage Center writes

data to the next lower class. Using Storage Profiles, you can create volumes that reside
only on one disk class. For example, a volume that contains only Replays might be stored

on a lower disk tier.
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Use the Data Progression Pressure Report to make intelligent decisions on the types of
disks to add to a system. The System Manager groups disks by disk type. Data Progression
uses Dynamic Block Architecture to move data to performance-appropriate and cost-
effective disk tiers. For each Storage Type, the Data Progression Pressure Reports window
displays how space is allocated and consumed across different RAID types and storage
tiers.

To view data progression pressure reports

1 From the View menu, select Online Storage.

2 Click the Data Progression Pressure Reports tab. The Data Progression Pressure Report
appears.

% Yiew Refresh <4 Help

(%) 10:05 AM | Log OFF @ System Status
System Explorer Ijl Orline Storage ]

Awailable Storage Bummar\r' Storage Consumption Trends  Data Progression Pressure Repots | volume Distribution Reponsl

Assigned Redundant 2 WMB
Space available in disk folder: 205 TE  Allocated to Redundant 2 ME storage: 256.34 GB Total space allocated: 257.03 GB

Tier 1 Storage Sample Time: |< Current = vl Al Vl

Space available intier: 205 TE  Allocated to Redundant 2 MB storage: 256.34 GB Total space allocated: 257.03 GB

Tier 2 Storage

Space available intier: 0 MB  Allocated to Redundant 2 MB storage: 0MB  Total space allocated: 0 ME

RAID Level | Track I Chart I [ Disk allacated | [l Disk: Lised I [0 Maving UpI [ Maving Dawn I Yolume
\j RAID 10-DM Fast | 43,04 GB 1,39 GB 0 ME 0 ME 16.01¢
| RAID 10-0M  Standard I J104.15 c& &MB 0Me 0MB 3472t
\j RAID 6-10 Fast 0 MB omMBe 0 MB 0 MB 0 MB

] RAID 66 Standard I J104.15 GB 116 MB oME oME £9.43 ¢
\j RAID 6-10 Standard 0 ME omMB 0 ME 0 ME 0 ME

1 | i

Tier 3 Storage

Space available intier; 0ME  Allocated to Redundant 2 MBE storage: 0 MB  Total space allocated: 0 MB

RAID Level [ Track Chart [0k allocated |l Disk Used [T Moving Up| [ Moving Down [wolume
RAID 10-DM  Fast 0 ME 0MB 0 ME 0 ME 0 ME
RAID 10-DM  Standard O ME OME O ME O ME O ME
RAID 6-10 Fast 0 ME OMB 0O MEB 0O MEB 0O MEB
RAID 6-10 Standard 0 ME 0mME 0 MEB 0 MEB 0 MEB

| | i

RAID Level | Track Chart I ["]Disk Allacated | [ sk Used I [ Moving UpI [0 Moving Dowin | Yolume
RAID 10-DM Fast 0 1B 0MB 0 MBE 0 MBE 0 MBE
RAID 10-DM Standard 0 MB omMBe 0 MB 0 MB 0 MB
RAID 6-10 Fast 0 MB omMB 0 MB 0 MB 0 MB
RAID 6-10 Standard 0 ME omMB 0 ME 0 ME 0 ME

1 | i

Figure 185. Data Progression Pressure Reports

The Data Progression Pressure Report displays:

» Space available in a disk folder, such as Assigned. Disk folders cannot share space.
» Space allocated to this type of storage.

» Total space allocated across all types of storage

For each tier, the Data Progression Pressure Report displays

* Space available in tier.

» Space allocated to this type of storage
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Total space allocated from this tier across all types of storage

Click on a column head to sort data in that column. Within each Tier, the Data Progression
Pressure Report displays

RAID level

Track: fast or standard

Bar chart displaying allocated space and space consumed

Disk Allocated: Space reserved for volumes on this system

Disk Used: From the amount allocated, the amount that is in use by volumes

Moving Up: In the next Data Progression cycle, the amount that will be moved up.
Indicated in the bar chart by a green bar and up arrow.

Moving Down: In the next data progression cycle, the amount that will be moved down.
Indicated in the bar chart by an orange bar and a down arrow.

Volume Allocated: The amount of space presented for the use by volumes after RAID is
applied

Volume Used: The amount of space used by volumes after RAID is applied.

The amount of space saved by moving less-accessed data to RAID 5 rather than using
RAID 10 for all data

Data Progression Pressure Reports can display data up to 30 previous days so that you
can see how Data Progression has moved data between RAID types and disk tiers. To view
status for a previous time period, click the pull down menu. Select a date and time.

Total space allocated: 273 TB

I::Current =
space allocated: 685.549 GB -

04/03)2008 02:27:36 pm = —
04/03§2008 01:27:36 pr

ng UpI |:| Moving Diovn |‘\-'0Iume o

O MB 7284 G803 12008 10:43:47 am
QOEE B7.59 GB 04 j03/2008 10:28:47 am
O ME 76.52 GBln4n3iz008 10:13:47 am
0 MB 87.74 GB(04/03/2008 09:58:47 am
0 MB 178,25 G|04/02/2008 05:12:17 am |~

Figure 186. Select Previous Time for Data Progression Pressure Report
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Volume Distribution Reports

The Volume Distribution Reports window displays the amount of storage space each
volume is consuming. Information includes space allocated for a volume and the amount of
space actually consumed. The volume distribution report can help you recover space by
identifying logical and physical space.

5> To view the volume distribution report

1 From the View menu, select Online Storage.

2 Click the Volume Distribution Report tab. The Volume Distribution Report appears.

c Storage Management \_% View Refresh &% Help ) 2:06 PM Log Off () System Status
System Explorer |:| Online Storage w
Available Storage Summan-'| Storage Consumption Trends | Data Progression Pressure Reports | Yolurme Distribution Reports |
Logical Space Consumed Physical Space Consumed © [~

SR it BEE00 | o0 Data Data Growth Replays Replay Growth | Overhead [ Total Consumed Borrowed st Lt

blackhook: 0 volumes 0ME [i] 0 ME 0 MBfday 0 ME 0 MBfday 0 MB 0 ME 0 ME AI

bombay 0 volumes 0ME [i] 0 ME 0 MBfday 0 ME 0 MBfday 0 MB 0 ME 0 ME

coppethaok. 1 0 wolumes 0ME [i] 0 ME 0 MBfday 0 ME 0 MBfday 0 MB 0 ME 0 ME

ES%3.5CIus. ..} vm-02-db-simsto... | 100GE |5 100 GB 26,74 MBfday | 385.77 GB |7.09 GBiday 9% 485.77GE 1639 GB 0 ME 09(29/2009 1
win-02-db-simlog. .. 50 GB 5 49.99 GE 0 MEfday 476 ME 6.7 ME/day 0% 50.46 GB 56.62 GE 0 ME 09(29/2009 1
win-01-de-boot_d....; 40 GB 5 6.12 GB 0 MEfday 266 GB 10.81 MEjday |30 % 8.8GB 9.99 GB 0 ME 09(29/2009 1
win-0Z-exchange. ..} 40 GB 5 9.15GB 195.59 ME/day | 4.16 GE &7.29 MEjday |31 % 13.32 GB 15.9 GB 0 ME 09(29/2009 1
win-03-db-logs-rd...;: 50 GB 5 1.15GE 0 MEfday 136 ME 4.2 ME/day 10 % 1.25GB 1.45GE 0 ME 09(29/2009 1
win-03-db-stores... 1 100 GB35 980 ME 0 MEfday 564 ME 2.63 MBE[day 36 % 1.51 GB 1.7 GE 0 ME 09(29/2009 1
win-03-exchange. ..} 40 GB 5 6.52 GB 0 MEfday 3.32 GB 13.76 MBjday |32 % 10.14 GB 11.64 GE 0 ME 09(29/2009 1
win-04-db-logs-rd.. . 50 GB 5 670 ME 4.8 ME/day 76 MB 0.45 ME[day 10 % 746 MB 850 ME 0 ME 09(29/2009 1
win-04-db-stores... 1 100 GB35 596 ME 0 MEfday 226 MB 0,25 ME[day 27 Yo 822 MB 926 ME 0 ME 09(29/2009 1
win-04-exchange. ..} 40 GB 5 6.67 GB 0.4 ME/day 3.26 GB 14.04 MEjday |32 % 9.94 GB 11.55GE 0 ME 09(29/2009 1
win-05-exchange. ..} 40 GB 5 5.91GE 0.19 ME[day 2.36 GB &.51 MEday 28 %o 8.27 GB 9.37 GB 0 ME 09(29/2009 1
win-06-db-dbs-rd...} 100 GE 5 176 ME 0 MEfday 224 MEB &.51 MEday 56 Yo 400 MB 4438 ME 0 ME 09(29/2009 1
win-06-sgl-sgliosi... § 40 GB 5 71GE .44 ME[day 3.06 GB 166.23 MB/day | 30 % 10.16 GB 11.68 GE 0 ME 09(29/2009 1
win-07-db-dbs-rd...} 100 GB35 226 MB 0 MEfday 282 ME 21.63 MBjday |55 % 508 MB 614 ME 0 ME 09(29/2009 1
win-07-db-logs-rd...;: 50 GB 5 17,68 GB 0 MEfday 32.01 GB 1.97 GEfday B4 % 49.59 GB 61.29 GE 0 ME 09(29/2009 1
win-O8-iowerify-1... 1 40 GB 5 6.76 GB 309,49 MEjday | 5.76 GE 951,44 MBjday |46 % 12.52 GB 14.57 GB 0 ME 09(29/2009 1
win-09-ioverify-2.... 1 40 GB 5 713GE 531.2 MBjday |5.89 GE 922,54 MBjday |45 % 13.02 GB 18.19GE 0 ME 09(29/2009 1
win-10-iowerify-3... ¢ 40 GB 5 £.92 GB 400,54 MEjday | 8.4 GB 2.43 GEfday 54 % 15.32 GB 22,64 GB 0 ME 09(29/2009 1
win-10-ioverify-r.. . 11 TR 7 500 ME 0 MEfday 266 GB 721,33 MBjday |84 % 3.17 GB 3.99 GB 0 ME 09(29/2009 1
win-06-db-logs-rd.. . 50 GB 5 16,61 GE 0 MEfday 26,83 GB 512.27 MBjday |61 % 43.64 GB 49.09 GE 0 ME 09(29/2009 1
win-07-sql-sgliosi... § 40 GB 5 6,83 GB 0.0 ME[day 2.05GB 12.65 MEjday |23 % 8.58 GB 10.1 GB 0 ME 09(29/2009 1
win-O8-ioverify-r.. & GE 7 500 ME 0 MEfday 2.93GE 722,24 MBjday |85 Y 3.42 GB 4.27 GB 0 ME 09(29/2009 1
win-0%-iowerify-r. 1ESO0GE 17 500 ME 0 MEfday 271 GE 735,36 MBjday |84 % 3.20GB 4.03GB 0 ME 09(29/2009 1
23 volumes 27716 1121 259,20 GE 1.4 GEfday 495,62 GE 1 16.3 GEfday 755.11 GB | 960,06 GB 0 ME

ES¥4.0CIus, ..} vm-14-db-logs-rd.. .| 50 GB (3 160 MEB 0.21 MB/day 80 MB 1.01 MBfday 3% 240 MB 268 MB 0 ME 09(29/2009 1
win-13-exch07-5... {60 GB & 16.79 GE 0,08 ME[day 7.67 GB 11.55 MEjday |31 % 24,46 GB 2777 GE 0 ME 09(29/2009 1 o

y ol

Figure 187. Volume Distribution Report

» Server: Storage Center groups volumes by the server to which they are mapped. The
row beneath each server grouping details the totals for all volumes mapped to that
server.

* Volume: Name of the volume
» Defined Size: Defined logical size of the volume.

* Replay Count: number of Replays associated with the volume. The Replay count
includes the active Replay. Each volume has a Replay count of at least one, even if no
manual or scheduled Replays have been taken. Volumes are attached to Replay
Profiles. You may be able to recover some space by revising a Replay Profile.
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Logical Space Consumed

Under the heading, Logical Space Consumed, the Volume Distribution Report displays:
* Data

+ Data Growth

* Replays

* Replay Growth

* Overhead

* Total Logical Space Consumed

The Volume Distribution Report displays logical space consumed by a volume and
additional space this volume is consuming because of the existence of Replays. It details
growth rate trends for both the volume and the associated Replays. Because Replays
contain information about changes that occurred on a volume over time, they take up
space. For example, a volume and all of its Replays might consume 10 GB of space. If all
the Replays were expired, the volume would only consume 8 GB of space. In this case,
the Replay overhead is 2 GB.

Physical Space Consumed

Under the heading, Physical Space Consumed, the Volume Distribution Report displays
physical space:

» Consumed
* Borrowed
* When the displays was last updated

Physical Space Consumed details the physical disk space consumed by a volume and all
associated Replays. If this volume is a View volume related to another volume, it could be
borrowing space from that volume. Borrowed space occurs when a volume shares Replay
space with another volume.
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SNMP Server

The Simple Network Management Protocol (SNMP) properties monitors Storage Center
over the network using the SNMP application.

Configuring the SNMP Server

1 From the Storage Management menu, choose System > Access > Configure SNMP
Server. The SNMP window appears.

Enter Read-only Community String.
Enter Read Write Community String.
Click Start Agent.

Enter Trap Community String.

Enter Trap Port.

Select a Trap Type.

Click Start Trap.

© 00 N oo o b~ W N

Click OK.

Configuring a Secure Console

Caution: A machine used as a proxy server for Phone Home cannot be dependent upon
Storage Center itself. If a proxy server is dependent on Storage Center, the
system cannot Phone Home or connect via SSH as it is booting. Do not modify
secure console configuration without the assistance of Dell Support Services.

A secure console allows support personnel to access to a Storage Center console via SSH
without connecting through the serial port.
= To configure a secure console

1 From the Storage Management menu, choose System > Access > Configure Secure
Console. The system warns you not to modify the secure console without the
assistance of Dell Support Services.

2 Ifyou are being assisted by Dell Support Services, click Continue. The Configure Secure
Console window appears.

3 For additional information, contact Dell Support Services.

Restarting / Disabling Secure Console Access

If secure console access was enabled via the Configure Secure Console wizard, options to
restart or disable secure console access to the Storage Center are available on the
Storage Management > System > Access menu.
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Generating a New SSL Certificate

= To generate an SSL certificate

1 Choose System > Access > Generate New SSL Certificate. The Generate New SSL
Certificate window appears.

Note The initial certificates shipped with the Storage Center probably will not match the IP
Address or DNS name assigned to your system once it is set up on your network.
This means that when you connect to the Storage Center, you see a pop up message
identifying a mismatch when comparing the IP Address or DNS name in the
certificate, to the IP Address or DNS of the system.

2 To correct this mismatch, enter the IP Address or DNS name of Storage Center as you
refer to it in your browser. Storage Center generates a new certificate set with this IP
Address or DNS name, eliminating the mismatch message when connecting. This
command closes the current connection. You must login again to the system after the
new certificate is generated.

3 Click Generate Now to create and install the new certificates.

Resetting the License Acceptance

1 From the Storage Management menu, choose System > Access > Reset License
Acceptance.

2 Click Yes (Reset Now).
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Viewing System Properties

From the Storage Management menu, choose System > Properties. The General System
Properties window appears.

System Properties - MIPDBT7 le

¢ e )

Type: System

Storage Center ID: avry

Managerment 1P Address: |1?2.31.8.133 |
Operation Mode |N0rmal v|

4 Cancel H = OK |

Figure 188. System Properties — General

From this window you can change the following settings:

» System name: Changing the system name does not have any real effect on the
system other than displaying a different name.

» Management IP Address: is used only for dual controller systems. It is the IP address
that is used for running the system software. This IP Address is always connected to
the leader. If the leader fails, the peer takes over the management IP. Thus users can
use the same IP address to access the software even when the normal leader is
down.

» Operation Mode: The default mode is Normal. Changing to Maintenance or Install
ignore the alerts that are created in certain circumstances. When a system is first set
up, it has a value of Install. At the end of the startup wizard the value is changed back
to Normal.

3 Click OK to save any changes.
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Selecting RAID Stripe Width

The default stripe width for storage profiles is 10 wide (RAID 6-10). Modifying this value
updates the RAID 6 selections for all system Storage Profiles. It also modifies the RAID 6
selections for user-created Storage Profiles unless Manual Storage Mode is enabled.

In a standard Storage Center system, a percentage of most-used data is storage on
RAID 10 (striped and mirrored). Data that is used less is stored on RAID 6-10 (which uses
an algorithm to rebuild data if one drive in the logical unit should fail). For RAID 5, the stripe
width determines whether the logical unit is comprised of five or nine drives. For RAID 6,
the stripe width determines whether the logical unit is comprised of six or ten drives.
Distributing data across more drives is marginally more efficient, but increases vulnerability.
Distributing data across fewer drives is less efficient, but marginally decreases vulnerability.

5> To select RAID stripe width

1 From the Storage Management menu, select System > Properties.
2 Click the Storage tab. The system Storage Properties window appears.

» For RAID 5, choose between RAID 5-5, which distributes parity across five drives,
or RAID 5-9, which distributes parity across nine drives.

» For RAID 6, choose between RAID 6-6, which distributes parity across six drives, or
RAID 6-10, which distributes parity across 10 drives.

System Properties - MIPDB77 El

e O oo Yo s o

RAID & Stripe Width

OB Wide (B0% Efficient)
® 9 wWide (89% Efficient)

RAID & Stripe Width

O BWide (57% Efficient)
@ 10 Wide (B0% Efficient)

Figure 189. System Properties — Storage

Caution: Do not change the system-wide RAID level if the system is in Conservation Mode.
Although it would seem logical that changing the RAID level from fewer drives to
more drives would free space, the system needs additional space to park data
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before restriping it. If you try to change the system-wide RAID level from five or
six drives to nine or ten drives, you will run out of free space that must sooner. If
Storage Center is in Emergency Mode, you cannot change RAID level.
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Data Progression is a separately licensed application. To see if your Storage Center
includes Data Progression, click the Help icon at the top of the main window.

Data Progression leverages cost and performance differences between storage tiers,
allowing the maximum use of lower-cost drives for stored data, while maintaining high-
performance drives for frequently-accessed data. Storage Center automatically creates
tiers based on the disks in your system. Tier 1 is fastest, Tier 3 the slowest. To view classes
of tiers on your system, select a disk folder. A list of disk types by tier appears.

Once every 24 hours, Storage Center polls blocks to see if they have been accessed.
Blocks of data are then migrated up or down depending on use. The amount of time the
migration takes depends on the amount of data to be migrated.

Scheduling Data Progression

1 From the Storage Management menu, select System > Properties.

2 Click the Data Progression tab. The Data Progression Properties window appears.

System Properties - MIPDB7 7 El

CEEaEEhEeaEeEn D

Select when you would like Data Progression to run

Everydayat |07 00 PM %

Maximurm Run Time: | Unlimited  +

Figure 190. System Properties - Data Progression

3 Click in the Hour, Minute, and AM/PM field. Use the up and down arrows to change the
hour, minute or time of day.

4 To limitthe amount of time Data Progression runs, select a Maximum Run Time, from one
hour to unlimited time.

5 Click OK.
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Determining if Data Progression is Running

1 Inthe system tree, select a volume. A window showing general properties is displayed.

(. ams4 =
E]a, Storage i.f' I B
|5 Volumes \ [g | martell Volume 1

martell Yolume 1

i@ martell Volume 2
[ Replay Profiles [Mapping.
- Recycle Bin S N—
-4 Servers

= Disks

-] Portable Yolume
A%, Controllers

Statistics are not available while Data Progression is in pragress.

c Remote Systems
[ kb Users

Figure 191. Statistics with Data Progression

2 Click the Statistics tab. If Data Progression is running, the system informs you that
statistics are not available while Data Progression is in progress.
Stopping Data Progression

1 From the Storage Management menu, select Volume. If the Volume menu displays the
Stop Data Progression option, Data Progression is running.

2 Select Stop Data Progression. Data Progression is stopped.

(® 5M54 - Compellent System Manager

c Storage Management \{ Wiew Refresh -',‘ Help

. + Create b |
»)Q Properties » |
oelete >

. ﬁ Create \n'olulin.e. B
ol Server b 4 Create Book From S&M Yolume
< Disk »
€ system  » i volume Properties
¥ % Delete Yolume
| 8 Empty Recycle Bin

3 Create Replication Yolume

& User
) Log Off
SR a Configure My Yolume Defaults

2 Map Yolume ko Server

4 Remove Mappings From Yolume

X Copy 3
& Replication L3
@

> Replay |

top Daka Progression

x Cleanup Orphaned Replay Historizs

59 Folder Y
Figure 192. Stop Data Progression
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Setting System Cache

Global cache settings overwrite cache settings for individual volumes.

1 From the Storage Management menu, choose System > Properties. The System
Properties window appears. Select the Cache tab.

System Properties - MIPDB77 5__<
| | dciicaceic, || Dciniice | i

Enable Read Cache
Read Cache Status Up

Enable Write Cache
Wyrite Cache Status Diown

|

Figure 193. System Properties — Cache

2 Select or clear system-wide Read Cache. Read Cache anticipates the next Read seek
and holds it in quick volatile memory, thus improving Read performance.

3 Select or clear system-wide Write Cache. Write Cache holds written data in volatile
memory until it can be safely stored on disk. Write Cache protects in the event of a
power loss.

4 Click OK to save changes.
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Configuring Global Disk Spares
1 From the Storage Management menu, choose System > Properties.

2 Click the Disk Sparing tab.

System Properties - MIPDBT 7 r5_<

[ Genera | Siroge | Datorrogmsion | cove | TRERRT | i |

Configure the number of disks to automatically be set aside as
spares in disk folders.

Default Murber of Spares Per Enclogure:
Minimum Disks Per Enclosure Befare Auta Sparing

Figure 194. System Properties — Disk Sparing

3 Enter the default number of spares per storage enclosure. This is the minimum number
of disks to be selected in an enclosure when creating a disk folder before a hot spare is
selected.

4 Enter the minimum disks per enclosure before auto-sparing. This is the number of disks
that have to be selected in a Storage Center Storage Enclosure before a hot spare is
selected.

5 Click OK to save changes.
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Adding Optional Information about Storage Center
1 From the Storage Management menu, choose System > Properties.

2 Click the Info tab.

System Properties - MIPDB77 |£‘
General Storage Diata Progression Disk Sparing
MNotes
Enter any optional infarmation you want about the system

Figure 195. System Properties — Info

3 Enter optional information about the system.

4 Click OK to save changes.
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Finding Unmanaged Hardware

1 From the Storage Management menu, choose System > Find Unmanaged Hardware.

Finding Unmanaged Hardware

System Manager displays the Unmanaged Hardware window.

{®Found Unmanaged Hardware gl =l
@ Back ) ouit [ Advisor
The Compellent System has detected the following unmanaged hardware.

Disks:

Position or Mame ICapacity IFree Space ICIassiFication IEncIosure IStatus IHeaIth IControl Type IVendor IProduct

s 01-13 136,73 GB 136,73 GB 10K-RPM Enclosure -1 Up Healthy Unmanaged SEAGATE ST3146707F
s 01-08 136,73 GB 136,73 GB 10K-RPM Enclosure -1 Up Healthy Unmanaged SEAGATE ST3146307F
<2 01-02 136,73 GB 136,73 GB 10K-RPM Enclosure -1 Up Healthy Unmanaged SEAGATE ST3146707F

« | i
HEAs:

Type IServer Fart IConnected Controller Ports IPort (3] ISymboIic Port Mame INodu

F FC  Z210000E03B336162 S0000310000357 16, S000031000035,., 010100 2000 -
c FC 500003100000D604 {Compellent 214) 5000031000033704, 5000031000038, ., 010200 Compellent Port QLGC FC 2Gbps, ., 5000

c FC 500003100000D602 (Compellent 214) 5000031000033709, 5000031000035, .. 010300 Compellent Port QLGC FC 2Gbps, ., 500

c FC 5000031000000905 (Compellent 217) 5000031000038709, 5000031000038, .. 010500 Compellent Port QLGC FC 2Gbps, ., 5000

c FC 500003100000D604 (Compellent 214) 500003100003871E, 5000031000035, .. 010600 Compellent Port QLGC FC 2Gbps, ., 5000

L= I Er EOAAMS OOAOAREND i aramalloek 214% COAACS4OONO20710 CANORT L ANOATS A1 rnT\ Caramallank Devk OLCe CE S hee :f

4 3

¥ i Check for unmanaged hardware on startug

) Classify Disk External ) Manage Unassigned Disks ) Create Server p Close

Figure 196. Unmanaged Hardware

Finding Unmanaged Hardware at Startup

To check for unmanaged hardware at startup, in the Unmanaged Hardware window, shown in
Unmanaged Hardware on page 237, select Check for Unmanaged Hardware at Startup.

To Classify a Disks as External
1 Click Classify Disk External.
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{®Found Unmanaged Hardware 10l =|

@ oeack 4 Return ) ouit [ Advisor

Select the disks you wish to classify as an External Device:

Position or Mame | Capacity IFree Space ICIassiFication IEncIosure IStatus IHeaIth IControl Type IVendor IProduct

[~ < 01-02 136,73 GB 136,73 GE  10K-RPM Enclosure -1 Up Healthy Unmanaged SEAGATE ST31467(
[~ < 01-08 136,73 GB 136,73 GE  10K-RPM Enclosure -1 Up Healthy Unmanaged SEAGATE ST31468(
[~ = 01-13 136,73 GB 136,73 GE  10K-RPM Enclosure -1 Up Healthy Unmanaged SEAGATE ST31467(
4 I i

SelectAll Unselect All

Figure 197. Classify Disks as External

2 Select disks to classify disks as external. For example, you may have disks from a
heritage system that you can replicate to or from.

3 Click Continue. A window appears asking for a name for each disk you selected.

@Found Unmanaged Hardware - |EI|5|
@ Back & Retun B quit ] advisor

Please supply a name to help identify thiz External Device.

Marme: 01-0z2
Enclosure: Enclosure - 1
Status: p

Capacity: 136.73 GB
YYendor: SEAGATE
Product: ST3146707FC
Revison: WR35

Yendor Spec:  JKEZYATZ
Serial Mumber: 352 A1200007E21 GEPYWY

Disk 1 of 3

Figure 198. Name External Device

4 Enter a name to identify each External Device.

5 Click Classify Now. If you selected more than one disk to classify as an external device,
the Name External Device window reappears. When all disks have been classified as
external and named, the Unmanaged Hardware window reappears. The system adds
an External Disk folder to the disk folder tree.
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lc Skorage Center 903
[]---&. Starage

R

@ SErvers

0 01-02

-5 Unassigned
L0 01408
L 01413

[]--»‘}_;; Controllers

hjl PS

-8 Enclosures
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[]--e Remaote Systems

[]--g'. Lsers

Figure 199. System tree with External Disk Folder

Once the disk is classified as an external device, you can:
* Restore Volume from External Device
» Import a Volume from External Device

e Delete
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Viewing Background Processes

Many Storage Center tasks, such as Replications, run as background processes. Monitor
and manage these processes from the Background Processes view.

1 Select Background Processes from the View menu.

C Storage Management # @ Refresh -J_‘ Help ) 609 PM Log OFF @ System Status
System Explorer [gl Background Processes W

27 Set Update Frequency % Find .7 Scroll Setting
State Mame Tag Priotity  |Progress Progre Extra Info Start Time: Complete Time | Controller
L4
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 31, Extent 7 04/08/2008 06:04:365 ... S 208
@ Stop RAID Rebuild FReebuild High O Rebuid RAID Device 52, Extent 7 04/08/2008 06:04:37 ... SN 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 33, Extent 7 04/08/2008 06:04:37 .., SH 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 34, Extent 7 04/08/2008 06:04:37 ... SM 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 35, Extent 7 04/08/2008 06:04:37 ... S 208
@ Stop RAID Rebuild FReebuild High O Rebuild RAID Device 536, Extent 7 04/08/2008 06:04:37 ... SN 208
@ Stop RAID Rebuild FReebuild High 0% Rebuild RAID Device 37, Extent 7 04/08/2008 06104137 .., SN 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 38, Extent 7 04/08/2008 06:04:37 ... SM 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 39, Extent 7 04/08/2008 06:04:37 ... S 208
@ Stop RAID Rebuild FReebuild High O Rebuid RAID Device 40, Extent 7 04/08/2008 06:04:37 ... SN 208
@ Stop RAID Rebuild FReebuild High 0% Rebuild RAID Device 41, Extent 7 04/08/2008 06104137 .., SN 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 42, Extent 7 04/08/2008 06:04:37 ... SM 208
@ Stop RAID Rebuild Rebuild High 0% Rebuild RAID Device 43, Extent 7 04/08/2008 06:04:39 ... S 208

Figure 200. Background Processes

For each background process, the System Manager displays:

* Background process state

* Name
 Tag

* Priority
* Progress

* Progress Message
* Extrainformation
o Start Time

* Completion Time

» Controller: on which the background process is being run
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Phoning Home

Phone Home sends a copy of a Storage Center configuration to Dell Support Services to
enable them to support a system. The initial configuration is sent to Dell Support Services
when the Storage Center system is installed. If you have questions about your system,
Phone Home to report your current configuration.

The Phone Home wizard initiates Phone Home process, and displays whether a Phone
Home process s in progress. To initiate the Phone Home process, Select Phone Home Now.
If you select Phone Home Now while a Phone Home process is already in progress, you
will be warned and given the opportunity to restart the Phone Home process. Once the
initial Phone Home process is finished, you can start another Phone Home by selecting
Phone Home Now.

5> To Phone Home immediately

From the Storage Management menu, choose System > Phone Home > Phone Home. The
Phone Home wizard displays the status of each of the items that are being phoned home.
Items that are being phoned home display In Progress. Once completed, this state changes
to Success if the Phone Home is successful, or Failure if the Phone Home could not be
completed.

GPhune Home

o oeack ) quit  [B7] Advisor

=10l x|

Diescripkion
® Log Transfer ccess
(D Configuration TransFer SUCCESS

Lask Skark

0z2/26/2008 12:25:00 am

@ &l Table Report

() Disk Firmware Upgrade
() BMC Log Transfer

(@ Jbod Firmware Upgrade

Success
Success
Success
Success

0z2/26/2008 12:25:00 am
02/26/2005 12:25:00 am
02/26/2005 12:25:00 am
0z2/26/2008 12:25:00 am

02/26/2008 12:30:48 am
02/26/2008 12:30:58 am
02/26/2008 12:31:16 am
02/26/2008 12:31:02 am

() Disk Definition File Download SuCcess 02/2602008 12:25:00 am 02/26/2008 12:25:01 am
(@ Error Definition File Download SuCCess 02/2602008 12:25:00 am  02/26/2008 12:25:01 am
@ IBOD Definition File Download Success 02/26/2008 12:25:00 am  02/26/2008 12:25:01 am
4 17|

_}Close

“p Phone Home Mow

Figure 201. Phone Home

Depending upon the status of the system, some items may not be phoned home. These
items display a State of Never Run. To view whether a Phone Home is currently in progress,
check the State column. If any items have a state of In Progress, this means a Phone Home
is currently in progress.

1 From the Storage Management menu, select System > Phone Home > Phone Home.
The system displays previous Phone Home events.

2 Click Phone Home Now. System Manager informs you that Phone Home is started.

3 System Manager informs you that the log was successfully transferred.
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= To view the Phone Home Now schedule

From the View menu, select Scheduled Events. The Scheduled Events window appears.

@ Refresh 2 Help O 2i22PM | ) Log OFfF @ System Status

[ Syskem Explorer T Scheduled Events l

20 Set Update Frequency %= Find . Scroll Setting

Schedule Ewent

[T Daily at 12:03 AM Phone Home

&

Rl | =

Figure 202. Scheduled Events

5 To configure Phone Home proxy (optional)
If you will use a proxy server in your network, configure the Phone Home Proxy Server:

1 From the Storage Management menu, select System > Phone Home > Configure Phone
Home Proxy. The Phone Home Proxy window appears.

2 Select the Use Phone Home Proxy Server checkbox.

3 Enter the IP address of the proxy server, the port, user name, and password to be used
when connecting to the proxy server. Confirm the password.

4 Click OK.
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Viewing the System Log

The System Log is a record of all status messages from the system.
1 From the View menu, choose System Log. The Filter Log Messages window appears.

2 Use the filter log dropdown menus to filter the content of the log to be retrieved. Choose
from the following:

» Date and time between which to view logs

» Message level greater than, lesser than, or equal to a Warning, Configuration, or
Debug

* In a multi-controller system, name of controller
» Subsystem

» Select or clear checkbox to display system level messages.

3 Click OK.
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Responding to the Alert Monitor

244

Alerts warn you when Storage Center requires attention. The current status of the Storage
Center is indicated by the color of the System Status icon in the top-right corner of the
System Manager software.

Alert indicators

Alerts occur in various types depending upon the area of the Storage Center affected. The
type of the alert is indicated by the icon that appears before the alert message.

* Red (Critical): ﬁ The System Status icon is red when an alert exists that has a status
of Down, Critical, or Emergency. When the System Status icon is red, this indicates a
condition that requires immediate attention.

+ Yellow (Warning): (73 The System Status icon is yellow when an alert exists that has
a status of Degraded or Unavailable. This indicates a condition of which you should be
aware, but which does not require immediate attention.

« Green (Normal): (% The System Status icon is green when no alerts exist, when the
only alerts that exist are to inform you. The System Status icon returns to green when
all alerts higher than Inform are acknowledged.

Alert Categories

» Alert: This category contains normal alerts. These alerts represent current issues
present on the Storage Center. They are also being actively monitored by the system,
and will clear themselves automatically should the situation that has caused them
corrects itself. Once an alert of this type becomes cleared, a record that it occurred can
be found under the Alert History category.

» Indication: This category contains alerts that are for informational purposes only. These
alerts exist to warn you about a condition on the Storage Center that may require direct
user intervention to correct.

» Maintenance: This category contains any alerts that occur while the Storage Center's
Operation Mode is set to Install, Maintenance, or PreProduction. This category exists to
isolate these alerts from alerts that occur during normal operation.

» History: This category contains a history of the normal alerts that appeared and were
cleared automatically. This category exists to allow you to keep a record of any past
conditions that have occurred on the Storage Center.

Alert Status

Down: Alerts with an alert status of Down indicate that an item on the Storage Center is
down and not currently operational.

Critical: Alerts with an alert status of Critical indicate that an item on the Storage Center is
in a critical state and may be nearing failure.

Emergency: Alerts with an alert status of Emergency indicate that an item on the Storage
Center requires immediate attention in order to remain operational.

Degraded: Alerts with an alert status of Degraded indicate that an item on the Storage
Center is currently operating in a degraded mode. Items in this condition may operate in
degraded mode indefinitely, but are not functioning to their full capability.
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Unavailable: Alerts with an alert status of Unavailable indicate that an item on the Storage
Center that is expected to be present cannot currently be found for use.

Inform: Alerts with an alert status of Inform provide information regarding some operation
that is occurring or has occurred on the Storage Center.

Complete: Alerts with an alert status of Complete indicate that an operation on the Storage
Center has completed.

Viewing the System Alert Monitor

1 Click System Status at the top of the System Explorer. The Alert Monitor view appears.

2 Click the Alerts folder to view all alerts.

C Storage Management uk Wiew Refresh 'J,' Help ¥) 1:31PM ) Log OFF

TR s |

Refresh 57 Set Update Frequency S Find . [ Scroll Setting

Message Date Created Object Status Date Cleared

“ Disk 1 only one path ko device - 14 Alert{s)

c Error occurred while checking For new updates on server 03/14/2010 12:42:02 am @ Storage Center Up...
c The Phane Home Failed while performing all Table Repart, 03§11/2010 10:15:19 am @ Al Table Report Infarm
- The Phane Home Failed while performing Configuration Transfer. 03132010 12:22:00 sm @ Configuration Tran... Inform

% Indications
=-{58 Maintenance

c A secure SSH tunnel is active ko allow remote diagnostics, After diagnostics are pe03/11/2010 09124152 am Infarm
(. & secure 35H tunnel is active to allow remate diagnostics. After disgnostics are pe03{11/2010 09:55:10 am Inform

.4 dudible Alarm For Enclosure - 1 is emitting a tone indicating a problem, 03j112010 09:24:11 am ) 01-01 Critical
- Disk 1 only one path to device - 14 Alert{s)

-4 IO Module 01-01 in Enclosure - 1 has assumed responsibility For all disks, The othe03/11§2010 09:24:11 am E 01-01 Critical
-2 Lun 0000000000000000 at \WiwN 220a000a33fFef1c Disk 0-0 returned status [Che03)11j2010 09:21:09 am 7 01-15 Critical

<25 Lun D000000000000000 at WWH 220a000a33FFef 1¢ Disk 0-0 returned status [Ched3/11/2010 09:54:00 am p 01-15 Critical
c The Phone Home Failed while performing Log Transfer, 03§11/2010 09:24:53 am @ Log Transfer Infarm

c The Phone Home Failed while performing Log Transfer, 03§11/2010 0%:55:11 am @ Log Transfer Infarm

-5 alert History

£

Figure 203. Alert Monitor

Selecting an alert displays additional information about the system message.

» To view more information about an alert, select an alert. The shortcut menu displays
additional commands for the alert. For example, Show displays the object in the System
Manager. Some alerts do not have a related object to be shown. For these alerts, the
Object column is blank.

» Toacknowledge an alert, select Acknowledge. Acknowledging an alert acknowledges it
for all users.

» Properties displays additional information. Click the Advanced tab in the Alert Properties
window to display a Reference number. The Reference number may be important for
communication with Dell Support Services.

Acknowledged Alerts

Alerts in the Alert and Maintenance categories can be acknowledged to indicate to the
Storage Center that you have read the alert message and are aware of the problem. Once
all alerts have been acknowledged, the System Status icon will return to the green (normal)
state until additional alerts occur.
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Alert Deletion

Alerts in the Indication and Alert History categories can be deleted. Once an alert is deleted,
it cannot be recovered.

Finding More Information About an Alert

Many alerts are associated with items that can be monitored in other areas of the System
Manager software. These items are displayed in the Object column. To see more
information about one of these objects, select the alert and then select the Show button in
the Alert Monitor toolbar.

For example, if you have an alert indicating that New Volume 1 is down, you can select that
alert, then select the Show New Volume 1 in System Explorer button. The System Explorer
will be brought forward and New Volume 1 will be selected.

Space Warnings

Conservation Mode

Storage Center enters Conservation Mode when remaining free space reaches 32 GB (or
less for systems smaller than 3.2 TB). When Storage Center enters Conservation Mode, the
system generates a Conservation Mode Alert to inform you that the system will not allow
new volumes to be created and that it will begin to aggressively expire Replays. The
Conservation Alert is close to the boundary where space is exhausted to keep these actions
from being performed unless necessary. Because of its proximity to the emergency
threshold, it is not a tool to manage storage, and should not be used to plan adding
additional disks to the system.

Emergency Mode

Emergency threshold means that the system can no longer operate because there is no
more free space. Storage Center:

» Generates an Emergency Alert

» Expires Replays early

* Will not permit new volumes to be created
» All volumes are taken offline

When Storage Center reaches the Emergency threshold, all server IO is rejected until the
system gets out of Emergency Mode. Because this is service affecting, special care should
be taken to monitor free space on the system to avoid reaching this threshold. Volumes will
not be able to be brought back online until enough space is freed to exit the emergency
state. Before a system reaches Emergency Mode, it is critical that you add space.
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Monitoring Storage Space

Storage Center sends an Alert when additional space is required. The Storage Center:

« Automatically monitors the amount of space used and the amount of space remaining
on a Storage Center, both as a percentage of space and an absolute value

» Automatically allocates disk space for volumes to use as needed
* Notifies you when remaining free space falls below the Storage Alert Threshold

Storage Center groups all disks in a managed Disk Folder into one common pool of
storage. Volumes draw space from the common pool. Each volume simultaneously uses all
of the disk drives in the shared storage pool for improved data access rates.
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Figure 204. Shared Storage Pool

Note An exception to the efficient pool of storage is created when disks are assigned to a
second Managed Disk Folder or volumes are created with non-standard datapage
sizes or redundancy. To take full advantage of Dynamic Capacity, assign all disks to
one Managed Disk Folder using standard Storage Type volumes.

Space is allocated from the shared storage pool as hew volumes are created, additional
data is stored on volumes, and Replays are taken and stored.
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Changing the Storage Alert Threshold

The Low Space Threshold is that percentage of available storage below which the system
alerts you to add more disks. By default, the Storage Alert Threshold is set at 10% of
available storage.

Storage Center allocates disk space from a disk folder for volume and replay use as needed
based upon the configurations and 10 patterns of each volume. As the Storage Center
approaches the end of the disk space available within the disk folder, you are natified of the
possibility that you could run out of space. This notification indicates that you are in a Space
Low state. The natification occurs when space available falls below the Storage Alert
Threshold.

= To change the storage alert threshold

1 From an assigned disk folder shortcut menu, select Properties. (Your assigned disk
folder may have a different name.) The Disk Folder Properties window appears.

ODisk Folder Properties - Assigned ;IEIAI

(-
J
g Assigned

Type: Disk Folder

Storage Alert Threshaold: |10% LI

4 Cancel = CK

Figure 205. Disk Folder Properties
2 Inthe General window, select a Storage Alert Threshold, from 6% to 15%. If available

storage space falls below this number, an alert is generated to warn you that space is
low.
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Adding Space

The following mechanisms can increase available space:

Add Disks

The solution to insufficient storage is to add disks or enclosures to the system. For
information on adding disks to a system, refer to Adding Disks to a Storage Center
System on page 116.

After disks are added to a system, the space may not be immediately available. Make
sure that you allow enough time for the system to prepare disks to be used to store data.

Delete Unused Volumes

Delete unused volumes. (An unused volume is not an empty volume.) For information
about deleting unused volumes, refer to Deleting a Volume on page 89.

Empty the Recycle Bin

Make sure that the Recycle Bin is empty. Space from deleted volumes is not recovered
until the Recycle Bin is empty. Select the Recycle Bin. From the shortcut menu, select
Empty Recycle Bin.

Expire Replays

Expire Replays that are not needed. For more information, refer to Expiring a Replay
Explicitly on page 312. Select each volume separately, and expire Replays from the Replay
tab.

Use Enterprise Manager

The Enterprise Manager Server Agent Space Recovery program finds and recovers
unused disk space as reported by Windows. For more information, refer to the
Enterprise Manager User Guide.
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Adding a Controller

The ability to add controllers to a system is a separately licensed feature. Adding controllers
to a system increases fault tolerance and the ability to divide system load across clustered
controllers. All controllers in the clustered-controller system must have the same physical
connectivity to servers and storage enclosures to be able to share workload.

1 From the Storage Management menu, choose System > Setup > Multi-Controller > Add
Controller to System. The Add Controller to System window appears.

@Add Controller ko System

¢ Back ) ouit [ Acvisor

=10l

Contraller 1D:

Ether 0 Interface:

IP Address:
Met Mask:

Gateway:

Ether 1 Interface:

IP Address:
Met Mask:

Gateway:

Primary DMS Server:

Secondary DNS Server:

Daormain Marme:

This wizard adds a new Contraller into the System.

|255.255.243.o

|1?2.31.8.1

I255.D.D.D

ID.D.D.D

II?Z.SI.D.SD

ID.D.D.D

Ilab.beer.town.

Figure 206. Add Controller to System

Caution: All System and configuration data is lost on the controller being added when the
Add Controller command is accepted by the added controller.

2 Enter Controller ID. This is serial number of the controller — numbers only.

3 Enter a valid EthO IP Address. (To view the EthO IP address, refer to Viewing Controller
Properties on page 144.)

Note To find the Controller ID and IP Address, in the system tree right-click on the system
node. From the shortcut menu, select Properties.

4 Enter the IP address of the DNS server, if you use one. Optionally, you can add the
address of a second DNS server.

5 Click Continue. A confirmation window appears.
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Figure 207. Confirm Add Controller

6

Adding a Controller

If everything is accurate, click Join Now. The system joins the controller. When the
added controller is joined, Storage Center closes the System Manager and opens the

Startup wizard.

» If there are iISCSI HBAs, continue with Configuring iISCSI 10 Cards on page 211.
» If there are no iISCSI HBAs, continue with Configuring Local Ports on page 201.
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Shutting Down and Restarting
You cannot shutdown until all controllers are in the Up state. The system ensures that the
system shuts down elegantly.

Shutting Down a System

1 From the from the Storage Management menu, select System > Shutdown/Restart. A
window appears with a drop down menu that allows you to choose between Restart
and Shutdown.

@ aEg]|
B Bt E Advisor

What would you like your Compellent Storage Center to do?

Restart w

Selecting Restart will cause controller to be shutdown, then restarted. This
will cause a momentary system outage.

Selecting Shutdown will cause the controller to be shutdown. This will
cause a system outage and the controller must be manually restarted.

& Cancel H = 0K ]

Figure 208. Shutdown/Restart window

Restarting a System

1 From the from the Storage Management menu, select System > Shutdown/Restart.
2 For a dual-controller system, choose Restart in Sequence or Restart Simultaneously.

« Restartin Sequence does not cause a system outage. Storage Center shuts down the
first controller, and then restarts the first controller. When the first controller is up,
Storage Center shuts down and restarts the second controller. Ports will be
unbalanced and System Manager will ask you to re-balance the ports.

» Restart Simultaneously shuts both controllers down simultaneously and then brings
them back on line. This causes a system outage. When the controllers are restarted,
they may or may not be unbalanced.
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Upgrading Storage Center Software

Component updates for Storage Center are bundled together as one downloadable update
package.

Understanding the Update Process

Storage Center can be configured to automatically check for update packages and
download update packages as a background process. Once an available update package
is downloaded, a Storage Center administrator validates the update package and manages
the installation of update components included in the package.

Updating Storage Center consists of these general steps:
Getting an update package. Refer to Getting an Update Package on page 253.

Viewing update package details. Refer to Viewing Update Package Details on page 257

Deciding how to apply updates. Refer to Deciding How to Apply Updates on page 258

1

2

3

4 Validating update components.

5 Applying updates to the Storage Center.
6

Checking the installation report.

Getting an Update Package

By default, a new Storage Center is configured to automatically check for update packages.
An upgraded Storage Center retains the existing configuration setting for Automatic
Updates. This section describes how to control the processes of Check Update and
Download Update:

Note Once downloaded, package updates are not automatically installed. A user with
administrator must validate and then initiate installation of an update package.

Configuring Automatic Updates

1 From the Storage Management menu, select System > Update > Configure Automatic
Updates. The Configure Automatic Updates dialog appears.

2 Select the update option:

» Do not automatically check for software updates: Select this option to disable
automatic checking for updates.

» Notify me of a software update but do not download automatically: Select this option
to automatically check for updates and receive notification when an update is
available. Updates are not downloaded until you explicitly download the update.

» Download software updates automatically and notify me: Select this option to
automatically download updates and receive notification when the download is
complete.

» Never check for software updates (Phone Home not available): Select this option to
prevent the system from ever checking for updates either automatically or manually.
This option is for secure sites at which Phone Home is not available.
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3 Click OK.

Update Component Types

Within an update package, an individual update component is classified by how the update
component can be installed:

» Required or Deferrable: Required components must be installed as part of the update;
Deferrable components can be installed at a later time.

» Service Affecting or Service Optional: Service Affecting components can be installed
only when the Storage Center is temporarily taken out-of-service to perform the update;
Service Optional components can be installed either when the Storage Center is in
service or during a scheduled outage.

The following table shows which components affect service during installation.

Service Affecting Service Optional

Storage Center with
Single Controller

Storage Center Firmware Update

|
** Enclosure Firmware Update v |
V1

Disk Firmware Update

Storage Center with
Clustered Controllers

Storage Center Firmware Update

v
**Enclosure Firmware Update |Z[ IZ[

Disk Firmware Update v

** Only the following enclosure firmware allow Service Optional installation:
» FC SBOD enclosures, Model EN-SB4X16
» FC SATA enclosures, Model EN-SA2X16

All other enclosure firmware installation is Service Affecting.

Getting an Update Package

By default, a new Storage Center is configured to automatically check for update packages.
An upgraded Storage Center retains the existing configuration setting for Automatic
Updates. This section describes how to control the processes of Check Update and
Download Update.

Note Once downloaded, package updates are not automatically installed. A user with
administrator must validate and then initiate installation of an update package.

= To manually check for available updates

1 From the Storage Management menu, select System > Update > Update Status. The
Update Status dialog appears.
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2 Click Check Now. As Storage Center checks for updates, status appears in the Update
Status dialog.

When Storage Center is finished checking for updates, the results are displayed in the
Update Status dialog. See Checking Update Status on page 255 for details on the Update
Status dialog.

To manually download an available update

1 From the Storage Management menu, select System > Update > Update Status. The
Update Status display appears.

2 Click Download Now.

As Storage Center downloads the update, status appears in the Update Status display.
When Storage Center is finished checking for updates, the results are displayed in the
Update Status dialog.

Checking Update Status

From the Storage Management menu, select System > Update > Update Status. The Update
Status display appears, showing current status information.
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Refer to the following table for details on all possible messages in Update Status display:

Field

Description

Current Update Status

Current status of the Check Update, Download Update, or Install
Update process:

Checking for Update: Storage Center is currently checking for
updates.

Controller Down: A controller is down. Installation cannot
proceed when a controller is down.

Downloading Update: Storage Center is currently
downloading an update.

Error Checking or Downloading: An error occurred during
Check Update or Download Update.

Error Installing Update: An error occurred while installing an
update component. Click Install Report to view details on the
installation error.

Installing Update: Storage Center is currently installing an
update.

No Updates Available: Last Check Update process found no
available updates. Click Check Now to check again for
updates.

Update Available for Download: An update is available for
download. Click Download Now to download the update.

Update Ready to Install: A downloaded update is ready to
install. Click Install Update to install the update.

Validating Components: Storage Center is currently verifying
each component status to determine if a component is ready for
installation.

Current Package Version

Package version currently running on the Storage Center.

New Package Version

Package version of the package ready to download or install.

Service Affecting

Indicates whether package installation affects Storage Center
service:

Yes: Package installation affects Storage Center service.

No: Package installation does not affect Storage Center
service.

Deferrable: Package contains service-affecting components
that can be installed at a later time.
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Field

Description

Controller Reset

Indicates whether the update package installation requires
restarting the controllers:

« For asingle-controller Storage Center: restarting the
controller always affects service.

« For aclustered-controller Storage Center: If the upgrade is
service-affecting, the controllers are restarted simultaneously. If
the upgrade is not service-affecting, the controllers are
restarted in sequence.

Last Check Time

Shows the date and time when Storage Center last successfully
checked for updates.

Validation Errors

Shows the number of validation warnings or errors, if any,
encountered during a Validate Update process.

Installation Errors

Shows the number of installation errors and warnings, if any, that
occurred during installation.

Update Status Actions

Depending on the reported status, the following buttons appear:

Click ...

To ...

Check Now

Check for updates.

Validate Components

Validate update components.

Install Update

Install the downloaded update package.

Details

View details for a downloaded update package.

Installation Report

View installation warnings and/or errors for the last installation. If no
warnings or errors were reported, the Installation Report button is
not displayed.

Viewing Update Package Details

When a downloaded update package is ready to install, you can view details for the
package prior to installing the package.

= To view update package details

1 From the Storage Management menu, select System > Update > Update Status. The
Update Status dialog appears.

2 Click Details. The Update Details display appears.
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Update Details provide details for all components included in the update package.

Column Description

Component Name of component to be updated.

Type Type of component to be updated:
« Storage Center: Component updates Storage Center software.
« Enclosure: Component updates enclosure firmware.
« Disk: Component updates disk firmware.

Version Version number of the update component.

Status Status of the component update:

» Ready for Update: Component is ready for update.

« Installed: Component has been installed.

Update Count

Number of components on the Storage Center to which the update
component applies. For example, for a controller firmware update,
shows 1 for a single-controller Storage Center and 2 for a clustered-
controller Storage Center.

Update Type

Indicates whether the installation of the update component is
required or deferrable:

* Required: Update component is required.

« Deferrable Service Affecting: Update component is
deferrable and the component must be installed during a
scheduled outage.

« Deferrable Service Optional: Update component is
deferrable and you can select whether to install the
component in background when the Storage Center is in
service or you can install the component during a
scheduled outage.

Message

Shows information messages, if any, that further describe the update
component.

Deciding How to Apply Updates

The options available for applying updates to the Storage Center are dependent on the
Storage Center configuration (single- or clustered-controller, enclosure types, and disk
types) and the update component types included in the update package. Applying updates
to the Storage Center can be performed:

» In Service: Components that do not affect service or are service optional can be applied
in background mode while the Storage Center is in service. However, the completion of
the installation can take significantly more time to complete in-service as compared to
installing the components during a scheduled service outage.

» Scheduled Service Outage: Components that affect service must be applied during a
scheduled service outage. These components require restarting the Storage Center
controllers to complete the installation. Components that are service optional can also
be applied during a scheduled service outage to speed up installation.

Storage Center 5.5 System Manager User Guide



Upgrading Storage Center Software

&> To decide how to apply updates
1 After downloading an update packages, view the Update Details:

a From the Storage Management menu, select System > Update > Update Status. The
Update Status display appears.

b Click Details. The Update Details display appears.

2 In the Update Details display, view the Update Type column for each component:

For this Update Type ... |Apply Update Options Include ...

Required Component must be installed.

« For a single-controller Storage Center, the update
component affects service.

« For a clustered-controller Storage Center, the update
component can be performed without disruption of service.

Deferrable Service Component installation can be deferred.

Affecting Applying the update affects service on all systems. Schedule a

service outage to apply the update.

Deferrable Service Component installation can be deferred.

Optional Applying the update can be done either without affecting service

or during a scheduled service outage.

3 After viewing the Update Type for all components included in the update package,
determine how to apply the updates:

» Ifyouintend to install components that affect service, plan for and schedule a service
outage during which to apply the updates. You may also want to install components
that are service optional during the schedule outage.

If you intend to install components that do not affect service, plan for applying the updates
during a time at which the Storage Center is least busy.
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Introduction

The purpose of users and user groups is to permit or restrict access to folders, volumes,
views, and commands. Access is granted or denied to a user group. Users have access to
folders, volumes, and views, depending on their privilege level and the groups to which they
belong.
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User Privilege Levels

Storage Center has three levels of user privilege:

Administrative User

Admin users have read and write access to the entire Storage Center system. They can
can create server and disk folder definitions. Only Admin users can create and delete other
users and groups. Admin users have access to all users and groups — there is no
restriction on their access.

Note By default, one Administrative user is created when Storage Center is installed. The
default User Name of the initial user is Admin. The default password is mmm.

Volume Managers

Volume Managers have access to the folders associated with their assigned user group.
They can create volumes in the allowed volume folders and map them to existing servers
in the allowed server folders.

Reporters

Reporters have read-only access to the folders associated with their assigned user group.
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In the System Explorer click Users. The window displays a list of users.

& Creats User

€ Storage Management () View @ Refresh 2 Help

M) 224 P ) Log OFF (@ Systern Status

o MaTO4

2 Servers
= Disks

“; Controllers
2. ups

Y Enclosures

-1 Racks

+ E Remote Systems

&, ismith
&, Mew User 3
a Mews Lser 9

=
g pwelker2
Lo g, Mesw User 10

& MewUsers  es
; Mew User 9 Yes
& puelker? Yes
& Mew User 10 Yes

I a1
& Users
Marme IEnabIed IPriviIeges Full arne IUser Groups
& Admin Yes Adrministratar Compellent Adrmin User
& jsmith Yes Yaolume Manager  John Smith Group 1, Group 4, Group 5

Reporter Mr. Mew User Group 1
Reporker Mrs, Mew User {no relation)  Group 1
Reporter Peter Welker Reporker Group

Yolume Manager  John Brown Group 6

Figure 2009. List of Users

The list displays:

* User name

» If the user is enabled
* Level of privilege

e Full name of user

» Groups to which user belongs

Note Because an Admin user has full privileges, he or she is not restricted to any group.

= To view general information about an individual user

Click on the user in the Explorer tree. The window displays information about an individual

user.
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:_; Properties

;-. hange User Password ‘ :d Add User Groups .-u Remove User Groups

]

c Storage Management \_% view &b Refrash 'J_‘ Help =) 1:09 PM | Log OFF @ System Statu:

MaTO4

]a Storage

B #) [
- W Servers e Admin
-5 Disks

-9 Contrallers

----- [ uPs | |
#1189 Enclosures

----- W1 Racks
- Remate Systems Name: Adrmin
s Users Index: 1
EEEm Type: User

& Pwelter

Enabled: Yes

Privileges: Administrator

User Groups:

Language: English

Session Timeout: 2 Days

Full Name: Compellent Admin User
Department:

Title:

Location:

Business Phone:
Mobile Phone:
Home Phone:

Email: Uzerl@mycompany.com
Email 2: Userl@rmyhome. com
Email 3: Uszerl@rematernail.com

Notes:

Default Compellent User

Date Created: 10/13/2005 05:22:27 am Created By: System Root User
Date Updated: 03/11/20058 01:07:54 pm Updated By: Admin

Figure 210. General User Information

General User Information includes:
* Name: Of user.
» Index: Identification required by Dell Support Services.

» Type: Object type - in this case, User.

» Enabled: Can be Yes or No. An administrator can disable a user without deleting the

user. A disables user cannot log onto the system.

» Privileges: Admin, Volume Manager, or Reporter

» User Groups: Groups to which this user belongs. Users can belong to more than one

group.
» Language: Currently, English
* Session Timeout: Amount of time before automatic timeout.

» User identification, including:
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* Full Name

* Department

o Title

» Location

* Business Phone

* Mobile Phone

* Home Phone

e Up to three email addresses
Date user was created and by whom

Date user was updated and by whom

Creating a User

Note You must have Administrator privileges to create a user.

1

2

In the system tree, select the Users icon. 3

From the shortcut menu, choose Create User. The Create User window appears.

@ Create User EJ@E|

a B cuit [ Advisor

Enter a unigue User Name for this user, and specify the user's full name, privileges,
session timeout, and notes.

User Narne: Mew User 3

Full Name:

Privileges: Reporter v
Session Timeout: 2 Hours v

Notes:

Figure 211. Create User

3
4
5
6

Enter a User Name and the Full Name of the user.
Choose a Privileges level for this user. Refer to User Privilege Levels on page 263.
Select a Session Timeout for this user.

Add any optional notes.
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7 Click Continue. On the next screen, enter the user's email information. This information
is used to contact the user when alerts occur. These fields are optional.

8 Click Continue. Enter the user’s department, title, location, and telephone numbers.
These fields are optional.

9 Click Continue.
10 Enter and re-enter a Password for the new user. A password is required.
11 Click Continue.

12 Select User Group. (This step is required only if you are creating a non-Administrator
User. Admin users do not belong to any User Group.) If a User Group exists on this
system, select a User Group. If a User Group has not been created, click Create User
Group.

13 Click Continue. The system displays the attributes you entered.

14 Click Create Now.

Deleting a User

You must have Administrator privileges to delete a user.

Once a user is deleted, that user name cannot be reused for a new user. You can, however,
reuse a user name when restoring a user.

1 Inthe System Explorer, select a User.
2 From the shortcut menu, select Delete. The system asks you to confirm.

3 Click Yes. The user is deleted.

Restoring a User

You must have Administrator privileges to restore a user.

1 From the System Management menu, select User > Restore Deleted User. The
Restore Deleted User window appears.

2 From the list of deleted users, select the user you want to restore. You can only select
one user at a time to restore.

3 Click Continue.
4 Enter and confirm a new password for the user.

5 Click Restore Now. The user is restored and the user name is displayed in the System
Explorer.
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Changing User Properties

To view or change properties for any user, you must be an Administrative user. If you are a
Volume Manager or Reporter, you can change your own properties but you cannot change
properties for anyone else.

General User Properties

1 Inthe System Explorer, select a User. From the shortcut menu, select Properties. The
General User Properties window appears.

x
EOESERE
™ _—
&8 jsrmith
Type: User
Full Marne: IJohn Srrith
Language: English
Privilages: I\u'olume Manager j
Session Timeout: IS Haurs ﬂ
User Groups: Group 1
¥ Enabled
= Cancel |

Figure 212. User Properties

2 To change user name, privileges, or session timeout, enter changes. A user with
Administrative privileges has access to all user groups. A user with Volume Manager or
Reporter privileges may be restricted to a user group.

3 Clear Enabled to deny a user access to the system. A user must be enabled to log into
the system.

A user who is disabled cannot log in. If you disable yourself, you will not be able to log in
again. If all users are disabled, no one will be able to log in to change the restriction.
Everyone, including you, will be locked out of the system.

4 Click OK.
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User Contact Information

1 Inthe System Explorer, select a User. From the shortcut menu, select Properties.

2 Click the Contact tab. View or change any of the fields.

User Properties - Admin x|
Departrnent: IIT
Title: I.ﬂdministratnr
Location: |23rd Flaar
Business Phaone: |555 555 5555
Mahile Phone: |555 111 1111
Haome Phane: |555 999 9999
Email: IUserl@mycompany.cnm % Send test e-mail
Ernail 2: IUserl@mvhome.com % Send test e-mail
Ernail 3: IUserl@remntemail.com =% Send test e-mail
p Cancel S CK

Figure 213. User Contact Properties

3 To send a test email, click test email next to an address. (SMTP must be configured to
user system Email. Refer to Configuring SMTP on page 198.)

4 Click OK.
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User Views

1 Inthe System Explorer, select a User.

2 From the shortcut menu, select Properties.

3 Click the Tabs tab. The System Manager displays a list of Views to which this user has
access.

User Properties - Admin ll

N

v \% System Explorer

|| \% Topalogy Explarer

|| '-:{ Cnline Storage

|| '-:{ Charts

|| \.% Alert Monitar

|| k._{ Copy/Mirrar/Migrate
|| k._{ Replications

|| k._{ Scheduled Events

|| k._{ Server Connectivicy
|| k._{ Enclosure Connectivity
|| k._{ Background Processes
|| k._{ System Log

[ Save tah changes across sessions

_# Cancel |

Figure 214. User Viewing Properties

4 Select or clear Views to which this user has access.

5 Enable Save tab changes across sessions to ensure that the Tab Setting remains after
the user logs off the system.

6 Enter any notes (up to 255 characters).

7 Click OK.

User Information

1 Inthe System Explorer, select a User.

2 From the shortcut menu, select Properties.

3 Click the Info tab. The System Manager displays the following information:
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User creation date

Who created the user

Last date user properties were updated
Who updated the user properties
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Changing User Password

To change a password for another user, you must have administrator privileges. If you have
Volume Manager or Reporter privileges, you can change your own password, but you
cannot change the password of another user.

To change a password

1
2

3
4

From the system tree, select a User.

From the shortcut menu, select Change User Password. The Change User
Password window appears.

Enter and re-enter a password.

Click OK. The password is changed.

Downgrading User Privileges

To downgrade a user, you must delete the User and re-create the User with a new name.

Note You cannot recreate a user with downgraded privileges with the same user name.

From the system tree, select a User.
From the shortcut menu, choose User > Delete User.

From the system tree, click on Users and use the shortcut menu to re-create the user
with downgraded privileges and a new user hame.

Upgrading User Privileges

1

2
3
4

From the system tree, select a User.
From the shortcut menu, choose Properties.
In the Privileges field, select an upgraded privilege level.

Click OK.
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Configuring User Volume Defaults

272

User Defaults affect all levels of users, Administrative, Volume Manager, and Reporter.

« Administrative User can always view the Configure User Volume Defaults and change
any default.

* Volume Manager can only change volume defaults if an administrator enables Allow
User to Modify Preferences. If this is checked in the General Volume Defaults window,
Volume Managers can change their own volume default preferences. If this option is
unchecked, the Volume Manager does not have the option to change default
preferences.

» Reporter cannot create volumes. This window does not appear for a Reporter.

There are three different User Volume Default commands. Though the windows are similar,
each command has a different purpose:

* My User Volume Defaults
e Other User Volume Defaults

« New User Volume Defaults

My User Volume Defaults

As an administrative user, you can always change your own user defaults. This affects the
the way in which you create volumes. To streamline the process of creating volumes, you
can set defaults for yourself.

If you are a Volume Manager, you can change your volume defaults only if an administrative
user enables you to change your defaults in the General Volume Default window. If this
option is enabled for you, you can streamline the process of creating volumes by setting
Create Volume defaults.

Other User Volume Defaults

If you are an administrative user, you can select one or more current users and change their
user volume defaults. If you change an Administrator’s volume defaults, when that user
logs into a system, the defaults you enabled appear as an initial configuration. That
Administrative user can, of course, change these defaults.

As an administrative user, if you disable the option to change create volume defaults for a
Volume Manager, that volume manager will not be able to change Create Volume defaults.
Specifically, if you disable the option to change these defaults and Advanced Create
Volume options are disabled, a Volume Manager will not be able to select non-standard
options.

New User Volume Defaults

New user volume defaults apply to users that will be created in the future. This streamlines
the process of creating users. If you create Volume Managers and by default disable their
ability to change their user volume defaults, they will not be able to change create volume
defaults.

Administrative users will be created with New User Volume Defaults, but they can always
changes these defaults. New User Volume Defaults are only for new users; defaults are not
retroactive.
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User Volume Defaults - General

1 From the system tree, select a User.
2 From the shortcut menu, select Configure User Volume Defaults.

Or, to configure your volume defaults, in the main System Explorer window, select
Configure My Volume Defaults. The Configure User Volume Defaults window appears.

Configure User Yolume Defaults |

¥ Allows User to Modify Preferences
Default “alue Allow Changes

Disk Folder:

¥ Enakle Write Cache
Cache: ¥ Enable Read Cache O
V¥ Enable Read Ahead

volume Size: 200.00 IGB - |

I Show block size option in volume wizards

Basze Yolume Mame: INew Yolume

S Cancel

Figure 215. General Configure User Volume Defaults

3 Set these defaults:

» Select or clear Allow User to Modify Preferences to permit or disallow a user to
change his or her defaults. All users with Administrative privileges can permit or
disallow all other users to modify preferences, including their own. If the user has
Volume Manager privileges, clearing this field prevent a Volume Manager user from
changing other options in the User Volume Defaults window.

» SelectaDisk Folder. Select or clear Allow Changes to indicate whether disk folder
options are presented to the User when he or she creates a volume.

» Select Caching options. Select or clear Allow Changes to indicate which caching
options are presented to the User when he or she creates a volume.

4 Enter the cache settings for this volume. If caching is disabled for the system, you can
enable it for a volume but it will not do any good. However, if cache settings are enabled
for the system, you can enable it for an individual volume. Click Change System Cache
Setting to enable system cache settings.

5 Select or clear Show block size option in volume wizards.
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6 Enter a default Base Volume Name.

7 Click OK to save changes.

User Volume Defaults - Advanced

Changing Advanced Volume Defaults can affect adversely the performance of the Storage
Center. We strongly recommend you do not change Advanced Volume Defaults.

In the Configure User Volume Defaults window, click the Advanced tab. The Advanced
User Volume Defaults window appears.

Configure User ¥Yolume Defaults x|

¥ Only use standard redundant storage

V' Only use standard 2MB datapage size

™ Allow Storage Profile selection

rDefault Starage Profile
% Recommended (Al Tiers)
 High Priority (Tier 1)
 Mediurm Priority (Tier 2)
 Lowy Priority {Tier 3)

™ Allowy rernowal of storage classes (Mot Recommended)

<4 Cancel

Figure 216. Advanced User Volume Defaults

« Foradvanced redundancy and datapage sizes, refer to Non-Standard Storage Types on
page 138.

« For information on Storage Profiles, refer to Appendix on page 381.

» For information on removing storage classes, refer to Removing a Storage Class on
page 121.

Configuring My Volume Defaults - Replay

1 From the Storage Management menu, choose Volume > Configure My Volume
Defaults.
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2 Click the Replay tab. The Replay default window appears.

Configure User ¥Yolume Defaults x|
Default Replay Profiles:
Selected Replay Profiles Replay Creation
¥ [ Sample Serial
[ &4 Daily Serial
Kl o
Schedule Expiration
[I ‘Weekly on Saturday at 11:30 PM 5 weeks
[I Daily every 12 hours between 12:05 AM and 6:00 PM 5 days
[I Monthly first day at 11:30 PM 26 weeks
4 | ol
Minimum Allowed Replay Interval: every |5 minutes

- Cancel & Ok

Figure 217. Replay User Volume Defaults

3

Select one of the following:

* Never schedule Replays during volume creation.

» Always prompt for Replay scheduling during volume creation.

» Always use the Default Replay Profile to schedule Replays for new volumes.
Select a default Replay Profile for this User.

Enter or clear a Minimum Allowed Replay Interval. This prevents a naive users from
overloading the system with Replays.

User Volume Defaults - Mapping

1

From the Storage Management menu, choose Volume > Configure My Volume
Defaults. The Configure User Volume Defaults window appears.

Make sure that Allow User to Modify Preferences is enabled.

Click the Mapping tab. The Mapping window appears.
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Configure User ¥olume Defaults x|

e ) T

[ Allow advanced mapping
[T Show advanced details in mapping displays

[ Automatically map volumes to default server

Default Server:

il Servers

Default Server Operating System:

Windows 2008

<4 Cancel = K

Figure 218. Configure User Volume Mapping Defaults

4 Set these defaults:

» Select or clear Advanced Mapping. If you allow advanced mapping, select or clear
Show advance details in mapping displays. For more information on this option,
refer to Viewing Advanced Mapping Details on page 59.

» Check Automatically map volumes to default server to speed the Create Volume
procedure. If Automatically Map Volume to Default Server is selected, select a

server.

» Select a default server operating system.

5 Click OK.
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Managing User Groups

Administrator users have access to all files folders on the system.

The scope and control of a Volume Manager or Reporter is limited through the use of the
user groups to which the user has access. For Volume Managers, User Groups restrict:

» Access and visibility to volumes, servers, and disk folders
» Default values used when a Volume Manager creates a volume

User Groups can give a Volume Manager or Reporter the impression that they are the only
users of the Storage Center system; these users can only see the volumes, servers, and
disk folders made available to them. Control access to volumes, server, and disks by
restricting access to folders.

User groups are restrictive. By adding a user to a user group, you are thereby restricting
the user from all other user groups.

User groups to which a user has access appear in the General User window.

User Groups

i Storage Management, ', View @ Refresh & Help ¥) 12:46 PM Log OFf @ Syskem Status

,E_ Properties ;. Change User Passwiord ;\;‘! Add User Groups .—n Rermove User Groups Y |
gTD‘I ~
[+ e Skorage A i
[+ Ha Servers & -l
[ Disks
£ Controllers §
..... A UPS
0¥ Enclosures 5
..... x Racks 1
= Remate System Name: jsmith
=) &ha Users Index: 18
o & Admin Type: User
Ll Pueler
Enabled: Yag
Mews User 3
o an Mew User 3 Privileges: “olume Manager a0
“ @ pweler2 User Groups: Group 1, Group 4, Group §
Language: English
Session Timeout 8 Hours
Full Name: John Smith
Department:
Title: =l

Figure 219. General User Information

Modifying a User Group

1 From the Storage Management menu, choose User > Manage User Groups. The
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Manage User Groups window appears, displaying current user groups.

(® Manage User Groups

ek [ quit [ Advisor

User Groups |

[ = Mew Group ] [ = Modify Group ] [ % Delete Group ] [ @ Close

Figure 220. Manage User Groups
2 From the list of current user groups, select a group and choose from the following
options:
* New Group
¢ Modify Group
¢ Delete Group
* Close to cancel out of the action and close the window.

Creating a New User Group

1 Inthe Manage User Groups window, click New Group. The Manage User Groups -
Create User Group window appears.
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e 71
® - [B]X]
& Return [ quit  [7] Advisor
Select the Volume Folder far this User Group:

’:ﬁ Yolumes

|5 Mews Yolurme Falder 1

5 FippyMustDie

Include Sub Faolders
[ =p Create a Mew Folder ] [ = Next ]

Figure 221. Create User Group

2

From the list of volume folders, select a volume folder to be included in the new user
group. Users will be able to access volumes in this folder. If you do not want subfolders
to be included, uncheck the Include Sub Folders box.

Optionally, click Create a New Folder to create a new folder not listed on this screen.
Once the new folder is created, you are returned to this window.

Click Next. A window allowing you to select a server folder for the user group appears.

From the list of server folders, select a server folder to be included in the new user
group. Users will be able to access servers in this folder. If you do not want subfolders
to be included, uncheck the Include Sub Folders box.

Optionally, click Create a New Folder to create a new folder not listed on this screen.
Once the new folder is created, you are returned to this window.

Click Next. A window allowing you to select a disk folder for the user group appears.
This folder contains the storage to be used for volumes created by this user group.

From the list of disk folders, select a disk folder to be included in the new user group.
Click Next. A window appears allowing you to name the new user group.

Enter a group name and click Create Now. You are returned to the original Manage
User Groups window.

Modifying a User Group

Modifying a user group, adds or removes access to folders and subfolders. Removing a
folder from a user group denies access to that folder to users who are members of that

group.
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Note A user who has access to more than one group may still have access to the folder
you removed from this group.

= To modify a user group
1 Inthe Manage User Groups Update User Group window, select a user group.

2 Click Modify Group. A window appears showing volume, server, and disk folders
accessible by the user group

@ Manage User Groups - Update User, Group:

- # reum B9 ouit [B] Advisor

Folders accessible by User Group Group 1

? Storage

b Servers
-8 Disks
3. Users

Remove from Sub Folders

l =p Rename H =p Remove Falder H =p Add Folder || = Return

Figure 222. Update User Group

3 From this window, choose from the following:

* Rename to rename the user group. See Renaming a User Group on page 280.

* Remove Folder to select a folder to be removed. See Removing a Folder from a
User Group on page 281

» Add Folder to add a volume, server, and disk folder. See Adding a Folder to a User
Group on page 281.

4 Or, click Return to go to the Manage User Groups window.

Renaming a User Group

1 Inthe Manage User Groups Update User Group window, click Rename.
2 On the next screen, enter the new name.

3 Click Rename Now.

4 Click Return.
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5 Click Close.

Removing a Folder from a User Group

Note Removing a folder from a user group denies access to that folder to users who are
members of that group.
1 Inthe Manage User Groups Update User Group window, select a folder or subfolder.

2 Click Remove Folder. The wizard displays a window listing user groups that will be
impacted by removing the specified folder from the user group.

3 Click Remove Now. A removal confirmation window appears asking you to confirm the
removal.

4 Click Yes to confirm the removal or No to cancel.
5 When you have confirmed or cancelled the removal, click Return.

6 Click Close.

An individual user who has access to more than one group may still have access to the
folder you removed from this group.

Adding a Folder to a User Group

Note Adding folders to a user group gives access to users who are a member of that
group.

1 Inthe Manage User Groups Update User Group window, click Add Folder.

2 On the next window, select one of the following:

» +Add Volume Folder: The System Manager displays a list of volume folders. Select
a volume folder. Include or exclude subfolders. Click Add Now.

» « Add Server Folder: The System Manager displays a list of server folders. Select
a server folder. Include or exclude subfolders. Click Add Now.

» «Add Disk Folder: The System Manager displays a list of disk folders. Select a disk
folder. Click Add Now.

3 Click Return.
4 Click Close.

Deleting a User Group

1 Onthe Manage User Groups Update User Group window, select the user group to
be deleted.

2 Click Delete Group. You are asked to confirm the deletion.
3 Click Yes to delete the user group.

4 Click Close.
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Adding a User to a User Group

You cannot add a user group to an Administrator User because, by definition, the
Administrator has access to all folders. User groups are added to existing users to allow
access to folders contained in that user group. To add a user group:

1

2
3
4
5

From the Storage Management menu, choose User > Add User Groups. The Add
User Groups window appears, displaying current users.

Select a User. Click Continue.
The Add User Group to User window appears.
Select a User Group to add to this user.

Click Add Now. The user is added to the group and the window closes.

Removing a User from a User Group

1

From the Storage Management menu, choose User > Remove User Groups. The
Select the User to Remove window appears, displaying current users.

Select a User to remove from the user group.

Click Continue. The Remove User Groups window appears with a list of groups for the
user.

Select a User Group from which to remove the user.

Click Continue. You are asked to confirm the deletion. If you confirm, the user is
removed from the User Group and the window closes.
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Data Instant Replay

Introduction

Data Instant Replay is a separately licensed Storage Center application.

A Replay is a point-in-time copy of one or more volumes. Once an initial Replay of a volume
is taken, subsequent Replays preserve pointers to data that has changed since the
previous Replay. This minimizes the amount of storage space required to preserve periodic
copies of a volume.

Replay Profiles are a collection of rules describing when to take periodic Replays for one
or more volumes and how long before Replays are deleted (expired). A Replay Profile can
contain multiple rules. For example, a Replay Profile can require a Replay to be taken once
a day and once a week and once a month. More than one Replay Profile can be applied to
one or more volumes. Once a Replay Profile is applied to volumes, subsequent changes
to the Replay Profile are applied to all the volumes to which the Replay Profile is attached.

« Changes to the rules for taking a Replay only affect Replays taken in the future.

« Changes to the rules for expiring Replays go into effect immediately for all Replays
created by the Replay Profile.

284 Storage Center 5.5 System Manager User Guide



Viewing Replay Profiles

Viewing Replay Profiles

Viewing a List of Replay Profiles

1 From the system tree, select Storage > Replay Profiles. A list of Replay Profiles
appears.

(2, view Refresh 2 Help ) 10:06 AM | Log OFf @ System Status

%0 Create Replay Profile 557 Create Consistent Replay Profile

MGTOL

Ag.0

:2° | Replay Profiles

Iame |Type Replay Creation | Created By
[z Crazzy Replay Profile  Serial Admin
5 Tester New Replay Profile 1 Replay Profile  Consistent Admin
1l Tester New ] Daily Replay Profile  Serial System
- wf Recyde Bin ':,_‘ ) )
- Servers [#4 3ample Replay Profile  Serial System
-4 Disks
- Controllers
..... L:; UPs
[+ Enclosures
----- I Racks
[]--Q Remake Syskems
[]---& LUsers

Figure 223. List of Replay Profiles

The list shows:
* Name: of the Replay Profile

» Daily and Sample are default profiles created by the system. Profiles created by the
system cannot be modified or deleted.

» Type: Subject of this window
* Replay Creation: Serial, Parallel, or Consistent
* Created by:
e System creates two default Replay Profiles, Daily and Sample

» Root User creates Replay Profiles by converting Replay Templates that were in use
in Storage Center 4.0 or before. If you do not have Replay Templates created in a

prior version of Storage Center, you will not have Replay Profiles create by the Root
User.

» Name of user who created the Replay Profile.

Note A Volume Manager can create Replay Profiles, but cannot delete them. In general,
the rules given in the this chapter are for users with Administrative privileges.
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Viewing General Replay Profile Information

To view General Replay Profile, from the system tree, select Storage > Replay Profiles.

€ stovape Manapeman: ', View Rafrash  »,* Halp (¥h 10:46 pM | ) Log OFF @ System Stabus
I Aaply to volumas) B9 Apphe to Servar Creand Replay far valimas

[€ waron =
L - ™ 1

B Storare ( _::v}l | Sample

LBl vumes
i F- & neplay Profles
: & Doy

--- e Crazzy
B Tester Mew

i =) Aecycl: Bin
By GErvers
4 Disks
[ Conteolers
R UPS
- Enclusures
LT Racks
e Alemota Systams

' LIsars

I ey

Name Sample

Inedex 1

Type Replay Prafile (=i andard)
Replay Creation Serial

Standard Replay Profiles cannot be modified or delefed

schaduke |Emra:|cn
7T Monthly firsc day a0 11:30FM A weaks
7T Weekly o Saturdey =k 11:30 FM 5 m=eks

[T Daly every 12 howes bebween 12005 AM ard £:00 P4 5 days

Figure 224. Standard Sample Replay Profile

The Sample Replay Profile is standard, and part of every Storage Center system. It cannot
be modified or deleted. General Information includes:

» Name: The name of the Profile is whatever the creator names it except for the two
system-created Standard Profiles.

» Index: Number for the object required by Dell Support Services.

» Type: A Replay Profile can be on of the following:

» Standard: Created by the system

» Custom: Created by a user

* Replay Creation: A Replay applied to more than one volume can be one of the

following:

» Serial: Takes a Replay one volume at a time.

« Parallel: Creates a Replay of all volumes simultaneously.

» Consistent: Halts IO to all volumes to which the Replay Profile is attached until
Replays are taken for each volume.

e Schedule: Specifies when Replays will be taken

» Expiration: How long the Replay will be saved. Replays can also be manually expired.
Refer to Expiring a Replay Explicitly on page 312.
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Viewing Volumes to Which a Replay Profile is Applied

1 \From the system tree, select Storage > Replay Profiles.

2 Click the Volumes tab. A list of Volumes appears.

."',é a:\\
{[12%|  Sample

Refresh | Configure Data Instant Replay

Mame

i@ Duffz_E_Drive

a FlandersZ__Drive_jscsi
i Duffz_isCSI_byEM

a FlandersZ_E_Drive

a FlandersZ_F_Drive_jscsi
a Duff2_I_Drive_jscsi

Wolume Type

Replay Enabled
Replay Enabled
Replay Enabled
Replay Enabled
Replay Enabled
Replay Enabled

Storage Type

Redundant -
Redundant -
Redundant -
Redundant -
Redundant -
Redundant -

ZMB
ZMB
ZMB
ZMB
ZMB
ZMB

Disk Fo...

Assigned
Assigned
Assigned
Assigned
Assigned
Assigned

Consumed Disk 5.

675 ME
118 ME
8.52 GB
172 ME
128 ME
162 ME

Logical Size

4 TE
499 GE
499 GE
4 TE
3.99TB
500 GB

Figure 225. Volumes to which Replay Profile is Attached

Viewing Replay Profiles
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Applying Replay Profiles to Volumes

288

Because all Storage Center systems come with two common default Replay Profiles, Daily
and Sample, you are not required to create any custom Replay Profiles. To create a custom
Replay Profile, refer to Creating Replay Profiles on page 292.

Standard Default Daily Replay Profile
The rules for the Standard Default Daily Replay Profile are as follows:

» The standard default Daily Replay Profile takes a Replay once a day at one minute past
midnight (12:01 AM) of all volumes to which the Replay Profile is attached.

» Each Replay will automatically expire in one week.

Standard Default Sample Replay Profile

The standard default Sample Replay Profile takes three Replays for all volumes to which
the Replay Profile is attached. The rules for the Standard Default Sample Replay Profile are
as follows:

» A Replay is taken twice every day (weekends included). The first Replay is taken at 5
minutes after midnight (12:05 AM). The second daily Replay is taken 12 hours later, but
not between the four hours of 6:00 PM and 12:05 AM. Each Replay is automatically
expired 5 days later.

» In addition to the twice-daily Replays, the Sample Replay Profile instructs Storage
Center to take a Replay once a week on Saturday at 11:30 PM. The weekly Replay is
automatically expired after 5 weeks.

» In addition to the twice-daily and weekly Replays, the Sample Replay Profile instructs
Storage Center to take a Replay once a month on the first day of the month (for example,
January 1, February 1, and so forth). The monthly Replay is automatically expired after
26 weeks.

Applying an Existing Replay Profile to One or More Volumes

1 From the system tree, select Storage > Replay Profiles.

2 From the shortcut menu, select Apply to Volumes. The Apply Replay Profile window
appears, listing volumes. Expand volume folders, if necessary.
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@Apply Replay Profile ;Iglll

e oBack [ quit  [F] Advisor

Select the “olumes to which you wish to apply Replay Profile
"Daily Profile":

[¥ i Volumes
[ERICRES New olume Folder 1
C Tl Mew volume 1

- [ [ Mew Yolume 2

[T Replace existing replay profiles

“p Continue |

Figure 226. Apply Replay Profiles

3 Select volumes to which to apply the profile.

4 Selector clear Replace Existing Replay Profiles. Remember, multiple Replay Profiles
can be applied to a volume.

5 Click Continue. The Apply Profile Confirmation window appears.

6 Click Apply Now.

Note Subsequent changes to the Replay Profile will be applied to all volumes using the
Replay Profile. Changes to the rules for taking a Replay only affect Replays taken in

the future. Changes to the rules for expiring Replays go into effect immediately for
all Replays created by the profile.
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Viewing Volumes Attached to a Replay Profile

1 Inthe system tree, select a Replay Profile.

290

2 Inthe Profile window, click the Volumes tab. The System Manager displays all volumes
attached to the profile.

Changing Profiles Attached to Selected Volumes

1 Holding down the Shift or Ctrl key, select one or more volumes.

2 From the shortcut menu, select Replay > Configure Data Instant Replay.
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I Paise Raplay Expiration

Figure 227. Configure Profiles for Selected Volumes
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Viewing Volumes Attached to a Replay Profile

The System Manager displays all Replay Profiles.

OEonﬁgure Data Instant Replay - |EI|1|

ek [ auit [ Advisor

Select the Replay Profiles to apply to all selected volumes.

Selected Replay Profiles IRepIay Creation

¥ [ Sample Setial

[ &4 Daily Setial
Kl i
Schedule Expiration

Eﬁ ‘Weekly on Saturday at 11:30 PM 5 weeks

Eﬁ Daily every 12 hours between 12:05 AM and 6:00 PM 5 days

Eﬁ Monthly first day at 11:30 PM 26 weeks

« I i

% Create a Mew Replay Profile
¥ Replace existing replay profiles
<4 Cancel | p Save Configuration

Figure 228. Configure Replays for Selected Volumes

3 Choose profiles to attach to the selected volumes. A cumulative list of Replay schedules
for all selected profiles appears in the bottom frame.

4 Select or clear Replace Existing Replay Profiles.

5 Click Save Configuration to apply Profiles to the volumes or click Create a New
Replay Profile. (Refer to Creating Replay Profiles on page 292).
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Creating Replay Profiles

Non-Consistent and Consistent Replays

A Consistent Replay Profile halts 1O to all volumes to which the Replay Profile is attached
until Replays are taken for each volume.

Consistent Replay Profile Non-Consistent Replay Profile

Halts 10 across all volumes as a group Halts I/O for each volume independently of other
volumes.

Resource intensive Less resource intensive - depends on the amount

of data written since the previous Replay

Limited to 40 volumes No limit to the number of volumes to which the
Replay Profile is attached

Replays are taken of all volumes simultaneously | Choose between Serial (one volume at a time) or
Parallel (all volumes simultaneously)

Can set an Alert if Replays cannot be completed | All Replays are taken
within a defined time. Replays not completed
before alert is generated are not taken. (This
can lead to incomplete groups of Replays
across volumes.)

Can delete incomplete group of Replays All Replays are taken

Can be converted to Non-Consistent Replay Can be converted to Consistent Replay Profile
Profile

Creating a Non-Consistent Replay Profile
1 From the system tree, select Storage > Replay Profiles.
2 From the shortcut menu, select Create Replay Profile. The Create Replay Profile

window appears.

OEreate Replay Profile ;Iglll

ek [ quit ] Advisor

MName: INew Replay Profile 1

Maotes: I

Schedule Rules:

Schedule Expiration

2 Advanced | | “p Add Rule | “p Modify Rule | “ Remove Rule | | iy Create Now :

Figure 229. Create Replay Profile

3 Enter a Replay Profile name or accept the default. Enter any notes (up to 255
characters).
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4 Click Add Rule. A window appears allowing you to set rules for the Replay Profile.

@Ereate Replay Profile ;Iglll

e oBack [ quit  [F] Advisor

Schedule Type: Daily LI

COnce

& at Jos Weekly

Monthly
" every |15 Iminutes vl

I betwesn |08 00 AM & =nd |05 00 PM &

Expiration: |1 Idays LI

“p Continue |

Figure 230. Replay Profile Schedule Type

5 Select a time Replays will be taken and when they will expire. Replay Profile Rules are
described more fully in Adding Replay Profile Rules on page 300.

6 Click Continue. The Create Replay Profile window shown in Figure 229 reappears.
Continue adding rules.

* To modify a rule, select the rule in the Create Replay Profile window and click
Modify Rule.

* To delete a rule, select the rule in the Create Replay Profile window and click
Remove Rule.

» If the Replay Profile is to be attached to more than one volume, by default Storage
Center takes Replays serially, one volume at a time. To take Replays of all volumes
simultaneously, click Advanced. For more information, refer to Taking Simultaneous
Replay Profiles on page 294.

7 When you have finished configuring the Replay Profile, click Create Now. The Replay
Profile is created.

@Ereate Replay Profile [_[O]
¢ Back [ ouit B advisor

Replay Profile Mews Replay Profile 1 has been created.

To apply this profile to one or more volumes, select Apply To Volume(s).

To apply this profile to all volumes for a server, select Apply To Server.

= Apply to Yolume(s) “p Apphy to Server | | P dose

Figure 231. Apply Standard Profile to Volumes or Severs
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8 When you are finished configuring a standard Replay Profile, continue with Applying a
Replay Profile on page 294.

Taking Simultaneous Replay Profiles

Note Because Parallel Replays are more resource-intensive than Serial Replays, Parallel
Replay Profiles are not recommended.

1 Inthe Create Replay Profile window shown in Figure 229 on page 292, click
Advanced. The following window appears.

=il

@ sack ) ouit [F] mdvisor

rReplay Creation

© Serial (Recommended)

Selecting serial replay creation causes the Replay Profile to take replays one volume at a til
for each assigned volume.

& Parallel

Selecting parallel replay creation causes the Replay Profile to take replays for all assigned
ywolumes at once. This process is moare resource intensive than taking replays serially.

= Continue |

Figure 232. Replay Creation Window

2 Select Parallel. Selecting Parallel enables the Replay Profile to take a Replay for all the
volumes to which the Profile is attached at one time.

3 Click Continue. Storage Center returns to the window shown in Figure 229.

4 When you are finished configuring a Standard Replay Profile, continue with Applying a
Replay Profile on page 294.

Applying a Replay Profile

You can apply a Replay Profile to one or more volumes or to all volumes for a server.

= To apply a Replay Profile to one or more volumes

1 In the window shown in Figure 231 on page 293, select Apply to Volume(s). A list of
volumes and volume folders appears.

294 Storage Center 5.5 System Manager User Guide



Creating Replay Profiles

@Ereate Replay Profile =] E3
@ Back 4 Retun [ ouit  [B] Advisor

Select the “olumes to which you wish to apply Replay Profile "New Replay Profile 1"

ENe umes| =
[ B vm-01-dc-boot

¥ §B vm-02-db-simlogs-rdm

¥ B ym-02-db-simstores-rdm

W @ wm-02-exchange-sim-1-boat

¥ BB vm-03-db-lags-rdm

¥ &8 vm-03-db-stores-rdm

W @ wm-03-exchange-svr-1-boat

¥ B vm-04-db-lags-rdm

- [¥ &8 vm-04-db-stares-rdm

W @ wm-04-exchange-svr-2-boaot

W @ wm-05-exchange-loadsim-1-boat

¥ 8 vm-06-db-dbs-rdm

. [ 3B wrn-nf-rh-lnns-rem LI

[T Replace existing replay profiles

“p Continue |

Figure 233. Apply Standard Profile to Volume or Volume Folders

2 Select individual volumes to which to apply the Replay Profile. To apply the Replay
Profile to all files in a folder, select the folder.

3 Choose to replace exiting Replay Profiles or not.
4 Click Apply Now. The Replay Profile is attached to the volumes displayed.

= To apply a Replay Profile to all volumes mapped to a server or server cluster

1 In the window shown in Figure 231 on page 293, select Apply to Servers. A list of
servers and Server Clusters appears.

@Apply Replay Profile to Server =] E3
@ Back 4 Retun [ ouit  [B] Advisor

Replay Profile "MNew Replay Profile 1" will be applied to
all volumes currently mapped to the selected Server
ar Server Cluster:

W Servers
-4 ES¥ Cluster 1

[T Replace existing replay profiles

) Continue |

Figure 234. Apply Replay Profile to Servers

2 Select a server or a Server Cluster to which to apply the Replay Profile.

3 Choose to replace exiting Replay Profiles or not. Click Continue. The system displays
the volumes to which the Replay Profile will be attached.
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@Apply Replay Profile to Server

@ Back & Return [ quit [F] Advisor

IS[=] E3

Replay Profile "Mew Replay Profile 1" will be applied to the following volumes.
The replay profile will be applied in addition to any existing replay profiles for the

Marne IFolder Path

@ wn-01-dc-boot HvTestVolumes
8 vm-0z-db-simlogs-rdm HvTestVolumes
8 vm-0z-db-simstores-rdm HvTestVolumes
8 vm-0z-exchange-sim-1-boot HvTestVolumes
8 vm-03-db-logs-rdm HvTestVolumes
8 vm-03-db-stores-rdm HvTestVolumes
8 vm-03-exchange-svr-1-boot HvTestVolumes
8 vm-04-db-logs-rdm HvTestVolumes
58 vm-04-db-stores-rdm HvTestVolumes
8 vm-04-exchange-svr-2-hoot HvTestVolumes
8 vm-05-exchange-loadsim-1-boot HvTestVolumes
8 vm-06-db-dbs-rdm HvTestVolumes
8 vm-06-db-logs-rdm HvTestVolumes
@ wm-06-sgl-sqgliosim-1-boot HyTestvolumes
8 vm-07-db-dbs-rdm HvTestVolumes
8 vm-07-db-logs-rdm HvTestVolumes
@ wm-07-sgl-sqgliosim-2-boot HyTestvolumes
8 vm-08-ioverify-1-boot HvTestVolumes
4 |

- Cancel | iy Apply Mow

Figure 235. List of Volumes Mapped to Server

4 Click Apply Now. The Replay Profile is attached to the volumes displayed.
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Creating a Consistent Replay Profile

Consistent Replay Profiles maintain a consistent set of Replay data across multiple
volumes. To ensure consistency, volume IO is halted for all volumes to which the Replay
Profile is attached.

5> To create a consistent Replay profile

1 From the system tree, select Storage > Replay Profiles.

2 From the shortcut menu, select Create Consistent Replay Profile. The Create
Consistent Replay Profile window appears, warning you that Consistent Replay
Profiles can cause 10 time outs.

Gtreate Consistent Replay Profile =] E3 I

¢ Back ) quit [ Advisor

Consistent Replay Profiles allow you to maintain a
consistent set of replay data across multiple volumes.

In arder to ensure cansistency, volume 12 s halted far all
volumes using the Replay Profile while replays are created far
each volume. Once replays have been created for each
volume, 12 is resumed.

This process is resource intensive, and may cause 10
timeouts depending upon the number of volumes using the
Replay Profile. In order to prevent |12 timeouts, only use
Consistent Replay Prafiles far small sets of valumes.

Figure 236. Consistent Replay Profile Description

3 Click Continue. The Create Consistent Replay Profile window appears.
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@Ereate Consistent Replay Profile M= E3
@ Back [ ouit [F] Advisor

MName: Mew Replay Profile 1

Maotes:

Schedule Rules:
Schedule Expiration I

4

) Advanced | | ) Add Rule | “p Maodify Rule | “p Remove Rule | | iy Create Mow :

Figure 237. Create Consistent Replay Profile Window

4 Enter a Replay Profile name or accept the default. Enter any notes (up to 255
characters).

5 Click Add Rule. The window that allows you to add a rule appears as shown in Figure
239 on page 300. Select a time Replays will be taken and when they will expire. Replay
Profile Rules are described more fully in Adding Replay Profile Rules on page 300.

6 Click Continue. The Create Replay Profile window reappears. Continue adding rules.

* Tomodify arule, select the rule in the Create Replay Profile window and click Modify
Rule.

» To delete a rule, select the rule in the Create Replay Profile window and click
Remove Rule.

@Ereate Consistent Replay Profile 10 =|

@ oBack [ quit  [B] Advisar

W Alertif Replays cannot be completed within
10 seconds

# Any Replays not completed hefore an alertis generated
will not be taken. This may lead to incomplete groups of
Replays across volumes.

& [t may he necessary to specify an alerttimeoutvalue in
order to prevent server 1O timeouts depending upon the
number ofvalumes using this profile and overall systermn
load.

¥ Autornatically expire incomplete replay groups

“p Continue |

Figure 238. Set Consistent Replay Alert
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Note A Consistent Replay halts IO for all volumes to which it is attached. If the amount of

data copied through the Replay is large enough to cause a server time out, set an
Alert.

Any Replays not completed before an Alert is generated will not be taken. This can
lead to incomplete groups of Replays across volumes. Depending upon the number
of volumes using the profile and overall system load, it may be necessary to specify
an alert time-out value to prevent server 10 time-outs.

7 Check Alert if Replays Cannot Be Completed. Enter a time in seconds to avoid a
server time out, 59 seconds or less. Do not enter a time greater than 59 seconds.

8 Select or clear Automatically Expire Incomplete Replay Groups.

9 Click Continue. A window allowing you to apply a Profile to volumes or servers appears.

» To apply the Consistent Replay Profile to volumes or volume folders, click Apply to
Volumes.

» To apply the Consistent Replay Profile to all volumes on a server or server cluster,
click Apply to Servers.

10 When you are through configuring the Replay Profile, click Create Now.
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Adding Replay Profile Rules

1 Click Add Rule. A window allowing you to enter a Schedule Type appears.

{®Create Replay Profile =10l x|

@ Back ) quit [ Advisor

Schedule Type: Daily j

Once

@ at s Weekly

Manthly
i every |15 Iminutes vl

I between 08 00 AM & and |05 DO PM &

Expiration: Il Idays ;I

Zp Conkinue |

Figure 239. Replay Profile Schedule Type

2 From the Schedule Type list, select a Schedule Type:

* Once

o Dalily

*  Weekly

* Monthly
Once

a Inthe Schedule Type list, choose Once for a one-time Replay Profile.

b Enter a start date and time when the Replay will be taken. Click the down arrow to
view a calendar.

OEreate Replay Profile ;Iglll

ek [ quit ] Advisor

Schedule Type: IOnce LI

‘ Start time: IMar 17, 2008 ‘*lﬂ 54 AM %

Sun Mon  Tue Wed Thu Fri  Sat

Expiration: |1 Idays LI

“p Continue |

Figure 240. Select Start Date
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Daily

Adding Replay Profile Rules

Enter a time period in minutes, hours, days, or weeks after which Replays will expire.
Click Continue. The wizard displays the schedule and expiration for the rule.
Enter a name or accept the default. Enter any notes (up to 255 characters).

Finish or modify the Profile.

To create the Profile, click Create Now. The Replay Profile appears in the list of
Profiles.

To add a rule to the Profile, click Add Rule. The Schedule Type window
reappears. Add another rule.

To modify the current rule, click Modify Rule. The Schedule Once window
reappears.

To delete the rule, click Delete Rule. The rule is deleted.

1 Inthe Schedule Type list, select Daily for a daily Replay Profile.

2 Choose a time for a Daily Replay Profile: either once a day or at a chosen time.

Once a Day

1 Clickinthe Hour or Minute field. Select the up or down arrows to scroll to the hour and
minute when the Replay will be taken.

Schedule Type: IDa"y
@ at i &
00 AM 7 k

Figure 241. Select Hour and Minute

2 Click in the AM/PM field. Click the up or down arrows to select AM or PM.

Selected Daily Time Period

1 Enter atime interval in hours or minutes.

2 Torestrict daily Replay Profiles, select the hours between which the Replay is taken.:

Gtreate Replay Profile

o Back [ quit  [F] Advisor

Schedule Type: IDa"y

o at Ius o0 oAM &
* every |3 Ihours LI

¥ betwesn I? a0 AM %and IE 00 PM %

Figure 242. Select Time Interval

a Enter an expiration interval in minutes, hours, days, or weeks after which Replays
will expire.
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b Click Continue.
¢ Enter a name or accept the default. Enter any notes (up to 255 characters).
d Finish or modify the Profile.

» To create the Profile, click Create Now. The Replay Profile appears in the list of
Profiles.

» To add a rule to the Profile, click Add Rule. The Schedule Type window
reappears. Add another rule.

» To modify the current rule, click Modify Rule. The Schedule Daily window
reappears.

* To delete the rule, click Delete Rule. The rule is deleted.

Weekly
1 Inthe Schedule Type list, choose Weekly.

@Ereate Replay Profile - |EI|1|
e oBack [ quit  [F] Advisor
Schedule Type: IWeekIy LI
eath [ Sunday @ at Ius 00 PM &
¥ Monday
 every |15 minukes -
[~ Tuesday s I I —I
[ wednesday [T between |na 00 AM 2 and |05 o0 PM &
[ Thursday
[~ Friday
[ saturday
Expiration: |1 Idays LI
“p Continue |

Figure 243. Weekly Schedule Type

2 Select one or more days of the week.

3 Either choose a time each day for a Replay, or an interval. If you choose an interval, you
can limit the number of Replays by choosing the hours during which Replays will be
taken.

4 Chose an expiration interval in minutes, hours, days, or weeks after which the Replays
expire.

5 Click Continue. The wizard displays the schedule and expiration for the rule.
6 Finish or modify the Profile.

* To create the Profile, click Create Now. The Replay Profile appears in the list of
Profiles.

* To add arule to the Profile, click Add Rule. The Schedule Type window reappears.
Add another rule.

» To modify the current rule, click Modify Rule. Schedule Weekly window reappears.
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To delete the rule, click Delete Rule. The rule is deleted.

Monthly

In the Schedule Type list, choose Monthly.

Monthly Per Day
1 Click the red Days tab.

£

Date

5

VErY

[V First
[~ Second
[ Third
[~ Fourth

[ Last

of the month

I~ sunday

¥ Monday

[~ Tuesday
[~ Wednesday
[ Thursday
[~ Friday

[~ saturday

Figure 244. Select Day

2 Select one or more days of the week to schedule the Replay.

Adding Replay Profile Rules

3 Select one or more weeks of the month to schedule the Replay.

Monthly per Date
1 Click the blue Date tab.

Days Date

every

T T ¢
N Y
T ™ ¢
AT ™ ¢
T T ¢
TP TP ¢
T

of the month

$9393 5

199935
3

Figure 245. Select Date

2 Select one or more dates to schedule Replays.

3 Either choose a time each day for a Replay, or an interval. If you choose an interval, you
can limit the number of Replays by choosing the hours during which Replays will be

taken.

5> To limit the months during which Replays are taken
1 Click Select Months. Click one or more months.
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E

Select the months during which this rule applies:

[~ February [~ March I april
™ June [~ July [~ August
[~ September [~ October [T Movember [~ December

KN

Selnict Months |

Figure 246. Select Months

2 Chose an expiration interval after which the Replay will be deleted.

3 Click OK.

4 Click Add New Rule. The wizard displays the schedule and lifetime for the Replay.

&> To finish or modify the monthly schedule

1 To create the Profile, click Create Now. The Replay Profile appears in the list of
Profiles.

2 Toadd arule to the Profile, click Add Rule. The Schedule Type window reappears. Add
another rule.

3 Tomodify the current rule, click Modify Rule. The Schedule Monthly window reappears.

4 To delete the rule, click Delete Rule. The rule is deleted.

Configuring Replay Profile Volume Defaults

Replay Profile Volume Defaults are set for each user. Refer to Configuring My Volume
Defaults - Replay on page 274.
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Managing Replay Profiles

Managing Replay Profiles

To view...

Do the following ...

Replay Profiles

From the system tree, expand the Storage node.

List of Replay Profiles

From the system tree, expand the Storage node.

=]

Expand the Replay Profiles node. F -
Default standard Replay Profiles From the system tree, expand the Storage node. 5
created by system: Daily and Sample | Expand the Replay Profiles node. Click on a o

Standard Replay Profile

-

Custom Replay Profiles created by
users

From the system tree, expand the Storage node.

Expand the Replay Profiles node. Click on a
Custom Replay Profile.

Consistent Replay Profile

From the system tree, expand the Storage node.

Expand the Replay Profiles node. Click on a
Consistent Replay Profile.

new PETY
G (17

& &
LD =

Volumes to which Replays are
attached

From the system tree, expand Storage / Replay
Profiles. Select a Replay Profile. Click the
Volumes tab.

Modifying a Replay Profile

Modifying a Replay Profile affects all volumes attached to the Replay Profile. Replays that
have already been taken are not affected. Replays that are scheduled to be taken via the
rules in the Replay Profile are affected. Replays that have not yet expired are affected if the

expiration rule is changed.

Adding Rules to a Replay Profile

1 Select a Replay Profile.

2 From the shortcut menu, select Modify. The Modify Replay Profile window appears.
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{3 Modify Replay Profile (=]
4Bk B quit 7] Advisor

Marne: ITest Replay Profile

MNotes:

Schedule Rules:

Schedule Expiration

B8 Daily ats:00PM 1 hour
E;ﬁ “Weekly on Monday, Tuesday, Wednesday, and Friday at 8:00 PF 1 week

—# Add Rule | —# Modify Rule —# Remove Rule | | —# Apply Changes

Figure 247. Modify Replay Profile.

3
4
5
6
7

Click Add Rule. The Schedule Type window appears.

Choose a Schedule Type.

Follow the steps described in Creating Replay Profiles on page 292.
Click Continue. The Modify Replay Profile window reappears.

Click Apply Changes. The Rule is added to the Replay Profile. The Replay Profile is
modified. The new rule appears in the Replay Profile window.

Modifying a Rule

1

N~ o o~ WwWDN

Select a Replay Profile. From the shortcut menu, select Modify. The Modify Replay
Profile window appears.

Select a Rule in the Replay Profile.

Click Modify Rule.

The Schedule Type appears.

Choose the same or a new Schedule Type.

Follow the steps described in Creating Replay Profiles on page 292.

When the Rule is modified, click Continue. The Modify Replay Profile window
reappears.

Click Apply Changes. The Replay Profile is modified. The changed rule appears in the
Replay Profile window.

Removing a Rule from a Replay Profile

1

Select a Replay Profile. From the shortcut menu, select Modify. The Modify Replay
Profile window appears, as shown in Figure 247 on page 306.
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Managing Replay Profiles

Select a Rule in the Replay Profile.

Click Remove Rule. The Rule no longer appears in the Schedule Rules of the Replay
Profile.

Click Apply Changes. The System Manager removes the rule.

The Replay Profile window reappears, showing that the Rule is deleted.

Renaming a Replay Profile

Note Renaming a Replay Profile does not change rules in a profile.

Select a Replay Profile. From the shortcut menu, select Modify. The Modify Replay
Profile window appears.

In the Name field, enter a new name.

Click Apply Changes. The Replay Profile window reappears, showing the new Replay
Profile name.

Changing a Non-Consistent Replay Profile to a Consistent Replay Profile

1
2

3

In the system tree, select the Replay Profile to change.

From the Shortcut menu, select Convert to Consistent Replay Profile. The system
describes Consistent Replay Profiles, similar to Figure 236 on page 297.

Click Continue. The Replay Profile is changed from Non-Consistent to Consistent.

Changing a Consistent Replay Profile to a Non-Consistent Replay Profile

1
2

In the system tree, select the Replay Profile to change.

From the Shortcut menu, select Convert to Non-Consistent Replay Profile. The
system describes Consistent Replay Profiles, similar to Figure 236 on page 297.

Click Continue. The Replay Profile is changed from Consistent to Non-Consistent.
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Deleting a Replay Profile

Note You cannot delete a Replay Profile that is created by the System or currently in use
by volumes.

In the system tree, select Storage > Replay Profiles folder.
Select a Replay Profile. From the shortcut menu, select Delete.

The System Manager asks you to confirm.

A W N P

Click Yes. The profile is deleted.
Detaching Volumes from a Replay Profile
Note You cannot detach a Replay Profile to which volumes are attached.

1 Inthe system tree, select Storage > Replay Profiles folder.
2 Select a Replay Profile.

3 In the Replay Profile window, click Volumes. A list of volumes to which the Replay
Profile is attached appears.

c Storage Management \{ Wiew Refresh -‘,‘ Help ) 309 PM | ) Log OFF @ System Status

3¢ Delete Y |

|34 Modify &' Apply to Yolumeds) e‘,:' Apply to Server Create Replay for Volumes

M54
Ela, Storage I-"
- Volumes \
[ Replay Profiles
Daily
Sample @ [ ] Consistency Groups
Every S mins ~

Consistent Profile

‘_| New Replay Profile 1

Refresh | kConFigure Data Instant Replay

Mame Wolume Type Starage Type Disk Folder | Consumed... |Logical Size
- martel

[]..\\:‘\_: Disks i& martell Volume 2 Replay Enabled  Redundant-2ME  Assigned 36,79 GB 500 GE
[]..:Q:J. Controllers i& martell Volume 3 Replay Enabled  Redundant-2ME  Assigned 36,84 GB 500 GE

----- |k UPS i& martell Volume 4 Replay Enabled  Redundant-2ME  Assigned 37.43GE 500 GE
- @ Enclosures

..... m Racks
[]--@ Remote Systems
I:I---; Users

Figure 248. List of Volumes in Replay Profiles

4 Select a volume.

5 Click Configure Data Instant Replay.
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A list of Replay Profiles appears. Replay Profiles to which this volume is attached are
indicated by a check mark.

@Eonﬁgure Data Instant Replay

i =]
@ Back ) quit ] Advisor
Selected Replay Profiles Replay Creation
[ [ sample Serial
[ 4 Daily Serial
v [ Consistent Profils Consistent
¥ [ Every 5 mins Sirial
I~ ﬂa Mew Replay Profile 1 Consistent
Kl i
Schedule Expiration I
EI Monthly on the first Monday at 12:00 AM 52 weeks
EI Daily every 5 minutes 1 day
EI Daily every 5 minutes 1 day
9 Create a Mew Replay Profile
i Cancel | i p Save Configuration |

Figure 249. Volumes Attached to Replay Profiles

6 Uncheck the Volume to detach it from the Replay Profile.
Click Save Configuration. The system displays Volume information.

Repeat Steps 1 through 7 for each volume. When all volumes are no longer attached to
the Replay Profile, you can delete it.

Select the Replay Profile again. Notice that the Configure Data Instant Replay button
has disappeared.

10 Click Delete. The system asks you to confirm. Click OK. The Replay Profile is deleted.
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Viewing Replays Attached to a Volume

1

2
3
4

In the system tree, select a volume.
Click the Replays tab. A list of all Replays for that volume is displayed.
From the shortcut menu, click on Set Update Frequency.

Toggle between types of Replay views by clicking on Set Replay View.

(@ .
"\LQ_/' New Volume 2 View 1

Refresh ?‘J Set Update Frequency - et Replay Wiew  ©., Set Display Field | gj‘ Properties [P Replay

|ﬂ Hew Valume 2 |ﬂ Mew Walume 2 Yiew 1
> D8{16/2009 01:56:27 pm /' > 06/16/2009 01:57:03 prn
D 06/15/2009 02:00,00 pm

D D6/15/2009 12:05:02 pm

Source: I User P2 Schedule P External Application ) Replication | Type: [ Consistent | Status: £ Expiration Pending ¢ Coalescing

Figure 250. Volume Replay Properties Tree
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Viewing Volume Replay History

1 Inthe system tree, select a volume. The Volume Information window appears.

Managing Replay Profiles

2 Click the Replay tab. (The Replay tab appears only if Replays are scheduled for the
volume.) The System Manager displays a list of Replays with the time and date taken.

Figure 251. Replay History

Replay Key

(g | 1BM Tivoli Volume
Refresh =7 Set Update Frequency =, Set Replay View =, Set Display Field
Freeze Time |Expirati0n Time |Replay Size: |Descripti0n |State |Source Create Volul
i IBM Tivali Yolume 10 MB Active
= DB/25/2009 12:05:00 pm 06/30/2009 12:05:00 pm 22 MB Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= DB/25/2009 12:05:00 am 06/30/2009 12:05:00 am 12 ME Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= DB/24/2009 12:05:01 pm 06/29/2009 12:05:01 pm 16 ME Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= DB/24/2009 12:05:03 am 06/29/2009 12:05:03 am 18 ME Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= DB/23/2009 12:05:02 pm 06/28{2009 12:05:02 pm 22 MB Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= DB/23/2009 12:05:00 am 06/28{2009 12:05:00 am 236 MB Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= Def22/2009 12:05:02 pm 06/27/2009 12:05:02 pm 248 MB Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= Def22/2009 12:05:02 am 06/27/2009 12:05:02 am 160 ME Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= 06/21/2009 12:05:01 pm 06/26/2009 12:05:01 pm 242 MB Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= 06/21/2009 12:05:00 am 06/26/2009 12:05:00 am 32 ME Daily every 12 hours b... Frozen Created by Schedule IBM Tivoli Yo
= D6/20/2009 11:30:05 pm 07/25/2009 11:30:05 pm 570 ME ‘Weekly on Saturday at... Frozen Created by Schedule IBM Tivoli Yo
06/18/2009 12:30:50 pm 07/02{2009 12:30:50 pm 462 MB EM Replication Baseline. ., Frozen Created by User IBM Tivoli Yo
06/17/2009 12:25:43 pm Mever Expire 16,38 GB IBM Installed Frozen Created by User IBM Tivoli Yo
= DB/13/2009 11:29:59 pm 07/18/2009 11:29:59 pm 460 ME ‘Weekly on Saturday at... Frozen Created by Schedule IBM Tivoli Yo
06/12/2009 05:10:16 pm 07/17/2009 05:10:16 pm 3.62 GE Manually Created Frozen Created by User IBM Tivoli Yo
06/12{2009 02:22:40 pm 07/17/2009 02:22:40 pm 1.36 GB Manually Created Frozen Created by User IBM Tivoli Yo

The method by which a Replay is created is indicated by the Replay icon. A Replay can be

created:

This indicates ...

That a Replay was created ...

User

Replay > Create Replay.

By a user by selecting a volume. From the shortcut menu, select

~ Schedule

Automatically from a Replay Profile.

¥ External Application

From an external application, such as Microsoft VSS.

=] Replication

Through a Replication from a remote Storage Center system.
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Expiring a Replay Explicitly

1 Select a volume from the system tree.

2 Inthe Volume Information window shown in Figure 78 on page 101, select the Replays
tab. A list of unexpired Replays for that volume appears.

3 Select a Replay.

=N
'/@ :I scaledserver1_PitcTest_vol_10
\\__ 4

oo | ey Congr | it [ cros

Refresh \E\'\," Set Update Frequency ., Set Replay View  ©., Set Display Field ‘ 31 Properties W |

|ﬂ scaledserverl _PitcTest_wvol_10

|P? 06/12{2009 09:11:30 am

|P? 06/12{2009 09:09:38 am

|P? 06/12{2009 09:07:46 am

|P? 06/12{2009 09:05:51 am

|P? 06/12{2009 09:03:59 am

|P? 06/12{2009 09:02:07 am

|P? 06/12{2009 09:00:12 am

|P? 06/12{2009 08:58:22 am

|P? 06/12{2009 08:56:32 am

|P? 06/12(2009 08:54:38 am

a Properties
ﬁ Create Volume For Replay

|P? 06/12{2009 08:52:49 am

|P? 06/12{2009 08:51:00 am

|P? 06/12{2009 08:49:06 am

Source: B User B2 Schedule W2 External Application ba Replication | Type: i Consistent | Status: & Expiration Pending & C

Figure 252. Expire a Replay

4 Click Expire. Storage Center asks you to confirm.

5 Click Yes. The Replay is set to be expired. Replay expiration may take a few minutes,

depending on the size of the Replay.
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Expiring Multiple Replays
1 Use the Shift or Ctrl keys to select more than one Replay.

2 From the shortcut menu, select Expire.

@d \'fi Duff2_F_Drive_iscsi

@ m CapyMirror{Migrate [ ]m w m

Refresh 3\', Set Update Frequency ., Set Replay View  ©.. Set Display Field | x Expire

Freeze Time IExpiration Time IRepIay IDescription ISt... o ISource Cr
i& Duff2_F_Drive_iscsi 12 ME Active =
D 06/09/2009 12:05:23 pm

Daily every 12 hours b... Frozen Created by Sched... Do

(]
Daily every 12 hours b
Daily y ours b,
Daily every 12 hours b

Created

Created by Sche

/082008 12:05:20 prfk

am

Creal Y d...D
Created by Sched. ..

am 0E (] our 0z

6/06/2009 11:30:20 pm 07f11/2009 11:30:20 pm 12 MB ‘Weekly on Saturday at... Frozen  Created by Sched... Do
6/06/2009 12:05:23 pm 06/11/2009 12:05:23 pm 12 MB Daily every 12 hours b... Frozen Created by Sched... Do

| QI-' 06/06/2009 12:05:22 am  06/11/2009 12:05:22 am 12 MB Dailv everv 12 hours b, F{ozen Created by Sched.. ﬁll
4 3

Source: User B2 Schedule W® External Application EjuéRepIication Type: [ Consistent | Status: £ Expiration Pending ¢

Figure 253. Select Multiple Replays

Pausing and Resuming Replays

You can pause and resume Replay creation and expiration for individual volumes, or for the
entire system.
Pausing Replays across the System

1 From the Storage Management menu, choose Volume > Replay > Pause Replay

Creation. Pausing Replay creation disables both manual and scheduled Replays for
all volumes on the system.

2 If you are sure you want to disable Replays, click Continue. Replays are disabled.
While Pause Replay is enabled, no Replays are taken for all volumes in the system.
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Resuming Paused Replays across the System

5> To resume a paused Replay across a system

When Replays are paused across the entire system, the Storage Management menu
changes. To resume Replays:

1 From the Storage Management menu, choose Volume > Replay > Resume Replay
Creation. The Resume Replay Creation window appears.

-ioix

o Back [ quit  [F] Advisor

Resuming replay creation will enable bath manual and scheduled
replay creation for this volume and all related volumes as
ilustrated in the Replay tab of the System Explarer.

Are you sure you want to resume replay creation?

- Cancel

Figure 254. Resume Replay Creation

2 Click Continue. The system resumes Replays across the system.

Pausing Replays for an Individual Volume
1 Inthe storage tree, select Replay > Pause Replay Creation.

2 The system asks you to confirm. Click Continue. The Replays are paused.

Resuming Paused Replays for an Individual Volume

Note A volume for which Replays have been paused appears as a Replay-paused
volume. To resume Replays:

1 Inthe storage tree, select Replay > Resume Replay Creation. The Resume Replay
Creation window appears.

2 Click Continue. The system resumes Replays for this volume.

Cleaning Up Orphaned Volume Replay Histories

Volume histories can become orphaned when the process of deleting a volume is
interrupted. When a volume history becomes orphaned, the disk space it consumes is not
released and cannot be used by other volumes. Eliminate orphaned histories to free up disk
space for other volumes.

= To eliminate orphaned Replay histories

1 From the Storage Management menu, choose Volume > Clean Up Orphaned Replay
Histories. The Clean Up Orphaned Replay Histories window appears with a list of
orphaned Replays. The System Manager asks you if you want to delete the orphaned
Volume Histories.

2 Click OK. The orphaned volume histories are deleted.
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Changing Volume Replay Displays

= To change information displayed

Managing Replay Profiles

1 Inthe system tree, select a volume. The Volume Information window appears.

2 Click the Replay tab. (This tab appears only if Replays are scheduled for the volume.)

3 From the shortcut menu, click Set Display Field. The Set Display Field menu appears.

wm CopyMirroriTigrate M@

@ Refresh @3 Set Update Frequency .. Set Display Fit?§ |

I Freeze Time
|a pacifico iscsi 68gh p Expire Time
D 044012008 12:01:06 am |+ Replay Size
EI Description

D 03312008 12:01:06 am

D 03/30(2008 12:01:08 am

D 03292008 12:01:08 am

D 03262008 12:01:07 am

Figure 255. Set Display Menu

4 Choose to display:

Freeze Time
Expire Time
Replay Size
Replay Description

Freeze Time

To display the time the Replays were taken, from the Set Display Field menu shown in
Figure 255 on page 315, choose Freeze Time. The System Manager displays the time at
which each Replay was created.

( @ﬂ ‘_| AbsolutCitron Volume 0001

MM CopyfMirrar/Migrate W

@ Refresh :3\," Set Update Frequency %, Set Display F

|ﬁ AbsolutCitron Yolume 0001

D 03/25(2008 12:05:01 pm

D 03/25(2008 12:01:07 am

D 03242008 12:01:08 am

D 0323(2008 12:01:09 am

D 0322(2008 12:01:07 am

D 03212008 12:01:05 am

D 03/20(2008 12:01:05 am

D 03/19(2008 12:01:09 am

Created By: B User P& Schedule W® External Application &

Figure 256. View Replays by Freeze Time
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Expire Time

To display the time Replays will expire, from the Set Display Field menu shown in Figure
255 on page 315, choose Expire Time. Select Refresh. The System Manager displays the
time at which each Replay will expire.

Si ‘_| AbsolutCitron Volume 0001

MM Co rrorMigrate Ml

:3\," Set Update Frequency %, Set Display Fi

|ﬁ AbsolutCitron Yolume 0001

D 03/30/2008 12:05:01 pm

D 044012008 12:01:07 am

D 03312008 12:01:08 am

D 03/30/2008 12:01:09 am

D 0329(2008 12:01:07 am

D 03/26(2008 12:01:05 am

D 03272008 12:01:05 am

D 03262008 12:01:09 am

Created By: B User B2 Schedule W External spplication

Figure 257. View Replays by Expiration Time

Replay Size

To display the amount of storage space each Replay uses, from the Set Display Field
menu shown in Figure 255 on page 315, choose Replay Size. The System Manager
displays the size of each Replay.

( @ﬂ ‘_| AbsolutCitron Volume 0001

MM Co rrorMigrate Ml
&

@ Refresh :3\," Set Update Frequency

|a Active: 70 MB
b 4 ME
b 4 ME
b 4 ME
b 4 ME
b 4 ME
b 4 ME
b 6 ME

D 74 ME

Created By: B User B2 Schedule W External spplication

Figure 258. View Replay Size
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Replay Description

Managing Replay Profiles

To view the description for each Replay, from the Set Display Field menu shown in Figure
255 on page 315, choose Description. The System Manager will display the description of
each Replay. Note that the default Description displays the rule that caused the Replay to

be taken.

Si ‘_| AbsolutCitron Volume 0001

MM Copy[MirrorTigrate

@ Refresh :3\," Set Update Frequency

{4, Set Display H

|ﬁ AbsolutCitron Yolume 0001

2 Daily every 12 hours betwes, .,

D= Daily at 12:01 &M

D= Daily at 12:01 &M

D= Daily at 12:01 &M

D= Daily at 12:01 &M

D= Daily at 12:01 &M

D= Daily at 12:01 &M

D= Daily at 12:01 &M

Created By: B User P& Schedule W® External Application H

Figure 259. View Replay Description
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Viewing Individual Replay Properties

1 From the system tree, select a Volume. The system displays general volume

information.

2 Click the Replays tab. The System Manager displays a list of Replays for that volume.

3 From the list of Replays, select a specific Replay.

4 From the shortcut menu, select Properties. The Replay Properties window appears.

Replay Properties - 03252008 04:39:10 pm

E Freeze Time: 03/25/2008 04:32:10 pm
Expiration Time:  [Mar 25, 2008 j Igs 29 PM %
E
Size: 500 MB
Description: 32165kakes
Additional Details:
(Mone)
= Cancel o 0K

Figure 260. Replay Properties

The General Replay Properties window displays:

» Time Replay was taken

» Date and time the Replay will expire,
» Size of the Replay

* Name (Description) of the Replay

» Any additional details a user entered

if ever.

5 If you change expiration time or description, click OK.

Deleting a Replay

Deleting a Replay is the same as Expiring a Replay. For more information, refer to Expiring

a Replay Explicitly on page 312.
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Viewing a Volume Replay Calendar

1 Inthe System Explorer window, select a volume.

2 Click the Replay Calendar tab. The System Manager displays the Replay calendar.

Replays are color-coded.

65gb Test Volume Scratch

General CopyiMirrarMigrate

Mapping

B Daily at 12:01 AM

- Previous month | Sat, Mar 12008 - Mon, Mar 31 2003

1 2 3 4 5 6 7 68 9 1011 12 13 14 15 16 17 16 19 20 21 22 23 24 25 26 27 28 29 30 31

. Existing replay D Existing replay without expiration . Scheduled replay (color corresponds with sched|

Figure 261. Replay Calendar

3 Click Previous Month and Next Month to view previous or projected months. Click the
arrows to the right of the schedule to change the color of the Replay schedule bar graph.

Creating an Immediate Replay

Note Replays are best used by creating a Replay Profile, attaching it to a volume, and
letting Storage Center save backup data for volumes periodically. Refer to Creating

Replay Profiles on page 292.

From the system tree, select one or more volumes.
From the shortcut menu, select Replay > Create Replay.

Enter an expiration interval and a description of the Replay.

A W N

Click Create Now. A Replay is taken of the volumes you selected.
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5 Select a volume. Click Replays. The new Replay appears in the list of Replays for that
volume.

Creating Immediate Replays from a Replay Profile

1 From the system tree, select Storage > Replay Profiles.

2 Select a Replay Profile. View volumes, if you want, by clicking the Volume tab. A list
of volumes appears.

3 From the shortcut menu, select Create Replay for Volumes. The Create Replay for
Volumes window appears.

@Ereate Replays for ¥Yolumes - |EI|1|

ek [ quit ] Advisor

Replays will be created for all volumes assigned to this Replay Profile.

Enter the time after which yau would like the created Replays to expire.

Expiration: |1 Ihrs =]
[ Mever Expire

- Cancel

Figure 262. Create Replays for Volumes
4 Enter a time for Replays to expire in minutes, hours, day, weeks, or never.

5 Click Create Now.
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Recovering Data

Recovering Data

The purpose of the Replay is to provide a point-in-time copy that you can recover if data is
lost or corrupted. For example, if a user inadvertently deletes a file you can create a View
volume from a Replay of the volume in which the file was stored.

Creating a View Volume

1 Inthe system tree, select a volume.

2 Click the Replay tab. A list of Replays for that volume appears.

3 Select a Replay. From the shortcut menu, select Create Volume for Replay.

\ @d ) martell Volume 7

| ooy oot | s | e

Refresh 5\', Set Update Frequency ., Set Replay View ¥ |

D 06102009 06:00:01 am
[

d Properti

| CI" 06/10/2009 12:01:08 am
4

06/17/2009 12:01:08I anm

Freeze Time IExpiration Time IRepIay Size: IDescription

i martell Yalume 7 0ME -

D 06102009 01:00:02 pm 06/17/2009 01:00:02 pm 0ME Daily every 1 hour j

D 06102009 12:00:03 pm 06/17/2009 12:00:03 pm 0ME Daily every 1 hour

D 06/10/2009 11:00:03 am 06/17/2009 11:00:03 am 0ME Daily every 1 hour

D 06102009 10:00:03 am 06/17/2009 10:00:03 am 0ME Daily every 1 hour

D 06102009 09:00:02 am 06/17/2009 09:00:02 am 0ME Daily every 1 hour

D 06102009 08:00:03 am 06/17/2009 08:00:03 am 0ME Daily every 1 hour

D 06102009 07:00:03 am 06/17/2009 07:00:03 am 0ME Daily every 1 hour
06/17/2009 06:00:01 am 0ME Daily every 1 hour

Daily v 1 hour

0ME Daily every 1 hour

- ies

) 0671042009 O
b oef10fz009 o 12 am 0ME Daily every 1 hour
2 nef10fz009 o 3¢ Expire 14 am 0ME Daily every 1 hour
D 06102009 01:00:02 am 06/17/2009 01:00:02 am 0ME Daily every 1 hour

0 ME Daily at 12:01 AM _ILI
3

Source: User P2 Schedule W® External Application [ Replication | Type: 2 Consistent | Status: &

Figure 263. Select Create Volume for Replay
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The Create Volume for Replay window appears.

el:reate Yolume for Replay - |EI|1|

@ Back [ quit [F] Advisor

Select the name and folder for the volume:

@ Yolumes

Bee= martell volumes|

Mame:  [artel valume 7 view 1

Figure 264. Create Volume for Replay Window

4 Accept the default or enter a new name.

5 Click Create Now. The system creates a View Volume. The Map Volume to Server
window appears.

~i0ix

@ Back [ quit [F] Advisor

Select a Server to map:

S Create Server | p Create Server Cluster | |

Figure 265. Map View Volume to Server

6 Do one of the following:

a Click Create Server. Refer to Creating a Server on page 29.
b Click Create Server Cluster. Refer to Creating a Server Cluster on page 32.
¢ To create a Volume now:
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» Select a server from the server tree.

e Click Continue. The system asks you to confirm.

» Click Create Now. The Apply Replay Profile window appears.
» Click Apply Replay Profile or Skip. The volume is created.

Viewing Consistency Groups

Note Once a consistent Replay has been taken across selected volumes, the group
created from the consistent Replay appears in the Consistent Replay window.

1 From the system tree, select a Consistent Replay Profile.

2 Click Consistency Group. A window appears showing the volumes attached to the

group, the freeze time, and the amount of time necessary to complete creation of all
Replays in the group.

) New Replay Profile 2

EaE3 J

-

Refresh | &' Create Volumes for Consistency Group

Freeze Time Group Size  |Expected Group Size | Write Hold Duration

Kl ol
Replays:

Create Yolume Description IRepIay Size: IFreeze Time IExpiration Time

L Storage Center: §... Once at 05/31/2009 1., 2MB

.. Once at 05(31/20091... ZMB

05/31 /2009 12:50:00 pm 06/01 2009 12:50:00 pm

& Storage Center:

& Storage Center:
& Storage Center:

CORNCORCORCO

.. Once at 05(31/2009 1,..
.. Once at 05(31/2009 1,..

ZMB
ZMB

05/31/2009 12:50:00 pm
05/31/2009 12:50:00 pm
05/31/2009 12:50:00 pm

06012009 12:50:00 pm
06012009 12:50:00 pm
06012009 12:50:00 pm

Figure 266. Consistency Groups
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Creating Volumes from Consistency Groups

1
2
3

(8 Create ¥olumes for Consistency Group - | Dll

@ Back [ cuit [ Advisor

From the system tree, select a Consistent Replay Profile.
Click on Consistency Group.

From the shortcut menu, select Create Volumes for Consistency Groups. The Create
Volumes for Consistency Groups window appears.

Yolumes will he created far each of the following Replays:

Fresze Time Expiration Description Saource Yolume | Mew Yolume Name Mew Yolume Falder

0 45:00 pm ! Sminutes  martell Volume 1 R RO R B []
= 06/09/2009 02:45:00 pra 06/10/2009 02:45:00 pm Daily every S minutes  martel Volume 5 Im martel volurmes _I markel _I
= 06/09/2009 02:45:00 pr- 06/10/2009 02:45:00 pm Diaily every 5 minutes  martel Yolume 6 Im markell valumes _I martel _I

Yolumes will be created using the New VYolurme Mare and New Volume Folder values entered in the table.
Yolumes will he mapped to the Server To Map selected in the table

Select Create Now when you are ready to proceed with volume creation. hd

p Create Mow

Figure 267. Create Volumes for Consistency Groups

4
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The system enters default names for the new volumes. Accept the default or enter a
name in the New Volume Name field.

The system assumes the volume folder will be the same as the previous folder. To
change the folder in which these volumes will be created

a Click the expand button next to the New Volume Folder field.

b Select a new volume folder.
¢ Click Continue. The Create Volumes for Consistency Groups window reappears.

The system assumes the new volumes will be mapped to the same server as the current
volumes. To change the server to which these volumes will be mapped

a Click the expand button next to the Select a Server field.

b Select a new server.
¢ Click Continue.The Create Volumes for Consistency Groups window reappears.
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7 Click Create Now. The system creates the volumes. The new View volumes appear in
the system tree.

C Skorage Management % Wigw Refresh -J,‘ Help (¥) 2:19PM | | Log OFF i@ System Status
g}_ Properties | <4 Map Yolume to Server €59 Map Volume to Remote System 24/ Remove Mappings from Yolume | 3 Expand Yolurne Y |
. Shs4 =l
= { \
248 Storage , w | martell volumes
g Yolumes \
=- olumes| )
i martell Yolume 1 Mame IType |Status IStatus Information Walume
i martell Volume 1 View 1 i martell Volume 1 View 1 Volume Up aActive on contraller 'S 54 Replay E
. | marte:: VD:ume 2 i@ martell Yolume 5 Yiew 1 Yolume Up Active on contraller 'SM 54 Replay E
g mar:e" :nlume 3 i& martell Volume 6 View 1 Volume Up aActive on contraller 'S 54 Replay E
- g martel Yolume ) ) . ,
i martel Yolume 5 i@ martell Yolume 7 View 3 Yolume Up Active on contraller 'SM 54 Replay E
i martell Volume S View 1 i martell Yolume 5 Walurne Up Active on controller 'SH 54 Replay E
i martel volume 6 i@ martell Yolume & Yolume Up Active on controller 'S 54 Replay E
- [ martell Yolume & Yiew 1 i martell Yolume 2 Yolume Up Active on contraller 'SN 54 Replay E
- i martell Yolume 7 i@ martell Yolume 3 Valurne Up Active on contraller 'SM 54' Replay E
- i martell Volume 7 View 3 i martell Yolume 4 Yalume Up aActive on contraller 'S 54 Replay E
. | marte:: VD:ume 8 i martell Yolume 7 Valurne Up Active on contraller 'SM 54 Replay E
ﬁ’? m\;ar‘te V? el i martell Yolume & Yalume Up aActive on contraller 'S 54 Replay E
e Yolume
i@ martell Yolume 1 Valurne Up Active on contraller 'SM 54 Replay E

g Repl of Ben's Yolumne
i& Repl of martell olume 1
-l Repl of martell volume 2
g Repl of martell Volume 3
g Repl of martell Volume &
-l Repl of martell volume 7
& Repl of martell Volume 7 View 1
g Repl of martell volume &
E}'-FE Replay Profiles

il

Sample

wery Hr

Midnight

Consistent Profile

[}-P@J Recycle Bin LI q| _'I

) conkroll

Figure 268. Consistency Groups View Volumes

Deleting a View Volume

1 Select the volume. From the shortcut menu, select Delete. Storage Center asks you to
confirm.

2 Click Yes. Storage Center moves the volume to the Recycle Bin.

Note You can recover the view volume until the Recycle Bin is emptied.
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Introduction
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An Asynchronous Remote Instant Replay copies Replays; a Synchronous Replay copies
only the raw data of a volume. Storage Center presents two means of creating Remote
Instant Replays:

» The most efficient means is through Enterprise Manager. Enterprise Manager is a
separately-licensed application that manages and monitors multiple Storage Center
systems. It greatly simplifies Remote Instant Replay.

* You can also create a Remote Instant Replay through a Storage Center system. The
procedure, described in this chapter involves:
a Establishing connectivity to a remote Storage Center system.
b Create a Quality of Service (QoS) definition to schedule replications.

¢ (Optional) Simulate a replication so that you can gauge the impact replications will
have on a system.

d Create a target volume on the remote system. Map the target volume to the remote
system.

e Select a volume or volumes to replicate.

f Choose to replicate a volume to an external device and maintain updates (mirror) or
not maintain updates (copy).

Keep in mind:

* The source system initiates replication. Data is copied from the source system to the
destination system.

» The destination system is the system receiving replication data.
A Storage Center system can replicate volumes to a remote system and simultaneously be
the target of replication from a remote system.

Although remote replication is an integral part of a Disaster Recover Plan, it is not the whole
plan. Make sure you have a Disaster Recovery Plan in place to determine the most
appropriate strategies to mitigate threats or disasters and to recover access to data.
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Synchronous and Asynchronous Replications

Synchronous Replication

Synchronous replication makes sure that a write is successfully written to the remote
system before returning a Successful Completion command to the server 10 request. The
Storage Center does not acknowledge completion of the write-back to the Server until both
the write 10 to the local volume and the 10 sent to the remote system are complete. This
means both the replicating volume and the replicated volume are fully synchronized - there
is no data loss in the event of a failure on the source system. Replays, including Data
Instant Replays and Remote Instant Replays that are taken on the Replicating System are
not copied to the Remote system. Typically Synchronous replication is used only to load
storage from other vendors, or to enable immediate remote volume availability during
Disaster Recovery.

If connectivity is lost between the Replicating System and the Remote Connection system,
the entire data volume must be re-copied to ensure all data is present and accounted for in
both locations. This also means historical instant Replay information will not be available
from the replicated volume.

Asynchronous Replication

Asynchronous replication acknowledges a write 10 back to the server as soon as it has
been completed on the source system. The write 10 is also queued for delivery to the
Remote system. This allows for more efficient link utilization and data transfer optimization.
It also means that in the event of a local failure, writes present on the source system may
not be present on the remote system.

Note When doing Async replication, you have the option to Replicate the active Replay. If
you do not specify this option and no Replays have been taken, replication does not
begin to replicate data until the first Replay is taken. (Until that time all data resides
in the Active Replay.) Not selecting to replicate active volumes is appropriate for
volumes that have little change activity and are not mission critical.

Asynchronous Replication and Data Instant Replay

Asynchronous replication uses Data Instant Replay to create checkpoints between the
source volume and the destination volume. A Replay created on the Replicating System is
sent intact to the Remote Connection system.

Replay checkpoints serve as re-synchronization points, reducing the amount of data that
needs to be transferred from the source system to the destination system in the event of a
communication failure between the Replicating System and the Remote Connection
system.

Replay checkpoints copied to the Remote Connection system also serve as remote
recovery points in the event the data must be recovered from the Remote Connection
system.

Replays are scheduled regularly on the Replicating (local) System as described in Data
Instant Replay on page 283. Specifying Replay schedules on the Remote Connection
system is not recommended; they are provided by the schedule on the Replicating System.

Before you replicate a volume, make sure of the following:
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Define a remote system to replicate to.
Replications are mapped to or from the remote system.

There is at least one volume on the remote system to replicate to, of equal or greater
size than the volume you are replicating.

Estimating Bandwidth

330

Replication bandwidth cost, capacity, availability, and usability are key considerations when
developing a replication plan. Consider the time and cost of replicating the initial data load
from the Replicating System to the Remote Connection system. Consider how far behind
a replication is allowed to become after it has been established. The larger the tolerance
for missing data, the less you have used peak utilization time, requiring less overall
bandwidth that may go under-utilized during off hours. There are two basic strategies in
determining the amount of bandwidth required for replication. Have a good idea of the
volumes you want to replicate from your Disaster Recovery Plan. It is very possible you will
use the first strategy to get started and the second once you are in production.

Derive the Required Bandwidth based on modeling the list of volumes to be replicated
and the recovery requirements.

Replicate data as required. Add volumes to the replication as bandwidth allows. Tune
Replay schedules to meet Disaster Recovery requirements with the available
bandwidth.

There are other considerations outside the realm of the Storage Center that can affect
replications. Nearly all of these considerations relate to using iSCSI connectivity for
replication.

Quality of the link (dropped packets, fragmented packets, resends, link down)
Competition on the link (other traffic)

Ability of the link to handle bursts of traffic

Ability of the link to handle larger packet sizes

Latency on the link

Security on the link (if encryption is required)

Cyclical business cycles affecting bandwidth requirements
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Disallowing Replications Between Storage Center Systems

By default, Storage Centers accept replications from other Storage Centers. If the systems
can see each other via FC or configured iSCSI connectivity, you are allowed to define
replications between them (if properly licensed).

5> To disallow replications between systems

1 From the Storage Management menu, select Volume > Replication > Allow
Replications to/from Remote Systems. The Remote System window appears.

2 From the pull-down menu, select Not Allowed.

3 Click OK.
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Establishing Physical Connectivity

Both the Replicating System and the Remote system must have front end port visibility for
the desired Replication type. These ports may be in the form of iISCSI or FC depending on

332

the connectivity choice.

WWN visibility of the front-end ports on controllers between the Remote Connection and
Replicating Systems must include both Primary and Reserved ports (from dual controller
systems) to withstand failovers. Replication messaging uses any and all connections
between the systems; however, only Primary ports carry replication data to the Remote

Connection system.

Remote FC cards are automatically recognized.

Viewing Server Connectivity

1 From the View menu, select Server Connectivity.

Note Server Connectivity appears only if the system does not have Virtual Ports.

The Server Connectivity window appears.

\_% Wiew @ Refresh -J,‘ Help

[ System Explorer E]T Server Connectivity 1

%) 1:18PM | o) Log OFf (@ System Status

9 Set Update Frequency <% Find .0 Scrall Setting 4 Wiesw by Controller/Fault Domain

| 21010016322792E5
¥ 2100001B320792E5
& 210100E08B2EAZ01 martell

c 5000031000003605 (Compellent 54) Compellent Port QLGC FC L.,
c 5000031000035902 (Compellent 8. .. Compellent Port QLGC FC L.,
c 5000031000036006 (Compellent ... Compellent Port QLGC FC L.,
c 5000031000036007 (Compellent ... Compellent Port QLGC FC L.,
c 5000031000036020 (Compellent ... Compellent Port QLGC FC L.,
c 5000031000036021 (Compellent ... Compellent Port QLGC FC L.,
c 500003100000CA08 (Compellent ... Compellent Port QLGC FC L.,

(€ 50000:3100000CA08 (Compellent ...

c 500003100003590E (Compellent 8. .. ign. 2002-03.com, compelle, .,

Mot Defined
Mok Defined
Server

Mok Defined
Mok Defined
Mok Defined
Mok Defined
Mok Defined
Mok Defined
Mok Defined
Mok Defined
Mok Defined

i5C51

Server Info SM 211
S000031000000301 S000C31000000302
Fault Domain: 3 Fault Domain: 4
ARG S Type P 1 Usage: Primary Usage: Reserve
Type: iSCSI Type: iSCSI

Figure 269. Server Connectivity

Remote systems appear with a Compellent logo.
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Defining a QoS

Before you create a Replication, create a QoS Definition to choose a link speed and the
amount of bandwidth that Replications are allowed to use between the systems.

= To define a QoS definition

1 From the Storage Management menu, select Volume > Replication > Manage
Replication QoS Definitions. The Manage Replication QoS Definitions window
appears with a list of current QoS definitions.

GManage Replication QoS Definitions

o oBack B quit  [F7] Advisor

Replication Qo3 Definitions
#£ 1 GB Pipe

“» New | Zp Edit | —p Delete |

Figure 270. Manage Replication QoS Definitions

2 Click New. The Manage Replications QoS Definitions window appears.

@Manage Replication QoS Definitions

@ Back 4 Retun [ quit [B] Advisor

Select the speed of the network link for replications.

Link Speed: 1 GE - 1 gigabits per second Jﬁ
T1/DS1 - 1.544 megabits per second |« |
T3 - 43,232 megabits per second - I
100 ME - 100 megabits per secand
(-3 - 155 megabits per second
OC-12 - 622 megabits per second
1 GE - 1 gigabits per second

2 GE - 2 gigabits per second
4 GE - 4 gigabits per second -

—p Continus |

Murnber of Links:

Figure 271. Define Link Speed

3 Select a link speed that most closely represents your link or select Other to enter the
appropriate link speed. The link speed is used to size and utilize replication link
resources to the remote system. This setting defines link attributes only.

4 If you have more than one link to the remote system, enter that number. This adjusts the
maximum bandwidth allowed without changing the communication link settings. This
setting distributes link resources.

5 Click Continue. The system asks if you want to perform bandwidth limiting.

Bandwidth limiting incurs additional overhead on the system and is inherently less
bandwidth efficient. Use bandwidth limiting only in cases where the link is truly shared
with other traffic. For Replications to use all of the bandwidth on the link at all times, click
No. If you click No, continue with Step 6.
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a To create a bandwidth limit schedule, click Yes.

oManage Replication Qo5 Definitions =] S I

@ Back & Return [ quit [F] Advisor

Bandwidth Limiting. Link Speed: 11 gigabits per secand

Select the desired hours in the grid below and right click to set bandwidth limit.
Sunday Monday Tuesday |‘Wednesday| Thursday Friday Saturday

Q0 00-00 o Liriil

L0001

03:00-03

04:00-04

05:00-05

(I -

0 3

9 9

0;00-10

1:00-11

H00-13

4:00-14

u0o-15

6:00-16

15:00-15 I
2:00-19 by
0;00-20

1:00-21

H00-23

p Continue |

Figure 272. Bandwidth Limiting Window

b Click and drag the mouse pointer down and to the right to select hours.

c Select a percentage bandwidth limit. The percentage and hours bandwidth will be
limited are displayed.

6 Click Continue.
7 Enter a Name for the QoS Definition and any optional notes describing it.

8 Click Create Now. The QoS is created.
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Viewing QoS Definitions

1 Inthe system tree, select QoS Definitions. A list of definitions appear.

c Storage Management \% WYiew @ Refresh "_‘ Help Q_') 126 AM | ) Log OFf @ System Status
i;_? Create QoS Definitian
METO4 =l
-4 Storage ! % \ e
. | |
ti3-W Servers \AF) QoS Definitions
(-2 Disks .
-9 Controllers Marne ILink Speed
| UPS ﬁ 1 GB Pipe 1 GB - 1 gigabits per second
- Endlosures ﬁ METO1 11 gigahits per second
- Racks ﬁ T1 Pipe T1JD51 - 1.544 megabits per second
= Remate Systems
- efinitions
£ 1 GE Pipe
jid | K1 1|

Figure 273. List of QoS Definitions

2 Select a QoS Definition from the list. The QoS window with the General tab selected
appears.

% | T1 Pipe
Name: T1 Pipe
Link Speed: T1/D3S1 - 1.544 megabits per second
10s Per Second: 4
KBs Per Second: 210
Date Created: 12A17/2007 01:03:59 pm
Created By: Adrmin
Last Updated: 04/10/2008 08:00:00 am
Updated By: Adrmin
Notes:

Figure 274. General QoS Window — General tab

3 To view bandwidth limit, click the Limit tab.
4 To view advanced information, click the Advanced tab.

5 To view the proposed balance between local and remote controllers, click the Balance
tab.
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(¥ ) 168 Pipe

e e )

50% 50%

Controller wyest09 Percent: 50%.

Controller wyst10 Percent:  S0%

Minirnurn Percent Lirnit: 1%

=

Figure 275. QoS Balance

6 To view Replications that are using this QoS definition, click the Replications tab. The
system manager displays Replications using this QoS. Changing QoS Definition
Properties

= To change QoS definition properties
1 Inthe system tree, select an individual QoS definition.

2 From the QoS shortcut menu, select Properties. The QoS Definition Properties
window appears.

QoS Definition Propertiez - T1 Pipe

o | e [ e

% |T1 Pipe
Type: QoS Definition
Link Speed: T1/DS1 - 1,544 megabits pe
ID.DD IMegabits Per Second LI
Murnber of Links: |1

—p Cancel p OK

Figure 276. General QoS Properties

3 Change any of the following:

QoS name
e Link speed
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¢  Number of links

Note Advanced QoS properties can only be modified under the guidance of Dell Support
Services.

4 Click Notes to change or add QoS Property notes.
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Creating Volumes on a Remote System

338

A volume mapped to (or created for) the target system is the destination volume for a
replication.

To create avolume on a remote system

From the system tree, select a remote system. C

From the shortcut menu, select Create Volumes. The Create Volumes window
appears. Make sure that Map volumes to this server using default settings upon
creation box is checked.

Select either Copy Selected Volume when adding a volume or Use My Volume
Defaults when adding a volume. (To change your volume defaults, refer to My User
Volume Defaults on page 272.)

To create multiple volumes, continue to click Add Volume.

@Ereate Yolumes 10l =|
@ Back [ ouit [F] Advisor

Mame Size Replay Profiles |Fo... |W... © |Read... |Read... |Storage Type

g ge Center: 202 Volume 1 500 GE Redundant - 2 1

ﬂ Storage Center: 202 Yolume 2 500 GB Daily on on on Redundant - 2 I

ﬂ Storage Center: 202 Yolume 3 500 GB Daily on on on Redundant - 2 I

ﬂ Storage Center: 202 Yolume ¢ 500 GB Daily on on on Redundant - 2 I

rAdd Walume Option
& Copy the selected volurme when adding a volume

 Use My Wolurme Defaults when adding a volume

¥ Map volumes to this senver using default settings upon creation

“p Add Yolurne | “p Remove Selected Yolurme | “p Modify Selected Yolurme | |

Figure 277. Creating Volumes for Remote System

5 Click Create Volumes Now. The system advises you of its progress. The Mapping

window for the first volume appears. Notice that the server to which this volume is
mapped is a Remote System. The default name of the volume reflects the Remote
System acting as a server to which this volume is mapped.
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Mapping an Existing Volume to a Remote System

If a volume to be replicated already exists, map it to the Remote System.

1 Inthe system tree, select an unmapped volume. (Alternatively, you can select a
multiple volumes. From the list of volumes in the main window, select more than one

volume.)

2 From the shortcut menu, select Map Volume to Remote System. A list of Remote
Systems appears.

3 Select a remote system. Click Continue. The system asks you to confirm. If your User
Volume Defaults permit, you can select Advanced options. Refer to Advanced Mapping

Options on page 74.

4 Click Create Now. The volume is mapped to the Remote System.

Viewing Mapping Properties of Remote System

1 From the system tree select a Remote System.

2 Click the Mapping tab. Volumes mapped to the Remote System are displayed.

C Storage Management \%V\ew Refresh & Help

17 Properties | €5 Wap valume to Remote System €4/ Remave Mappings from Remate System | 58 Create valumes

() 4:43PM | ) Log OFf (@ System Status

. Storage Center 54
EI&, Storage
o volumes

-l Mew Volume 1
-l Mew Valume 2

+-[E Replay Profiles
B @ Recycle Bin
Bl Servers

E-6% Disks

[:I---'Q;,- Controllers

|k UPS

[]---'b Enclosures

m Racks

£ Remate Systems

e
A Storage Certer: 85
(. Storage Certer: G677

b Users

-5 Mew Volume Folder 1

1'/-7 \
c | Storage Center: 202

- Storage Center: 202 Yaolun
- Storage Center: 202 Yaolun
- Storage Center: 202 Yaolun
~ig Storage Center: 202 Yalun

= e e e e

Refresh 3\; Set Update Frequency <% Find ‘ ‘g{ Map Wolume ta Remate System

]

Yolume

g}' Storage Centert 202 Valume 1
S_j' Storage Center: 202 Yolume 3
€ Storage Center: 202 volume 4

1 j B
Mapping Details:

Status ITypa IRemote Part IControIIer Part |LUN IRead Only

< Up FC c S00003100000CA0, F S000D310000036505 1 Mo

< Up FC c S00003100000CA0,,, F S000D31000003605 1 Mo

Kl ol

Figure 278. Remote System Mapping Window
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Unmapping Volumes from Remote System

Note A volume mapped to a Remote System is usually the destination of a Replication.

a A W N P

Unmapping a volume from a Remote System can disrupt an ongoing Replication.

From the system tree select a Remote System.

From the shortcut menu, select Remove Mappings from Remote System.
Select volumes from which to remove mappings.

Click Continue. The system asks you to confirm.

Click Remove Mappings Now. In the system tree, the volumes appear as gray icons,
signifying that they are not mapped.

Viewing Copy/Mirror/Migrate Events

1

From the View menu, choose Copy/Mirror/Migrate. The CMM view appears.

@ Refresh & Help ¥) 401 PM | | Log OFF @ System Status

[ System Explorer 1 CopyMirror/Iigrate ]

c Storage Managernen

20 Set Update Frequency % Find .0 Scroll Setting @_i Properties \.& Shaow EI Abart m Break Mirror |1+ Set Priority

Type State Prio... |Source Yolume | Destination Volume Percent Synced |Remaining | Current Replay Copy ... |Delete

(4} Replication Mirror  Running (6)  Medium 55 10 vol 0004 B Async MIRROR JD V... 27,3366 ... 10/07(2007 11:30:,., Yes Ha
(&) Replication Mirror  Running (10} Medium 55 10 vol 0005 B Async MIRROR JD V... 0MB Active Replay ‘es Ha
(&) Replication Mirror — Running (6)  Medium 2 3D vol 0006 &8 Async MIRROR JD V... [l 13% 209,48 .., ‘es Ha

Figure 279. Copy/Mirror/Migrate View

This view displays:

Type

State

Priority

Source volume

Destination volume

Percent synchronized

Size of data that remains to be synchronized

Current Replay

Copy History

Whether the system will delete the volume after migration (Migrate)
Whether the system performs areverse mirror after migration (Mirror)
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Creating Replications

Creating a Mirrored Replication

You can replicate a volume to an external device and maintain updates (mirror).

5> To create a mirrored Replication

1
2

o o1 B~ W

~

Select a volume to replicate.

From the shortcut menu select Replicate Volume to External Device and Maintain
Updates (Mirror).

Select a remote volume or external device disk to replicate to.
Click Continue.
Select Options. Choose either Asynchronous or Synchronous.

Choose a QoS definition or create a new QoS definition. Refer to Defining a QoS on
page 333.

Select or clear to Replicate the Active Replay.
Select or clear Deduplication.

Click Continue. If the source volume does not have a Data Instant Replay schedule,
Storage Center asks you to create one. Click Continue. The System Manager displays
the Replication information.

10 Click Replicate Now. The Replication is created.

Creating a Copy Replication

You can also replicate a volume to external device and not maintain updates (copy).

&> To create a copied Replication

1

From the Storage Management window, select Volume > Replication > Replicate
Volume > Replicate Volume to an External Device (Copy).

Select a volume to replicate. Click Continue.

Select a remote volume or external device disk to which you will Replicate the selected
volume. Click Continue.

Select Asynchronous or Synchronous.

Choose a QoS definition or create a new QoS definition. Refer to Defining a QoS on
page 333.

Select or clear Replicate the Active Replay.
Select or clear Deduplication.

Click Continue. If the source volume does not have a Data Instant Replay schedule,
Storage Center asks you to create one. Click Continue. The System Manager displays
the Replication information. Click Replicate Now. The Replication is created.
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Creating a Simulated Replication

Simulated replications determine an optimal balance of volumes, Replay schedules,
bandwidth schedules, and recovery.

5> To create a simulated replication

1 From the system tree, select a volume. Make sure that it is Replay Enabled.

€ Storage Management (2, view @ Refresh & Help ¥) 7:08 AM | ) Log Off @ System Status

Replay‘ b |

i Properties | & Map Yolume bo Server 24/ Remove Mappings from Yolume & Expand Yolume

MSTO4 =l =
£ @ storage [ §g] ) AbsolutCitron Volume 0003
(= Volumes
=-{5% ahsolutCitron )
i AhsolukCit
- Absolutdit | I.ﬁm Copy/MirrorMigrate F@M m w w
- Absolutdit
= A i Name: AbsolutCitron Vaolurne 0003 Index: 967
- Absolutdit Size: 32 GEB Serial Number: 000000d1-000003c8
[#-{%9 AbsolutPeppe Folder: AbsolutCitran Valumes Volume Type: Replay Enabled
{59 ahsolukwinzo Disk Folder: Assigned Storage Type: Redundant -2 MEB
[-{59 Cristal Volurne
(-5 FC Volumes Status: Up (currently active on controller ‘wyst107
{59 1ameson Yol
{5 2alker Volur Replay Profiles: MNew Replay Profile
[=-{% Replication Yo
- {5 yMare Volur
- Replay Profiles Cache Settings
oW ;;{VZ?EIE fin Write Cache Enabled: Yes Write Cache Status: Down
E > Disks Read Cache Enabled: fes Read Cache Status: Down
Read Ahead Enabled: ‘fes
% Controllers
|k UPS
12129 Enclosures Volume Statistics
-1 Racks Read Write
€, Remote Systems Number of Requests: 324 572
I'.—'l--& Users Number of Blocks: | 4576
& Admin Number of Errors: 0 0
Date Created: 03/17/2003 04:21:55 pm Created By: Admin |
Date Updated: 03/17/2003 05:00:07 pm
i | I . =l
< Rl lear 101
I I _>l_I

Figure 280. Replay-enabled Volume
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2 From the shortcut menu, select Replicate to Simulation.

11
d Froperties

v Map Volume to Server

4 Remove Mappings from Yolume

2] Expand Yolume

Fieplay »

+| Create Boot From SAN Copy
) Copy »

& Replicate v \Q Fieplicate Yolume to External Device and Maintain Updates [Mimor]

@ Fiestore Wolume from External Device \Q Feplicate Yolume to External Device [Copy]

b Load Valurne from Extermal Devics

(& Move to Falder
4 Eraze Data

2 Delete

i Create Yolume
|4 Create Volume Folder

Figure 281. Replicate Volume Menu
The Replicate to Simulation window appears.

G Replicate to Simulation =] S
o Back [ quit  [F] Advisor

Select the desired options for the Replication Simulation Volume.

Sync Made
& Asynchronous

© Synchronous

QoS Definition: 1 GE Pipe LI
[T Replicate Active Replay
¥ Skip Initial Synchronization

[T Deduplication {optimizes copy of replay history - resource intensive)

_p Create QoS Definition | {75 Continue

Figure 282. Replicate to Simulation Window

Select either Asynchronous or Synchronous.

3

4 Choose a QoS definition.

5 Select or clear Replicate Active Replay.
6

Select or clear Skip Initial Synchronization.
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7 Select or clear Deduplication. Click Continue. The System Manager asks you to
confirm.

@Heplicale to Simulation

@ Back [ ouit [F] Advisor

- (O] x|

Replicate Volume AbsolutCitran Volume 0003 to Simulation Volume:

“olurme: AbsolutCitron “olume 0003
Replication Type: Asynchronous

QoS Definition: 1 GB Pipe

Replicate Active Replay: Mo

Skip Initial Synchronization: Yes

Deduplication: Mo

S Repicate Now

p Return | -

Figure 283. Confirm Replication Simulation

5> To view simulated Replication progress
1 Select the volume.

2 Click the Replication tab. A window displaying Replication information appears.

s | oo | )

97 Set Update Frequency i Properties ), Show  $¢ Delete

Percent Synced

Remaining

| | i
Name: Replica 1 of AbsolutCitron “olume 0003 I
Type: Asynchronous Replication Simulation Yolurme

Replication State: Up

QoS Definition: 1 GB Pipe
Skip Initial Synchronization: Yes
Replicate Active Replay: Mo
Deduplication: Mo

Progress Details
Running (B)
2%
82 MB (167935 blocks)

CMM State:
Percent Synced:
Blocks to Transfer:

Volume Statistics

Read Write
Number of Requests nfa 1
Number of Blocks nfa 4096
Number of Errors nfa 0

Date Created: 044102008 07:29:51 am

Created By: Adrmin

Date Updated: 044102008 07:29:51 am

Updated By: Adrmin

Notes: =l

Figure 284. View Simulated Replication
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Creating a Simulated Replication

A Remote System is not applicable because this is not a genuine Replication. The progress
details inform you of the Copy/Mirror/Migrate state, the percentage synched, and the
number of blocks to transfer.

Changing Source Volume Properties

To change replication source volume properties

1 Select a Replication.

2 From the shortcut menu, select Properties > Source Volume.

c Storage Management \{Vlew

5_1 Properties (_:.P Map Volume to Server Sy‘ Map ¥olurme to Remate System -4/ Remove Mappings From VYalurme

Refresh -J,‘ Help

) 3:19PM | ) Log OFf @ System Status

@ Expand Yolume

Replay

[

= Center 907
rage
Yolumes
{5 dve
-5 Hypervolumes
58 vm-01-dc-boot
- (g8 wm-02-db-simlogs-rdm
db-simstores-rdm

-

han
& vwm-03-db-logs-rdm
(g8 wm-03-db-stores-rdm
- g8 ym-03-exchange-svr-1-boot
@ wi-04-db-logs-rdm
@ wmi-04-db-stores-rdm
@ wi-04-exchange-svr-2-boot
- g8 ym-05-exchange-loadsim-1-4
8 ywn-06-db-dbs-rdm
@ win-06-db-logs-rdm
@ wi-06-sgl-sgliosim-1-baot
(g8 ym-07-db-dlbs-+dm
8 vm-07-db-logs-rdm
@ wi-07-sql-sgliosim-2-baot.
@ wi-08-ioverify-1-boat
(g8 wmn-D&-ioverify-rdm
81 ym-09-ioverify-2-boot
@ wi-09-ioverify-rdm
@ - 10-ioverify-3-boat
@ - 10-ioverify-rdm
55 LiveYolumes
Replay Profiles
Recycle Bin
wers
ks

trollers

losures had
] [ »

Qﬁ ) vm-02-exchange-sim-1-boot

¢ Set Update Frequency i Properties \% show € Delete

|Rephcat\nn State |Remnte System Percent Synced IFrEeze Time IRep\icatet
& Active Replay 962 MB
Q, show , 4 10/21/200905:43:20am  1.01 GB
4 10{20/2009 11:44:27 am 302 MB
<| ¥ Deere - & 10/20/200907:30:17 am  5.65 GB
1 4 09/09/200507:00:25am  1.11 GB
Volume Statistics || [ o7zjzons 02544 am 4 GE
Read Write 4 08/17/2008 1144134 am 3,41 GB
Number of Requests néa 262987
Number of Blocks nfa 11019840
Number of Errors nia 0
Date Created: 10/21/2009 08:45:28 arm
Created By: System Root User
Date Updated: 10/21/2009 08:45:28 arm
Updated By: System Root User
Notes:
‘ | Ll_l
4] |

Figure 285. Replication Properties

3 To change Volume properties, refer to Changing Volume Properties on page 87. When
you close the window, the Replication is no longer selected. The source volume appears
selected in the menu tree.
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Viewing Replications

Viewing Asynchronous Replications

From the View menu, choose Replications. A list of asynchronous Replications appears.

c Storage Management & Refresh -J,‘ Help ) 10:58 A ) Log OFF @ System Status

[ System Explorer IEIT Replications ]

27 Set Update Frequency % Find .0 Scroll Setting i Properties \_% Show % Delete

Replication Name Source Yolume
&r c MIRROR 0 ... B8 10 vol 0001

Replication State | Remoke System Percent Synced Current Replay
At ay

&8 async MIRROR 1D ... (2 J0 ol D004 Up WYSTOL (201) 7 19.06 GB (39972864 bl... 10/07/2007 11:30
B async MIRROR 1D ... 52 10 vol D005 Up WYSTOL (2013 | 100%  [egd Active Replay

&8 Async MIRROR 10 ... 52 I0 vol 0008 Up WYSTOL (201) | EES 205.02 GB (429961216, ..

J | )

Figure 286. List of Replications

Information displayed includes:

* Replication Name

* Source Volume

e Status: Up or Down

* Remote System: System to which the Replication was made

» Percentage Synced: Status of the asynchronous Replication as a percentage

* Remaining: Amount of data remaining to be synched

» Current Replay: Date and time of current Replay being replicated (or active Replay)
» Active Replay: Whether or not the active Replay is being replicated

» Deduplication: Whether Deduplication is active or not

* QoS Definition: Name of definition used by this replication

Note Synchronous Replications appear in the system tree in the same place as the
original, replicating volume. Replication properties only appear on volumes that were
replicated or are being replicated.
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Viewing Replications from a Source Volume

1 Inthe system tree, select a replication volume. The Volume Information window
appears.

2 Click the Replication tab. Replication information for that volume appears.

{'/ = -..‘\.
@ | Copy_of_Flanders_Raw_iscsi
98 Set Update Frequency &5 Properties L% Shaw x Dielete
Remote System Percent Synced IRemaining IFreeze Tirme Replicated Repl:
I o ilp Storage Center y Active Replay 0 ME OME
@ Async MIRROR Copy_of_Fl... Up Storage Center mskz1 () 06/22/2009 06:10:06 pm 0 ME 1000
06/22{2009 05:02:09 pm O MB 1000
1 | | 06/22{2009 06:00:05 pr 0 MB 1000
06/22/2009 05:55:08 pm O ME 1000
. . = 06/22/2009 05:50:05 0 ME 1000
Name: Async MIRROR Copy_of_Flanders_Raw_iscsi ez e -
Type: Agsynchronous Replication Yalume 06/22/2009 05:45:08 pm 0 MB 1000
A q 06/22/2009 05:40:09 pm O ME 1000
Replication State: Up 06/22/2009 05:35:07 0 MB 1000
He=H il
Remote System: Storage Center 964 (964) TS DS-SD-DSD D -
Remote Volume Name:  Copy_of Flanders_Raw_iscsi external disk 122} SECEESFLD
Remote Volume Capacity: 500 GB 06/22/2009 05:25:08 pm 0 MB 1000
QoS Definition: Q05_2GB 06/22{2009 05:20:07 pm 0 ME 1000
Replicate Active Replay: ‘es 06222009 05:15:08 pr 0 ME 1000
Be_d“pl'_'_ca“;“l: . LES & 06{22/2009 05:05:06 pm 518 MB 1000
sing Live Volume: r 4 06/22/2009 04:55:07 pm 1000 MB 1000
Progress Details =
CMM State: Running (5
Percent Synced: 15%
Blocks to Transfer: 10.94 GB (22945792 blocks)
Volume Statistics
Read Write
Number of Requests néa 1933967
Number of Blocks néa 974605312
Number of Errors néa ] -
| | _>l_I
q oo

Figure 287. Volume Replication Information

Note The Replication tab appears only if the volume being replicated.

List of Replications

In the top frame, the System Manager displays a list of Replications for this volume. It is
being replicated to two different remote systems.

Replication Information

From the list of replications in the top frame, select a Replication. The main window displays
information about that Replication

Replication History

In the right frame, the System Manager displays the Replications that were taken of that
volume on the Remote system you selected from the List of Replications.

347



Remote Instant Replay

Modifying Replications

In the General Replication Properties window, you can change:

* Name of the Replication

e QoS definition

e Select or clear Replicate Active Replay

» Select or clear Deduplication

= To modify Replication properties
1 From the View menu select Replications. A list of Replications appears. Select a

Replication.

€ storage Management Refresh

A Help

[ System Explorer E]T Replications 1

E"'\j Set Update Frequency <% Find .0 Scroll Setting u Properties \_g Shiow % Delete

(%) 416 PM | ) Log OFf (@ System Status

Replication Name Source Yolume

Figure 288. View Replications

Replicat. ..

@ Async MIRROR, Copy_of _Flander. .. @ Copy_of_Flanders_Raw_... Up

@3 replica 1 of DUFFZ_Raw_2TE 48 DufF2_Raw_2TE Up
@ Replica 1 of DUFfZ_Raw_iscsi @ Duffz_Raw_iscsi Up
@ Replica 1 of Flanders2_Raw_ZTE @ Flandersz_Raw_2TE Up
@ Replica 1 of FlandersZ_Raw_iscsi @ FlandersZ_Raw_jscsi Up

Remoke System Percent Synced |Remaining

B 5%

Storage Center mst21 (3) 32 ME (65536 blocks)

!
Storage Cerker 964 (954) [l 10%  17.58 GB (36864000...(
Storage Center 964 (364) [[ 4% 41,02 GB (S6016000... (
Storage Center 964 (9640 [l 22% 20,51 GB (43008000... (
Storage Center 964 (954) [l 9%  44.92 GB (94208000...(

2 From the shortcut menu, select Properties > Replications. The Volume Properties

window appears.

Yolume Properties - Replica 1 of DuffZ_Raw_iscsi ll

D
e

Type:

Replication State:

Disk Marne:

Disk Capacity:

QoS Definition:

[ Replicate Active Replay

Replica 1 of DuffZ_Raw_jscsi

Asynchronous Replication Yolume

Up

Duff2_Raw_iscsi external disk

500 GB

QOS_2GE

¥ Deduplication (optimizes copy of replay history - resource intensive)

[

<4 Cancel |

Figure 289. General Replication Properties

3 Make changes.

4 Select Notes to add or change notes.

5 Click OK.
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Re-creating a Volume from a Replication

Re-creating a Volume from a Replication

For information on re-creating a volume from a replication, refer to Recovering Data on
page 321.
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Charting Viewer

Introduction

Storage Center Charting Viewer displays real-time IO performance statistics for volumes,
servers, disks, and controllers. Charting Viewer is accessible via Enterprise Manager or as
a stand-alone application:

« If you are using Enterprise Manager, you can access the Charting View via the
Enterprise Manager client. See Using Charting Viewer on page 353.

» If you do not have Enterprise Manager, download and install the stand-alone version of
Charting Viewer. See Downloading and Installing Charting Viewer on page 353.
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Downloading and Installing Charting Viewer

Downloading and Installing Charting Viewer

Charting Viewer Requirements

Storage Center Charting Viewer requires the following:

Microsoft Windows XP or Microsoft Windows Vista
Microsoft .NET Framework 2.0 or later

Java Runtime Environment (JRE) 1.6

Charting Viewer Installation Process

1

2
3
4
5

Go to the Compellent Customer Portal: http://customer.compellent.com
Locate and download the Compellent Charting Viewer Setup file.
Double-click on the setup file. The installation wizard appears.

Click Next. The License Agreement appears.

Click Yes to accept the license agreement. The installation wizard installs the Charting
Viewer.

When the installation is complete, click Finish to exit the wizard.

Using Charting Viewer

Starting Charting Viewer

The Charting Viewer can be started from Enterprise Manager or as a stand-alone
application.

> To start Charting Viewer from Enterprise Manager

Select a Storage Center, and select View > Charting Viewer.

> To start Charting Viewer as a stand-alone application

1

From the Windows Start menu, select Compellent Technologies > Compellent
Charting Viewer. The Login dialog appears.

Enter the following:

» Host Name: Enter the Storage Center host name for which you want to view charts.
» User Name/Password: Enter the Storage Center user name and password.

Note Only users with Administrator privileges can access and use Charting Viewer.

3

Click Login.

353


http://customer.compellent.com

Charting Viewer

Using Charting Viewer Controls

The Charting Viewer provides tool bars for controlling the Charting Viewer display.

» Data Gathering and Navigation Controls

» Charting Report Controls

Data Gathering and Navigation Controls

Use the following buttons to control data gathering and navigation:

Click ... To ...
= Page forward in the display.
& Page backwards in the display.

|1 Haour "I

Select a time increment for the display.

> |

Start data gathering.

|

Stop data gathering.

% Froperties

Select objects for which to gather information. See Setting Charting Viewer
Properties on page 355.

& Update |

Update data in all displayed charts.

Charting Report Controls

Use the following buttons to control how Charting Viewer reports are displayed:

Use ... To ...
Single Tab Display all statistics on one tab.
Auto-Scale Auto-scale the 10, KB, and/or Lat displays. If auto-scale is not selected, enter
the scale to use in the charts.
Layout » For the Storage Center: FE and BE Same. Display Front End (FE) and
Back End (BE) in one chart. Deselect to show in different charts.
« For individual objects: 10 and KB Same. Display 10 and KB data in one
chart. Deselect to show in different charts.
Display Select statistics to include or exclude.
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Using Charting Viewer

Setting Charting Viewer Properties

1 When the Charting Viewer is displayed, click Properties. The Charting Properties
dialog appears.

2 Select the objects for which you want to gather and display information:

* Volume IO Usage: Retrieves and displays IO statistics for all volumes, volume
folders, and individual volumes.

e Server I0 Usage: Retrieves and displays IO statistics for all servers, server folders,
and individual servers.

» Disk 10 Usage: Retrieves and displays IO statistics for all disks, disk folders, and
individual disks.

» Controller/Local Ports IO Usage: Retrieves and displays IO statistics for all
controllers, individual controllers, and individual ports on a controller.

Note Charting Viewer always displays System 10 Usage.

3 Click OK to close the dialog.
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Viewing Storage Center Charts

356

Charting Viewer provides the following chart types:
e System Charts

* Volume Charts

» Server Charts

» Disk Charts

* Controller/Port Charts

Viewing the System Chart

1 Inthe Charting Viewer navigation tree, click the System icon. The System Chart
window appears.

2 Click a tab to view:

» KB Performance
¢ |O Performance
e System IO Pending

Viewing Volume Charts

1 Inthe Charting Viewer navigation tree, select the Volume icon, a volume folder or an
individual volume. The Volume Chart window appears.

2 Click a tab to view:

* Volumes IO
* Volumes latency
e Volumes IO Pending

Viewing Server Charts

1 Inthe Charting Viewer navigation tree, select the Server icon, a server folder, an
individual server, or an individual port. The Server Chart window appears.

2 Click a tab to view:

* Servers|O
e Servers Latency
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Printing a Chart

Viewing Disk Charts

= To view the disks chart

1 Inthe Charting Viewer navigation tree, select the disk icon, a disk folder or an
individual disk. The Disk Chart window appears.

2 Click a tab to view:

e Disks IO/Latency
» Disks KB/Latency

Viewing Controller and Local Ports Charts

5> To view the controller and local ports charts

1 Inthe Charting Viewer navigation tree, select the Controllers icon, an individual
controller, a port type icon, or an individual port. The Controller/Ports Chart window
appears.

2 Click a tab to view:

* Local Ports 10
» Local Ports Latency
» CPU/Memory (for controllers only)

Printing a Chart

= To print a chart
1 Select the chart you want to print, and select Print. The Page Setup dialog appears.

— Paper

Size:

Source: Automatically Select j

r— Orientation Marging [inches)

' Portrait Left: |1 Right: |1
" Landscape Top: |1 Biattom: |1

()8 I Cancel | Frinter... |

2 Select Page Setup options:

» Paper Size: Select a paper size from the list of available options.
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Charting Viewer

» Paper Source: Select Automatically Select or Only One.
e Orientation: Select Portrait or Landscape.

» Margins: Set the left, right, top, and bottom margins.

3 Click OK.

Saving a Chart as a PNG Image
1 Select the chart you want to save, and select Save As.

2 Browse to and select the directory in which you want to save the chart image, and enter
name for the file.

3 Click OK.

Zooming In and Out

e Click and drag to define the area you want to view.
To return the chart to default settings:

* Double-click on the chart.
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Additional Hardware

Introduction

Storage Center hardware consists of two functionally and physically separate components:
controllers and enclosures. Controllers are described in Controllers on page 141

Enclosures

Viewing All Enclosures

In the system tree, select Enclosures. The Enclosures window appears.

. storage Managemert () view @ Refresh 8 Help ) 12:50PM | ) Log OFf (30 System Status

I I B

ig Sorace ' B Enclosures

H-£% Disks

:I-"'Qi:; Controllers Marne IIndex ISheIF Id IStatus IStatus Dese. .. IIndicator Logical Id Er
W Erclosure -1 1 & Lp OFf 20000050cc0034bb FC
W Enclosure-2 = 7 Lp OFf 20000050cc007d36  FC
W Enclosure -3 3 3 Up OFf 20000050cc010580 FC

]--{ Remate Syskems

]3; Lsers

Starage Center 207

Figure 290. Enclosure Information

Storage Center lists enclosures attached to the Storage Center system with the following
information:

360

Name

Index: Number used by Dell Support Services to assist with component identification.
Shelf ID

Status: Up or Down

Status Description: frequently blank

Indicator: On or Off

Logical ID

Enclosure type

Model

Revision

A and B Side Firmware

If the enclosure is split

Unrecoverable, critical, and non-critical condition as Yes or No
Non-Critical Condition
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Viewing General Information for an Enclosure

Enclosures

1 Inthe system tree, select an enclosure. The General Enclosure window appears:

c Storage Management 'u% view @ Refresh & Help %) 1:33PM | ) Log OFF (B System Status
Q Properties ‘ € Delete | @ Indicator on W Indicator OFF
Storage Center 207 Pt
i # N
?’ Storage : w | Enclosure -1
g Servers
@ Enclosure - Name: Enclosure - 1
- @ Enclosure - Index: 1
Shelf Id: 5}
Status: Up
Status Description:
Indicator: Off
Logical Id: 200000500034 kb
Enclosure Type: FC JBOD
Model: EN-FCZX1B
Revision: aa
A Side Firmware: 3B
B Side Firmware: aa
Split Mode: Mot Split
Unrecoverahle Condition: Mo
Critical Condition: Mo
Non-Critical Condition: Mo

Figure 291. Enclosure General Window
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Viewing Enclosure Physical Display

1 Inthe system tree, select the Physical Display tab. A drawing of the enclosure

appears.

c: Storage Management \% View @ Refresh O Help

I3 Properties | ¥ pelete ‘ B Indicator on & Indicator OFF

) 14zPM | ) Log OFF (D System ¢

: Storage Center 207
& Storage
ﬁ Servers
% Disks
- Contrallers

[ @ Enclosure -
w1 Enclosure -

P

--c\ Remoate Systems

é Isers

Enclosure -1

| v

Figure 292. Enclosure Physical Display

= To toggle the enclosure indicator light
The Indicator light is a toggle that can be turned on and off. To turn an indicator light on:

1 Inthe system tree, select an enclosure.

2 From the shortcut menu, select Indicator On or Indicator Off. (

3 The Physical Display window shows that the indicator light is on.
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Enclosures

€ storage Management (G view @ Refresh 2 Help

12 Properties | € elete | W Indicator on - W Indicator OFf

(¥) 2:06 PM

) Log OFf

@ System Status

_ Storage Center 903

[]---ﬂ; Skorage

i SErYers

-4 Disks

[]--% Contrallers

@ UPS

[—]t Enclosures
=R Erciosurs - 1
- @ Enclosurs - 2
' Enclosure - 3

- Racks

- Remote Systems

[]—--m Users

frnl

@ Enclosure -1
—

General

Figure 293. Enclosure Indicator Light On

The enclosure indicator light lights up every disk in the enclosure.

on just one disk:

1 Inthe Enclosures folder, select a disk.

2 Select the Indicator light. The light on that disk appears.

Renaming an Enclosure

1 Inthe system tree, select an enclosure.

To turn the indicator light

2 From the shortcut menu, select Properties. The Enclosure Properties window

appears.

3 Enter a name in the User Alias field.

4 Click OK. The enclosure name is changed.

Removing an Enclosure

Note You cannot remove an active enclosure unless it is down or offline.

1 Inthe system tree, select an enclosure.

2 From the shortcut menu, select Delete. The enclosure is deleted from the system.

Viewing Back End Loops

1 From the View menu, select Enclosure Connectivity. The following window
displaying back end loops appears.
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€ storage Management 2, View Refresh & * Help

System Explorer Enclosure Connectivity C]]

) 209PM ) Log Off @ System Status

|%8 Back End

m m Loop 1
(S S

Controller: SN 54
Local Port: 5000031000003602

Part Count: 16

Caontroller

Local Port

Port Count: O
Mame |Index ‘Shelf Id |Status |Status Descript... ‘Indicatur |Log\ca\ Id |Enclusura Type |Model |Revision ‘Aside Firmware B Side Firmware
G Enclosure - 1 1 & Up Critical Condition.  OFf 2000005... FCSATA EM-5A2516 8383 #105575, 0555, 0... #105575, 0555, O...
£ >

Figure 294. Enclosure Connectivity

For back end loops, the window displays:

 Enclosure name

* Index
e ShelfId
e Status

» Status Description

e Indicator

» Logical Id

* Enclosure type

* Model

* Revision

« A and B Side Firmware

2 Click on the Topology tab to view a map of the system loops.
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Enclosures

5> To view a single back-end loop

In the enclosure connectivity display, select an individual loop.

@ Loop 1

‘ Enclasure - 1, Shelf Id: &

£ | ] >

Figure 295. Enclosure Connectivity Individual Loop

Scroll to the right to view more information. For each loop, the window displays
* Name: of controllers connected to the enclosures.

¢ Local port: for each controller on this loop.

¢ Port Count

¢ Loop: Crossed (True if the loop is crossed. False if the loop is not crossed.
* Name: of each enclosure on this loop.

¢ Index: Number used by Dell Support Services to assist with component identification.
e Shelf ID

e Status: If the status is down, a description of why the enclosure is down.

* Indicator light: is On or Off.

* Logical ID: of the enclosure.

¢ Enclosure type: such as an SBOD or JBOD.

¢ Enclosure model number

¢ Model revision number

¢ A side firmware

¢ B side firmware

* Enclosure: Split or not

Viewing Physical Disk Status

Note This section deals with physical status of disks. For logical information about disks
refer to Disks on page 113.

1 Inthe system tree, select Disks. The System Manager displays a list of the slots in the
enclosure.
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€ storage Management <, view Refresh 2 Help

(%) 11:55 AM

Log OFf (3) System Sta

IC. miPos7? ~
- Storage b .
€'Servagrs Q‘ Disks
Disks
Controllers Postion  [Status | Status Description  |Fault Sensed [Indica... [Swap Detected [vendor  [Product Partld  |BypassAside  |[Byr
S ues 0l0l oK off SEAGATE STAIEOFFC  DODOS
=@ Enclosures » 0102 Ok off SEAGATE ST336607FC  00004e
=@ Enclosure - 1 0103 oK oFF SEAGATE STI36753FC  000D4d
- |4 Temperature Sensors )
1) fudi Al O 0L04 0K off SEAGATE ST3BEEOFFC  DODOd4e
=8 Cosling Fan Sensors || [ D105 0K off SEAGATE STAIEOFFC  DO0O4D
5 01D oK off SEAGATE STAB6ENFFC  (N0N4a
0107 oK oFF SEAGATE STIB6E0FFC  DO0049
0108 oK off SEAGATE ST3BEEOFFC  DO047
T 0l0e oK off SEAGATE STAIEOFFC  DODO4E
0 oK off SEAGATE STAB6ENFFC (0045
<33 01-11  Critical The system hasbrau. . oFF HITACHL  HUS103014FL... 00043
0tz oK off SEAGATE ST3BEE0FFC D003
013 oK off SEAGATE STAIEOFFC  DODO3a
0114 oK off SEAGATE STA36E0FFC (0039
0115 oK oFF SEAGATE STI36E0FFC  DODO36
0118 0K off SEAGATE ST3BEE0FFC  DODO3S
Ll B

Figure 296. Physical Disk

2 Ifaslotsis empty, the status is Not Installed. For disks that Storage Center recognizes,
the System Manager displays:

e Status
» Status Description
» Fault Sensed

e Indicator

* Swap Detected
* Vendor

* Product

e PortlID

* Bypass A Side
* Bypass B Side

5> To view status information for a single disk

In the system tree, select a disk. The System Manager displays general status and location.
Status can be green (good), red (failed), or gray (no disk).

= To identify the physical location of a disk

1 Inthe system tree, select a disk.

2 From the shortcut menu, select Indicator On.

The System Manager displays an amber light on the graphical user interface. Also, the front

of the physical drive shows a blinking amber light. To turn the indicator light off:

1 Inthe system tree, select a disk.

2 From the shortcut menu, select Indicator Off.
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Enclosures

Viewing Power Supply Status

¢ Inthe system tree, select Power Supplies.

« To view power supply location as viewed from the back of the enclosure, select a

specific power supply.

e If the DC voltage is under a threshold set by the manufacturer, the hardware in the
enclosure reports an under-voltage. To clear the flag, select Request Undervoltage

Clear.

c: Starage Management Q View

Refresh &2 Help

7 Request Swap Clear @ Request DC Undervoltage Clear

() 11:35 AM 0] Log OFF (D) System Status

IC mrPos7?
a Storage
- Servers
Disks
% Contrallers
2 UPs
= u Enclosures
=@ Enclosure - 1

~|§l Temperature Sensors
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Figure 297. Power Supplies
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Viewing 10 Module Status

= To view IO modules and status

Select IO Modules. The System Manager displays a list of IO modules with name,
position, status, and swap detected.

To view 10 module location, select an individual IO module. The IO Module is
emphasized in green. If there is a fault, the 10 module is red.

c: Storage Management Q View

w7 Request Swap Clear

IC MPDa??
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Figure 298. 10 Module
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Viewing Cooling Fan Sensor Status

5> To view cooling sensor

» Select Cooling Fan Sensors. The System Manager displays a list of cooling sensors
with the name, position, location, status, fan speed, and swap detected.

* To view fan sensor location, select an individual fan sensor.

c Storage Management \-{ View Refresh ",‘ Help o) 11:11 AM ) Log OFF (D) System Status
w7 Request Swap Clear
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Sl D Swap Detected:  ho
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- @ Enclosure - 2 Back
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]
v

Figure 299. Cooling Fan Sensor
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Viewing Temperature Sensor Status

1 Toview current temperature range, select a temperature sensor. To clear minimum and
maximum temp history, select Request Min/Max Temps Clear.

2 Select Temperature Sensors to view a list of sensors.

c Storage Management \:{) Wigw

Refresh -',‘ Help

w3 Request Swap Clear ﬂ Request Min/Max Temps Clear
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Figure 300. Temperature Sensors

Viewing Audible Alarm Status

To view audible alarms, select Audible Alarms. The System Manager displays the audible

alarm.

* Request Mute On: Causes the alarm to sound if there is a component failure.

* Request Mute Off: Mutes the alarm. It will not sound in the event of failure.
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Removing an Enclosure

Removing an Enclosure

Note An enclosure cannot be taken out of a loop or chain if any of the disks contain data.
1 From the Storage Management menu, select Disk > Folder > Create Disk Folder.
Either the system finds unmanaged disks or not:

» If there are unmanaged disks, the System Manager selects the unmanaged disk to
be included in the disk folder. Unselect any unmanaged disks. Click Continue. The
system asks if you still want to create a disk folder without disks. Click Continue
without Disks.

» If there are no unmanaged disks, the system informs you and asks if you still want
to create a disk folder. Click Yes.

2 The Name Disk Folder window appears. Enter a temporary name or accept the default.
3 Click Create Now.

4 In the System Tree, select a logical disk folder that contains the disks in the enclosure
you want to remove. Disks are group by RAID level.

5 Click on the Enclosure column head to list disks per enclosure.
6 Select all the disks in the enclosure that you want to remove.

7 From the shortcut menu, select Move Managed Disk.

€ storage Management 2, View Refresh 2 Help ¥) 1:10PM Log OFf (@ System Status

“2* Mave Managed Disk  “_= Release Disk

(. storagc

-4 Sta| D Assigned

Tier 1 Storage
24 managed disks (2.8 TB) | 0 spare disks (0 MB)

Fositi... © |Capacity |Fres... [cla.. |[Enclosure  [Status [Health Contral Type Product Revision

Vendor

=+ Move Managed Disk
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P

(-4 Enc
W Ra z

w4 Rer . i _— . =

z Lise . i : 3 - i SFAGATF - I

Tier 2 Storage
Mo disks in this tier

Tier 3 Storage
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Positi... © |Capaclty |Free .. [Ck... |Enclosure  [Stalus |Health Conbrol Type [ Vendor Product Revision Seerial M
"= 01-01 465,66 GB 65,27 GBE FATA Encosure-1  LUp Healthy Managed SEAGATE ST3500071FC ®T02 3MV0SE.
= 01-05 465,66 GB 85,45 GE FATA Enclosure-1  Up Healthy Managed SEAGATE ST3500071FC ®702 MV097
< 01-09 465.66 GB 88,45 GE FATA Encosure-1 Up Healthy Managed SEAGATE STESQOOVIFC  wTOZ IM0AT
[\ 01-13 465,66 GB 65,45 GE FATA Encosure-1  LUp Healthy Managed SEAGATE ST3500071FC ®T02 3MVO7H
> 02-01 46566 GB 88,27 GE FATA Enclosure-2  Up Healthy Managed SEAGATE ST3500071FC ®702 3MY0C
< 0205 465.66 GB 88,45 GE FATA Encosure-2 Up Healthy Managed SEAGATE STESQOOVIFC  wTOZ IMVOCH
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F_igure 301. Select Disk Shortcut Menu
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Note The Release Disk command is not available to disks that have data.

8 The Move Managed Disks window appears with disk folder you created in Step 3 on
page 371. Select the new, unmanaged disk folder. Click Continue. The system moves
the selected disks to the selected disk folder.

9 From the Storage Management menu, select Disk > Rebalance RAID Devices. The
system moves data from the disks in the unmanaged disk folder to disks in the managed
disk folder.

10 When the rebalance is complete, in the System Tree, select a disk in the unmanaged
disk folder. The system shows that the disk is empty:

Actual Capacity equals Free Space.

Total Block Count equals Unallocated Block Count.
System Allocated Blocks is 0.

User Allocated Blocks is 0.

The enclosure containing empty disks can now be removed.

Removing a Failing Disk

The procedure for removing a failing disk is similar to the procedure for removing an
enclosure (refer to Removing an Enclosure on page 371) except that in Step 6 on
page 371, select only the disks you want to remove.
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Uninterruptable Power Supply (UPS)

An uninterruptible power supply (UPS), also known as battery back-up, provides
emergency power when utility power is not available. A UPS has internal batteries to
guarantee that continuous power is provided to the equipment even if the power source
stops providing power. Of course the UPS can only provide power for a few minutes, but
that is enough to ride out power company glitches or short outages. Even if the outage is
longer than the battery lifetime of the UPS, the UPS provides the opportunity to execute an
orderly shutdown of the equipment.

Configuring UPS

Before a UPS can be added to the Storage Center, it must be configured to provide data to
Storage Center. The procedures for configuring a recommended UPS are described in
Configuring a UPS on page 405.

Adding UPS to Storage Center

A universal power supply (UPS) is not a component of the Storage Center system. By
adding the UPS IP address to Storage Center, the system reports the status of the UPS. To
add the address of a UPS so that Storage Center can report its status:

1 Inthe system tree, select UPS.
2 From the shortcut menu, select Create New UPS.

3 Enterthe IP address on the network of the UPS to register. You can create up to 16 UPS
entries on the Storage Center system for the APC brand of UPS devices.

4 Click Create Now.

Viewing UPS Status
To view UPS status, select a UPS.The System Manager displays:

¢ Name
* |P address
e Status

« Battery life

* Model number

» Serial Number

» Last Update (the last time the system polled the device)
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The Rack utility shows the placement of the Storage Center components. The Rack is
displays only, but helps to identify the location of components.

Creating a Rack

1 Inthe system tree, select Racks.

2 From the shortcut menu, select Create New Rack. The Create Rack wizard appears.

3 Enter a name, foreign device URL, and rack size.

4 Click Continue. A window appears, listing system components.

-Ioix]

@ pack [ quit [F] Advisor

@ Enclosure - 19
@ Enclosure - 20
@ Enclosure - 21
@ Enclosure - 22
@ Enclosure - 24
@ Enclosure - 25
@ Enclosure - 26
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"5 Controllers

=P Add o Rack |
4 Remove from Rack |

A Move Up |
' Move Down

| 5 wystos

/| :I— S8 wystos

| } @ Enclosure- 1¢
| :l— W Enclosure- 17
| :|— @ Enclosure - 16
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e

™

z

 Cancel & Save Rack

Figure 302. Build Rack

5 Select an item. Click Add to Rack. Move the item up or down as required.

6 Click Save Rack, or if necessary, select Create New Device. The Create Generic
Container window opens.
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Gtreate Generic Container

Select the kind of device this is.

E SEfvEr

EHS GEneric

Server 2L
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S Generic 34
(59 Generic 2U

8 Generic 11

| v

Figure 303. Create Generic Container

Racks

7 Select a device of the appropriate size. Remember, you are not creating a device in this
window; you are merely creating a picture of a system.

8 Click Continue. A window appears listing additional components in your system.

OEreate Generic Container

Select an object:

Server

& Coke

& Gluek

0 Honkers
o Hpalpha
& Ketelone
o L1000

& Lowenbrau
0 Makersmark
€ mippz1
& Newcastle
& Mutbrown
& Oatmeal

x|

Figure 304. Generic Components

9 Select a component.

10 Click Continue. The following window appears.
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@Ereate Generic Container ﬂ
Marne: IL 1000

Fareign Device LRL: |1?2|3|12|22|

“p Return |

Figure 305. Foreign Device URL or IP Number
11 Enter a URL for the device.
12 Click Return.

The new device (in this case, a server) appears in the Create Rack window.

{®Create Rack -0l =l
G pack B ouit [F] Advisor

UP3s
User Defined % Add ko Rack
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Figure 306. New Device in Create Rack Window

13 Add the new device to the rack.

14 Click Save Rack. The rack now appears in the system tree.

376 Storage Center 5.5 System Manager User Guide



Racks

Adding or Removing Racked Items
1 Inthe system tree, select Racks.

2 From the shortcut menu, select Add/Remove Racked ltems. The Add/Remove
Racked Items window appears,.

3 Select components to add or remove. Move items up and down as required. Create a
new device as required. When you are through, select Save Rack.

Rack Properties

1 Inthe system tree, select Racks.

2 Inthe shortcut menu, select Properties. The System Manager displays the rack name
and Foreign Device URL (if this is a foreign device).

Removing a Rack from System Display

1 Inthe system tree, select Racks.

2 From the shortcut menu, select Remove Rack. Storage Center asks you to confirm.

3 Click Yes.
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10 Card Changes

I/O Card Change Wizard

The IO Card Change Wizard is used to configure 10 card hardware changes on a per-port
basis after physical 10 card changes have been made. The wizard requires Administrator
privileges. The wizard can be launched in the following ways:

» The Storage Center will launch the wizard automatically if an 10 card change is detected
upon startup.

* You can launch the wizard from an Alert generated when an 10 card change is detected.

« Aseparate menu option allows you to launch the wizard at any time. This option is useful
when an 10 card change cannot be automatically detected by the system; for example,
if an 10 slot was previously occupied by the same 10 card type.

=9, Controllers | d
G- &6 S & Properties
i UPS ¥ Rebalance Local Ports

: il ey
#-) Enclos {_:P Configure 10 Card Changes
I Racks —

#-_ Remot @) shutdownjRestart Contraller

+-agb Users ]

Figure 307. Configure IO Card Changes Menu Option

Note For more information about the 10 Card Change Wizard, refer to:
Storage Center 5.4 10 Card Change Wizard (685-001-001). This document is
available only through Dell Support Services.
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Overview

382

Storage Profiles describe the RAID level and tiers on which data is stored. If disk space is
not available within a selected tier, space in other tiers is used until space becomes
available in the selected tier. All Storage Centers provide a set of standard Storage Profiles.

» If Data Progression is licensed, data can be migrated between RAID levels within a
tier and between tiers. The system displays the Recommended Storage Profile to
migrate data between tiers. The default Storage Profile for a system with Data
Progression is the Recommended Storage Profile

« If Data Progression is not licensed and a system uses RAID 10 and RAID 5, data is
migrated up or down with in a Tier (drive class) but cannot be migrated between Tiers.
If Data Progression is not licensed, a system has access only to Storage Profiles that
use a single tier of storage; Storage Profiles with multiple tiers are not available. The

default Storage Profile for a system without Data Progression is the High Priority
Storage Profile.

The Volume General Tab displays the Storage Profile attached to a volume.

c Storage Management \% Wiew @ Refresh -‘,‘ Help ) 11:15 AM | | Log OFf @ System Status

g_i Properties | & Map Volume to Server -4 Remove Mappings from Yolume @ Expand Yolume Replay ‘ ¥ |
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= Yolumes

e n
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EE el T s | e | g | o conir | s | ot
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[ High Priceity (Ti

[ Medium Priority Name: Mew “olume 1 Index: 1

i ! [ Lows Pricrity (Ti Size: 500 GB Serial Number: 000000ca-00000002
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-l Servers Disk Folder: Assigned Storage Type: Redundant - 2 MB
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----- I Racks Storage Profile: Recommended (All Tiers)
I:I--c Remote Systems
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Cache Settings
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Volume Statistics
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Figure 308. Volume General Tab
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Changing User Volume Defaults

By default, Storage Profiles are applied automatically and do not appear in the System
Manager. To select Storage Profiles, you must first change User Volume Defaults. User
Volume defaults can be changed for:

e You (the current user).
e Other current Administrative or Volume Manager users who are not logged in.
* New users. As new users are created, volume defaults are automatically applied.

Advanced Volume Defaults are the same whether you are setting Volume Defaults for
yourself, other users, or new users.

Volume defaults determine options for creating volumes. Configuring volume defaults
requires Administrative privileges. Subsequent volumes will be created with these defaults.
Existing volumes are not affected.

= To manually configure storage profiles when creating volumes

1 From the Storage Management menu, choose Volume > Configure My Volume
Defaults. The Configure User Volume Defaults window appears.

2 Make sure Allow User to Modify Preferences is checked.

3 Click the Advanced tab. The Advanced Volume Defaults window appears.

Note If Data Progression is not licensed, the Recommended Profile is not displayed as a
choice.

4 Select a Storage Profile that will be used by default when you create a volume. (A
default profile can be overridden by choosing a different profile when you create a
volume.) If you or another user manually create unique Storage Profiles, those profiles
appear as options for creating volumes in the Advanced User Volume Default window.

5 Click OK. User volume defaults are set.

Although volumes will be created with the default profile you select in the User Volume
Default window, if you allow this user to select a Storage Profile, a list of available profiles
appears in the menu tree. Storage Profiles appear only for users whose User Volume
Defaults allow them to select a Storage Profile. If a user is not allowed to select a Storage
Profile, System Manager applies the default Storage Profile to all new volumes.
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Storage Profiles Created by the System

If Data Progression is licensed, cost and performance are optimized when all volumes use
the default Recommended Storage Profile. If Data Progression is not licensed, the default
Storage Profile is High Priority, which stores data on Tier 1. When Tier 1 is full, data is then
stored on the next lower available tier. Without Data Progression, you must configure
volumes to use a specific tier of storage. Data will not migrate between tiers.

« To view a list of profiles, expand the Storage Profiles icon. [
» To view Storage Profile properties from the list of Storage Profiles, select a profile.

If your user volume defaults allow you to choose a Storage Profile, the System Manager
displays default profiles in the system tree under Storage:

e« Recommended (All Tiers)

The Recommended Profile is available only when Data Progression is licensed. To
optimize Data Progression and performance on the Storage Center, create volumes
with the Recommended Storage Profile. The Recommended profile allows the system
to automatically progress data between and across all storage tiers based on data type
and usage.

e High Priority (Tier 1)

The High Priority Storage Profile provides the highest performance. High Priority limits
the data stored on the highest tier of disks. It is efficient in terms of using RAID 5 or 6,
but it uses more expensive media to store the data.

Creating a volume using the High Priority Storage Profile stores written data on Tier 1,
RAID 10 (mirrored drives). Replay data is stored on Tier 1, RAID 5/RAID 6. Storage
Center does not migrate data to lower storage tiers unless Tier 1 storage becomes full.

e Medium Priority (Tier 2)

The Medium Priority Storage Profile provides a balance between performance and cost
efficiency.

Creating a volume using the Medium Priority Storage Profile stores written data on RAID
10, Tier 2. Replay data is stored on RAID 5/RAID 6, Tier 2. Storage Center does not
migrate data to other storage tiers unless Tier 2 storage becomes full.

Note Make sure you have drives actually populating Tier 2 before you create a volume
using the Medium Priority Profile.

e Low Priority (Tier 3)

The Low Priority Storage Profile provides the most-cost efficient storage. Creating a
volume using the Low Priority Storage Profile stores written data on RAID 10, Tier 3.
Replay data is stored on RAID 5/6, Tier 3. Storage Center does not migrate data to
higher tiers of storage unless Tier 3 storage becomes full.

Note Make sure you have drives actually populating Tier 3 before you create a volume
using the Low Priority Profile.
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Creating Custom Storage Profiles

In addition to the standard Storage Profiles provided by the System Manager, you can
create custom Storage Profiles.

Upgraded Storage Centers provide the standard set of Storage Profiles, as well as one or
more custom profiles created when existing volumes were converted to use Storage
Profiles. The custom profiles created by the system can be modified; the standard profiles
cannot be modified.

5> To create a storage profile

1

2

5

In the system tree, select the Storage Profiles icon. [

From the shortcut menu, select Create Storage Profile. The Create Storage Profile
window appears. Volumes using this profile will use the selected RAID Types and
Storage Tiers for writable and replay data. If any storage tiers are configured to use dual
redundant storage, the Storage Profile automatically substitutes RAID 10-DM for RAID
10 and RAID 6 for RAID 5 on those tiers. For more information on configuring tiers for
dual redundant storage, refer to Configuring Storage on page 120.

Select a RAID level and Tier.

Click Continue. The Name Storage Profile window appears. The default name is based
on the RAID level and tiers of this profile. Accept the default or enter a name for the
Storage Profile. Enter any notes.

Click Create Now. Storage Center creates the profile.

You can check or select a tier that is unavailable (non-existent or full). Once disks are added
to a tier, Data Progression can take advantage of them.
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Creating a Volume Using Storage Profiles

To select a Storage Profile during volume creation or apply a Storage Profile to one or more
existing volumes, the Allow Storage Profile selection must be enabled in your user
volume defaults. Refer to User Volume Defaults - Advanced on page 274.

5> To create a volume with a storage profile from the menu

1

From the Storage Management menu, select Create > Volume. The Create Volume
window appears.

Enter the size of a volume.

Click Advanced. The Select Storage Profile window appears, displaying the Storage
Profiles available on the Storage Center.

Note The Storage Profiles displayed depends on whether Data Progression is licensed
and whether custom profiles have been created on the Storage Center. For
information on custom profiles, refer to Creating Custom Storage Profiles on
page 385).

Select a Storage Profile, and click Continue. The Replay Profile window appears.

Select one or more Replay Profiles, and click Continue. The Name Volume window
appears. Enter a name for this volume. Click Continue. The system asks you to
confirm. Click OK.

> To create a volume from a server

1
2

386

Select a server from the system tree. From the shortcut menu, select Create Volumes.

Click the Volumes tab. The System Manager proposes a volume based your User
Volume Defaults.

Click Modify Selected Volume. The Modify Create Volume window appears.

Click the Change link next to Storage Profile. The Select Storage Profile window
appears.

Select a Storage Profile, and click Continue. The Modify Create Volume window
reappears.

Click Apply Changes.

Click Create Volume Now. A volume is created with the Storage Profile you selected.
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Applying Profiles to Existing Volumes

To select a Storage Profile when creating a volume or apply a Storage Profile to one or more
existing volumes, the Allow Storage Profile selection must be enabled in your user
volume defaults. Refer to User Volume Defaults - Advanced on page 274.

To apply a storage profile to existing volumes

1
2
3
4
5

6

Select a Storage Profile.

From the shortcut menu, select Apply to Volume(s). A list of existing volumes appears.
Select one or more volumes.

Click Continue. The System Manager asks you to confirm.

Click Apply Now. The Storage Profile you select is applied to the volumes you selected.
Data will be migrated during the next scheduled Data Progression run.

Click OK.

To apply a storage profile to an individual volume:

1
2
3

Select a volume, and select Properties. The Volume Properties window appears.
Click the Storage tab.

Select the Storage Profile for the volume, and click OK.

Viewing Volumes Configured with a Storage Profile

1

From the list of Storage Profiles, select a profile. (Remember, the list of Storage
Profiles does not appear unless your User Volume Profile allow you to select a Storage
Profile. Refer to Changing User Volume Defaults on page 383.) The General Storage
Profile window appears.

Click on the Volumes tab. A list of volumes using this profile appears. The System
Manager displays:

* Volume name

* Volume Type

» Storage Type

» Disk Folder (in which the volume resides)

» Consumed Disk Space

e Logical Volume Size
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Managing Storage Profiles

1 Inthe system tree, select Storage.

c Storage Management x% view © ¢ Refresh 3 Help (%) 12:12PM 0] Log OFf @ System Status
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Figure 309. Select Storage in System Tree

2 From the shortcut menu, select Manage Storage Profiles. The Manage Storage Profiles
window appears, displaying Storage Profiles for this system.

JRISTEY
@ gack ) ouit ] Advisor

E‘ High Priarity Syskem
E‘ IMedium Priority Syskem
E‘ Loww Priority Syskem
[ Mew Data Progression Profile 1 Admin

“p Mew Profile | p Modify Profile | ) Delete Profile | p Apply Profile | | S Close

Figure 310. Manage Storage Profiles

The Manage Storage Profiles window allows you to:

» Create a new Storage Profile, described in Creating Custom Storage Profiles on
page 385

¢ Modify a User-Created Profile
» Delete a User-Created Storage Profile

« Apply a Profile to Volumes
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Modify a User-Created Profile

Note The standard Storage Profiles packaged with the Storage Center cannot be
modified.
1 Inthe system tree, select a Storage Profile not created by the system.

2 From the shortcut menu, select Modify. (The Modify command is not available for
Storage Profiles created by the system.)

3 A window similar to the Create Volume window appears, showing the RAID and Tier
setting for this Storage Profile.

Select or clear RAID and tier levels.
Click Continue. The Name window appears.
Change the name of the Storage Profile or accept the default.

Optionally, add notes.

0o N o o b~

Click Apply Changes. The Profile is modified.

Note Changes will be applied to all volumes using this profile. Data will begin to move the
next time Data Progression is run.

Delete a User-Created Storage Profile
You cannot delete Storage Profiles that are either:

» Created by the system. To view by whom a Profile is created, select a profile. The
General information window displays the creator.

» Inuse by avolume. To view which volumes, if any, are in use, select a profile. Click the
Volumes tab.

To delete a user-created storage profile
1 Inthe system tree, select a Storage Profile not created by the system.

2 Because you cannot delete a Storage Profile that is being used by a volume, click on
the Volumes tab to make sure no volumes are using this Storage Profile.

Select the Storage Profile again.

3

4 From the shortcut menu, select Delete.
5 System Manager asks you to confirm.
6

Click Yes.

Apply a Profile to Volumes

You can apply a Storage Profile to all volumes, all volumes in a volume group, or selected
volumes.
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= To apply a storage profile

1
2
3

Open the Manage Storage Profiles window shown in Figure 310 on page 388.
Select a Storage Profile.

Click Apply Profile. A list of Volumes appears.

@Manage Data Progression Profiles - |EI|5|

@ Back 4 Return ) owit  [B7] Advisor

Select the Volumes to which you wish to apply this Data Progression Profile:

¥ &g volumes

£ ¥ [39 East Yolume Folder
- i Broadway

- ¥ i@ Camino Real

i ¥ @ Old Post Road
=- IFEs est Yolume Folder
[~ &g Arkansas
-7 Cedar

- ¥ @ Mississippi

- [~ i@ Monongahela
- ﬁ Ohin

- [ & Susgushanna

= Conkinus |

Figure 311. Apply Storage Profiles to Volumes

Select one or more volumes or volume groups.

Click Continue. The system displays the volume and volume folders to which this profile
will be applied. Review the list.

Click Apply Now. The Manage Storage Profiles reappears. Click Close.

Changing the Storage Profile Used by a Volume

1

From Storage Profiles list, select a Profile. The General Storage Profile window
appears.

Click on the Volumes tab. A list of volumes using this profile appears.
Select one or more volumes.

Click Apply Different Storage Profiles. The Apply Different Storage Profile window
appears listing available profiles.

Select a Storage Profile to apply.
Click Continue. Storage Center asks you to confirm.

Click Apply Now.
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Viewing Volume Statistics

1
2

In the system tree, select a volume.

Click on the Statistics tab. The System Manager displays distribution usage for the

Managing Storage Profiles

volume for each disk tier and RAID selection for a volume. Every time a data progression

runs, it categorizes the location of the data in a volume.

r, Y
f g \
Q‘i | martell Volume 4

Tier 1 Skorage
RAID 10 - Fask
fsme
fl 15me
[l 1ome
{] zo0me
RAID 10 - Standard

ZZzZzZZZZZZZZ777777777) 0.5 &

RA
g e

20,95 GEB

E Wolume Space - Active [l Disk Space - Active [F] Yolume Space - Replay [E] Disk Space - Replay |

Total volume space consumed: 19.82 GB
Data Instant Replay overhead: 32 ME
Tatal disk space consumed: 32,65 GB
Disk space saved vs, basic RAID 10 storage: 6,99 GB

Figure 312. Volume Statistics

Note Because the time it takes to move data depends on the amount of data to be
migrated, Data Progression can take a significant amount of time.
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Manual Storage Mode

Note Once enabled, manual mode cannot be disabled.

1 From the Storage Management menu, select System > Setup > Enable Manual
Storage Mode. A warning window appears.

{®Enable Manual Storage Mode 10l =|

ek [ quit ] Advisor

You are attempting to enable Manual Storage Mode.

Manual Storage Mode sacrifices simplicity in order to provide additional
Storage Profile configuration options.

Cince enabled, Manual Storage Mode cannot be disabled.

Are you sure you want to enable Manual Starage Mode?

= Cancel |

Figure 313. Manual Storage Mode Warning

2 To enable Manual Storage Mode, click Continue.
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Creating a Storage Profile in Manual Mode

When Manual Storage Mode is enabled, the Create Storage Profile wizard provides
selection options for RAID 6 for dual redundant storage.

5> To create a storage profile in manual mode
1 Inthe system tree, select the Storage Profiles icon.

2 From the shortcut menu, select Create Storage Profile. A window similar to Figure 314
appears.

4 Back [ ouit [F] Advisor

Select the classes of storage to be used for Dual-Redundant writable and replay data.

Tier 1 Storage

|[RaDLevel  [writableData  |ReplayData |
[£] RAID 10-DM ]
[£] RAID &6 [l [l
[£] RAID 6-10 [l

Tier 2 Storage

|[RaDLevel  [writableData  |ReplayData |
RAID 10-DM ]
RAID 66 ] ]
RAID 6-10 =

Tier 3 Storage

|[RaDLevel  [writableData  |ReplayData |
RAID 10-DM ]
RAID 66 ] ]
RAID 6-10 =

’ = Redundant Settings ] | | = Continue |

Figure 314. Manual Storage Mode with Dual Redundancy

Note Choices made in the Manual Storage Mode Dual Redundancy window override the
stripe width set in System Properties. Refer to Selecting RAID Stripe Width on
page 230. Manually creating a Storage Profile is the only way to create exceptions
to the stripe width set in System Properties.

3 When RAID levels, tiers, and redundancy (if any) are set, click Continue. Storage
Center asks you to name the Storage Profile.
4 Enter a name or accept the default.

5 Click Create Now.
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Viewing a Storage Profile Created in Manual Mode

In contrast to the Storage Profiles created in normal mode, a Storage Profile that is created
in Manual Storage Mode displays more detailed information. A Storage Profile created in
Manual Mode with Data Progression licensed is shown in Figure 315.

€ storage Management (2, View @ Refresh o Help () 15O AM ) Log OFF @ System Status

E Modify m“ Apply ko Wolumeds) x Delete

WAGTOL .

= i L

=48 storage -j g | New Storage Profile 3
bl Volumes /

[ Replay Profiles

=-fF] Storage Profiles

[T Recommended

-[E] High Priority

~[F] medium Pricrity

=[] Low Priority Name: Mew Storage Profile 3

w[ ] Mewr Storage: Profile 1 Index: 7

w{T] Mew Storage Profils 2 Type: Storage Profile

------ uj Recycle Bin

.-f.-i. Servers Storage Classes Used

-3 Disks Writable
8, Controllers Tier 1: RAID 10

o UPS Tier 2:

E Enclosures Tier 3:

~TH Racks Replay

c Remate Systems Tier 1: RAID 5-5
-G Users Tier 2: RAID 55
Tier 3: RAID 55

Date Created: 07/07/2008 10:50:25 am Created By: Admin
Date Updated: 07,/07/2008 10:50:25 am Updated By: Admin

Notes:

Figure 315. Manual Storage Profile Display

Instead of displaying the writable and Replay tiers used, a Storage Profiles created in
Manual mode displays all tiers, including tiers on which data will not be stored using this
profile.
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Changing RAID Stripe Width in Manual Mode

Once Manual Mode is enabled, the Storage tab in the System Properties window, described
in Selecting RAID Stripe Width on page 230, changes to System Storage Properties shown
in Figure 316.

System Properties - sm54

~RAID 5 Stripe Width

© 5 Wide (80% Efficient)
© 9 Wide (89% Efficient)

~RAID 6 Stripe Width
© 6 Wide (67% Efficient)
© 10 Wide (80% Efficient)

* Changes to the RAID Stripe Width settings will only affect
Storage Profiles predefined by the system.
User-defined Storage Profiles will remain unaffected.

[ @ cancel [ oK ]

Figure 316. System Storage Properties in Manual Mode

If Manual Storage Mode is enabled and you change RAID stripe width in System Storage
Properties, changes only affect Storage Profiles created by the system, not Storage Profiles
that were created by users.
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Portable Volume

Introduction

Enterprise Manager creates and manages portable volumes. Portable volumes allow a site
to jump-start the replication of volumes from one Storage Center to another using standard
USB disks. For a description of portable volumes, refer to the Enterprise Manager User
Guide.

Portable volumes are set up and managed via the Enterprise Manager Storage
Management display. For more information, refer to the Enterprise Manager User Guide.
Once a portable volume is created, the Portable Volume node appears if Storage Center is
licensed for Remote Instant Replay and any of the following exist:

« USB disk is connected to the Storage Center
» Data was copied to a portable volume

» A volume was or is waiting to be restored from a portable volume

List of Portable Volumes

5> To view a list of portable volumes

398

In the System tree, select Portable Volume. The system displays a list of portable
volumes.

c Starage Management \_% Wigw Refrash 2 Help ) 2:08 PM . Log OfF () Swskern Status
Storage Center 962 -~ .

b @B Storage ' Portable Volume

[+l Servers

- . pr—

Scheduls
Classification | Capacity Free Space % Full

[]--c Remate Systems i

[]---,E. Users
o | ol

KN i

Figure 317. List of Portable Volumes
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Portable Volumes Nodes

Portable Volume Node

Description

Unassigned

Shows USB disks on the Storage Center that are currently
unassigned.

Repl Baseline To [dest]

Shows USB disks on the Storage Center that contain baseline
replications for which the Storage Center is the source.

Repl Baseline From [source]

Shows USB disks on the Storage Center that contain baseline
replications for which the Storage Center is the destination.

Invalid

Shows USB disks on the Storage Center that contain replications for
which the Storage Center is neither the source or destination of the
replications.

Being Erased

Shows USB disks on the Storage Center that are currently being
erased.
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Enterprise Solid State Drives

Overview

402

Introduction

Storage Center supports Enterprise Solid State Drives (ESSD) with a capacity of 146 GB.
Use ESSDs for volume data that requires drastically reduced latency and/or increased IP.

For maximum IO per seconds, we recommend sites install two SBOD enclosures with two
ESSDs in each. That is, do not install all ESSDs in the same SBOD enclosure.

Requirements

A site implementing ESSDs must meet the following requirements:

Requirement

Description

Enclosure Type
and Slot Restrictions

Enclosure Type—4Gbps SBOD Enclosure
Enclosure Firmware—Level 0808 or higher

Enclosure ESSD Slot Positions—Within the enclosure, ESSDs
can be positioned in slots 2 thru 15.

Fiber Channel Drives

Enclosure slots 1 and 16 must be populated with Fiber Channel
drives.

RAID Levels

RAID 10 Dual Mirror
A minimum of three ESSD data disks and one ESSD hot spare

RAID 10

A minimum of two ESSD data disks and one ESSD hot spare.
RAID 6-6

A minimum of six ESSD data disks and one ESSD hot spare

RAID 5-5
A minimum of five ESSD data disks and one ESSD hot spare.

RAID 5-9
A minimum of nine ESSD data disks and one ESSD hot spare.

RAID 6-10
A minimum of ten ESSD data disks and one ESSD hot spare
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Installation and Setup

Storage Tiers and Storage Profiles

After installation, ESSDs are automatically assigned to Storage Tier 1 and all other
available disks classes are moved down to a lower tier. The following tables show how the
Storage Tiers and corresponding disk classes are re-assigned after adding ESSDs to a

Storage Center:

Storage Tier

Existing Disk Type

Disk Type After ESSD Install

Tier 1 15K ESSD
Tier 2 10K 15K, 10K
Tier 3 7K 7K

Storage Tier

Existing Disk Type

Disk Type After ESSD Install

Tier 1 15K ESSD
Tier 2 7K 15K
Tier 3 7K 7K

Storage Tier

Existing Disk Type

Disk Type After ESSD Install

Tier 1 15K ESSD

Tier 2 15K

Tier 3 10K 10K

Tier Existing Disk Type Disk Type After ESSD Install
Tier 1 10K ESSD

Tier 2 7K 10K

Tier 3 7K 7K

System-provided Storage Profiles that use Storage Tier 1 (Recommended or High),
automatically allow associated volumes to use the ESSDs. See Configuring Storage
Profiles on page 404 for details on configuring Storage Profiles to make the best use of
ESSD storage.

Installation and Setup

Installing the Hardware

Enterprise Solid State Drives (ESSDs) are allowed in slots 2 thru 15 of an SBOD enclosure
(up to 14 per enclosure). In addition, slots 1 and 16 must contain fiber channel drives. For
maximum IOs per second, use two SBOD enclosures with two ESSDs each.

For details on inserting drives into enclosures, see the Storage Center System Setup
Guide. For details on installing SBOD enclosures, see the Storage Center System
Connectivity Guide.
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Configuring Storage Profiles

Because ESSDs are automatically assigned to Storage Tier 1 after installation (see Storage
Tiers and Storage Profiles on page 403), the system-provided profiles that include Storage
Tier 1 allow volumes to use ESSD storage:

* On Storage Centers without licensed Data Progression, the system-provided High
profile includes ESSDs. Make sure only volumes you want to use ESSDs are assigned
to the High profile; reassign all other volumes to either the Medium or Low profiles.

» On Storage Centers with licensed Data Progression, the system-provided
Recommended profile includes ESSDs. Make sure only volumes you want to use
ESSDs are assigned the Recommended profile. Create and apply a new profile that
does not include Storage Tier 1 for all other volumes.

For information on creating Storage Profiles, see Creating Custom Storage Profiles on
page 385; for information on applying profiles to existing volumes, see Applying Profiles to
Existing Volumes on page 387.

Automatically Progressing Data to ESSDs

After you have finished re-configuring the Storage Center Storage Profiles and installed
ESSDs, the Storage Center automatically progresses data from the disks in the old Storage
Tier 1 to the ESSDs in the new Storage Tier 1. The automatic Data Progression requires
approximately four days to complete.

Note Do not adjust Data Progression settings to speed up progressing data to ESSDs. To
accelerate the progression of data to ESSDs, use CMS to copy and swap the
volumes.

Disabling Write Cache

To maximize performance, disable write cache on volumes that use ESSDs.
1 Select the volume, then click Properties. The Volume Properties window appears.

2 Select the Cache tab.
3 Uncheck the box next to Enable Write Cache
4 Click OK.

Replays

Replays are an important requirement for efficient Data Progression. For the most efficient
use of ESSD, Replays should be taken at least once per day. For more information on
Storage Center Replays, see Expiring a Replay Explicitly on page 312.
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Configuring a UPS

Introduction

This appendix describes setting up a UPS. For a dual controller, connect to the actual IP
address of a each controller. The management IP of a dual controller is used for traps.

Configuring an APC™ UPS

You can configure up to four access control entries to specify which Network Management
Systems (NMS) have access to this UPS.

= To configure APC UPS

1 In a new browser window, enter the IP address of the UPS, assigned or derived from
DHCP. The UPS Network Management card appears.

uPs

Logs

Administration

Help | Log Off [5

Date

06/15/2009
06/01/2009
05/18/2009
04/27/2009
04/13/2009

Link 1 | Link 2 | Link 3

@ no Alarms Present
= UPS is online.

Recent Device Events

Time

09:53:37
09:53:28
09:53:40
08:14:59
08:15:08

Smart-UPS 1000 XL: B257_UPS at Unknown

Event

UPS:
UPS:
UPS:
UPS:
UPS:

Started a self-test.
Started a self-test.
Started a self-test.
Started a self-test.
Started a self-test.

0 No Alarms

More Events >

UPS Network Management Card A,Pc

Figure 318. APC UPS Network Management Card

2 Click the Administration tab.
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The Administration window appears.

.10.103

Home ups

Administration

Security

Local Users
administrator
device
read-only

Remote Users
authentication
RADIUS

Auto Log Off

Link 1 | Link 2 | Link 3

MNebwork Access

Motification General 0 No Alarms

Administrator

User Name:

Current Password:

New Password:

Confirm Password:

Applyl Cancel |

ArC

UPS Network Management Card

Figure 319. APC Administration Window

3 In the Administration window, click Network. The Administration > Network window

appears.

Help | Log Off [

Administration

ups
Network

Home

Security

TCP/IP
Port Speed
DNS
servers
naming
test
Web
access
==| cipher suites
szl certificate
Console
access
=ch encryption
=zh host key
SNMPv1

access

user profiles
access control

FTP Server
WAP

Link 1 | Link 2 | Link 3

ac:c:e control
SNMBA-=2
SHMPv1: Access Control
acces!

Motification General 0 No Alarms

Current TCP/IP Settings

172.31.10.103
255.255.248.0
172.31.8.1

00 CO B7 68 57 4B

System IP:
Subnet Mask:
Default Gateway:
MAC Address:

Mode: Manual

TCP/IP Configuration

* Manual
' BooTP
' DHCP

' DHCP & BOOTP

Next »»

ArC

UPS Network Management Card

Figure 320. Administration Network Window
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4

In the TCP/IP menu on the left side, select SNMPv1 > Access Control. The Access

Control window appears.

31.10.103 Help | Log

Home upPs i Administration

Security Network Notification General @ o Alarms
TCP/IP Access Control
Port Speed
DNS Community Name MMS IP/Host Name Access Type

s public 172.31.10.94 Read

TETiTE Eubl!c 172.31.12.122 Rx.zad

T public 0.0.0.0 Disabled

public 0.0.0.0 Disabled

Web

access

==l cipher suites

szl certificate
Console

access

=ch encryption

=zh host key
SNMPv1

access

access control
SNMPv3

Link 1 | Link 2 | Link 3

ArC

UPS Network Management Card

Figure 321. Access Control Window

5 Select Public. The Access Control Entry windows appears.

2.31.10.102

Help | Log Off [

ups
Network

Home Logs

Security

TCP/IP
Port Speed
DNS
servers
naming
test
Web
access
==| cipher suites
szl certificate
Console
access
=ch encryption
=zh host key
SNMPv1
access
access control
SNMPv3

Link 1 | Link 2 | Link 3

Administration

Motification General 0 No Alarms

Access Control

Community Name:

NMS IP/Host Name:

|public:
|172.31.10.94

IRead 'l

Access Type:

Applyl Cancel |

ArC

UPS Network Management Card

Figure 322. Access Control Entry Window

408

Storage Center 5.5 System Manager User Guide



Configuring an APC™ UPS

For a single-controller Storage Center, in the Access Control Entry window, enter the
controller IP address in the Access Control Entry window. (Refer to Viewing Controller
Properties on page 144.)

As an Access Type, select Read.
Click Apply.

Add the actual IP address of the clustered controller (not the management IP address).

() 172.21.10.102

Help | Log Off [

Home upPs Logs

Administration

Security MNetwork ification General
Totificati
TCP/IP Ach o

0 No Alarms

Port Speed
DNS Community Name MMS IP/Host Name Access Type
s public 172.31.10.94 Read
TETiTE Eubl!c 172.31.12.122 Rx.zad
T public 0.0.0.0 Disabled
public 0.0.0.0 Disabled
Web
access

==| cipher suites

szl certificate
Console

access

=ch encryption

=zh host key
SNMPv1

Link 1 | Link 2 | Link 3 UPS Network Management Card A,Pc
Figure 323. Addresses Entered

10 In the Access Control window, select Notification. The Notification window appears.

B Help | Log OFF [

Home upPs i Administration

Security Network Motification General 0 No Alarms
[ESETELEDTTS Event Actions for Individual Events
by event
by group To list all events in a main category by severity level, click the main category name. To list all
E-mail events in a sub-category by severity level, click the sub-category name.
SErVer Power Events System Events
recipients Input Line Status Mass Configuration
test Cutput Line Status Security
Eatt
SNMP Traps —
= EBvpass
trap glaeivers Communication
test Device
Remote Monitor Diagnostics
Temperature
Scheduling
Link 1 | Link 2 | Link 3 UPS Network Management Card A,Pc

Figure 324. APC Notification Window

11 In the Notification window, select trap receivers.

The Trap Receivers window appears.
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() 172.21.10.102

Home upPs i Administration

Help | Log Off [

Security Network Motification

Event Actions Trap Receivers

General

0 No Alarms

Remote Monitor

Link 1 | Link 2 | Link 3

by event
by group MMS IP/Host Name Trap Type Generation
(Er=t 172.31.10.200 SNMPy1 Enabled
server
- 172.31.8.87 SNMPw1 Enabled
recipients
172.31.10.94 SNMPw1 Enabled
test
SNMP Traps 172.31.8.200 SNMPw1 Enabled
trap receivers Add Trap Receiver
test

ArC

UPS Network Management Card

Figure 325. APC Trap Receivers

12 Click Add Trap Receiver. The Trap Receiver window appears.

() 172.21.10.102

Help | Log Off [

ups
Network

Home il Administration

Security Motification General

BN UAET TS Trap Receiver

by event

by group Trap Generation:
E-mail NMS IP/Host Name:

server

- & snMPv1

recipients X

test Community Name:
SNMP Traps Authenticate Traps:

trap receivers ' SNMPY3

= User Name:

Remote Monitor

Cancel |

Link 1 | Link 2 | Link 3

0 No Alarms

¥ Enable
Jo.0.0.0

Ipublic

¥ Enable

apc =nmp profilel

ArC

UPS Network Management Card

Figure 326. APC Add Trap

13 Enable trap generation for this trap receiver.

14 In the NMS IP/Host name field, enter the following:

» For a single-controller Storage Center system, enter the controller IP address .

e For a dual-controller Storage Center system, enter the IP address of the
Management controller.

The default, 0.0.0.0, leaves the trap receiver undefined.

15 In the SNMPV1 field, enter Public (the default).
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16 When Authenticate Traps is enabled, Storage Center receives authentication traps
(traps generated by invalid attempts to log on to this device). To disable that ability,
unmark the check box.

17 Click Apply.

To modify or delete a trap receiver, first click its IP address or host name to access its
settings. (If you delete a trap receiver, all notification settings configured under Event
Actions for the deleted trap receiver are set to their default values.)

Configuring a Liebert™ UPS

= To configure Liebert UPS

1 Inanew browser window, enter the IP address, assigned or derived from DHCP. The
Monitor window appears.

2 Click the Configure tab. The Configuration Categories window appears.

&
EMERSON &
N k Power monitor control configure | event log | support

Agent Information: Configuration Categories:

CAUTION: Switching pages during configuration edits without saving will result in a log
modifications. You must reinitialize the network interface card for any saved changes 1

‘Calegnry ‘Descripliun

‘Agem Info ‘Idemiﬁcatmn parameters: name, location, contact, and description

Device Status: - -
Load Proteci ‘Faclury Defaults ‘Resel the configuration to factory default settings.

No Alarms Present Firmware Update the communication card firmware over the network using the HTTP or
Update
Updating the firmware will allow the communications card to have new and ug
well as periodic maintenance releases.

Metwork Identify the network address. netmask, default router, domain name servers,
Settings attributes for the device.

Configuration Categories:
I8 Uninitialized
8 Agent Information
actory Defaults

Proper configuration allows this device to communicate with other network hc
and UDP based protocols.

Management Select and configure management protocols.
Protocol
‘Mesaagmg ‘Evem notification by Email and/or Short Messaging Senice (SMS).
Reinitialize Reinitialize the web card.
- Management Reinitialization of the card is required whenever the configuration is modified.
Protocol shutdown all network services, reset, perform an inital self test and then rest:
configuration.
Telnet Enable Telnet access.
Users Configure the username and password that allow access to the protected cor
control pages of this device.
Web Configure the transport (HTTP/HTTPS), port, passward protection, and refrest

dynamic pages.

Proper configuration of the refresh interval allows timely reporting of important
with minimal network and device overhead.

Figure 327. Liebert Configuration Window

3 From the tree on the left side, select Management Protocol > SNMP > Access.

4 The system may ask for a user name and password. Enter your user name and
password.
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The Access window appears.

[ Liebert.
monitor control configure | event log | support

Management Protocol >> SNMP >> Access:

Parameter Description
Entry Entry number of the access source.

Metwork Configure network hosts interested in device information access. The host can be identified as
Mame either a ip address or the network name of the host.

Device Sta

Load Protes

Mote: Setting: Metwork name= 0.0.0.0, Access = write, and Community = public, allows write
No Alarms

access by any host, this may be a security risk to consider.

Access Configure read and write access for netwark hosts.

Community  |String identifying a "secret” known only by those hosts that are trusted for access.

Mote: The maximum length of the entry is 32 characters.
Clear Clear the values of the parameters.

Enlry‘ Network Name ‘ Access ‘ Community

\
\ . \
1 ‘lD 00.0 ‘ ? i::tde [public ‘ Clear

[ [
 read
2 |jo0.00 ublic Clear
‘I © write l» ‘
[ [
 read
3 ||o.o00 bl Clear
‘I € write |pu < ‘

o ®

Fimnnn ‘ - x:t‘l Ilpuh\ic ‘M

Fimnnn ‘: x:t‘l Ilpuh\ic ‘M
\

oo | o]

B HA =

Ly

read | ‘ ciear |

Figure 328. Enter Liebert SNMP

5 Click Edit.
6 In the Network Name column, enter the following:

» For asingle-controller Storage Center system, enter the controller IP address on the
first unused line.

» For adual-controller Storage Center system, enter the IP address of each controller
on the first two unused lines. (Do not enter the Management IP of the Storage
Center but the true ETHO IP of each Controller. For IP addresses, refer to Viewing
Controller Properties on page 144.)

7 Select Read Access.
8 In the community name enter Public.
9 Click save.

10 From the tree on the left side, select Management Protocol > SNMP > Traps.
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The Traps window appears.

[ Liebert.
monitor control configure | event log | support
Fr— Management Protocol >> SNMP > Traps:

SWDEV LAB UPS L2 P Descripti
SWDEV LAB arameter scription

Entry Entry number of the trap target.

Metwork Configure network hosts interested in alert notifications (i.e. SNMP Traps). The host can be
Mame identified as either a ip address or the network name of the host.

Device Status:

Load Protected: Mote: Typically notifications are sent to Network Management Systems (NMSs) and other hosts

running Liebert Multilink software for graceful operating system shutdown due to power outages.
Port Port to send the notification to at the IP Address identifisd

Community |String identifying a "secret” known only by those hosts that want to be notified of device status
- changes.
Configuration Categories:

I SWDEV LAB UPS L2 MNote: The maximum length of the entry is 32 characters.

Agent Information

W Factory Defaults Heartbeat If checked this target will be sent a heartbeat trap.

f""‘\‘,Y;E; LeEs o Note: Click the "Test Heartheat" button to send a heartbeat test trap.
[Clear [Clear the values of the paramsters-

Manageme m‘ Network Name ‘ Port ‘ C ity Heartb

e ol =] e G
R fe2 | [ enable | Clear |
EN fe2 | [ enable | Clear |
o e | ol Gt |
(s 1l ez I enable | Clear |
(o 1l ez I enable | Clear |
[ 1 ez I enable | Clear |
o ]l ez I enable | Clear |
B ez I enable | Clear |
o]l ez I enable | Clear |
ol ez I enable | Clear |
— i

Figure 329. Traps Section

11 Click Edit.
12 In the Network Name column, enter the following:

» For asingle-controller Storage Center system, enter the controller IP address on the
first unused line.

» For adual-controller Storage Center system, enter Management IP address (not the
ETHO address). To view Storage Center IP addresses, refer to Viewing Controller
Properties on page 144.)

13 In the Community column, enter Public.
14 Select or clear Heartbeat.
15 Click Save.

= To reinitialize

1 Inthe menu tree on the left side, click Reinitialize.The Reinitialize window appears.
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&
EMERSON

Network Power

Agent Information:
SWDEV LAB UPS L2
SWDEV LAB

Device Status:

monitor control configure | event log | support

Reinitialize:

‘Pmmel&r ‘Des[:ripliun

‘Reinit\a\ize ‘C\ickmg this button will reboot the card and cause configuration change

Figure 330. Reinitialize Window

2 To save changes, click Reinitialize.The UPS is added to the Storage Center

configuration.
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Server HBA Settings

Introduction

This document details the recommended settings for server HBAs and Operating Systems
while connected to a Storage Center.

Settings by HBA Vendor

Emulex Card Settings

NodeTimeOut 60
QueueDepth 254
Topology 1
BEHBANyware [_[D
File View Port Discovery Batch Help
I (e[
13 Hosts Port Information | Statistics | Maintenance
= TRAKEHNER DHCHAP | Target Mapping Driver Parameters |  Diagnostics | TransceiverData | ¥PD
= | LPe11002-M4 - =
6 Port 0; 10:00:00:00:C3i84:D8:66 g S R
[=)-=g Port 1: 10:00:00:00:C9:84:0B:87 Adapter Parameter Yalue - Modify Adapter
(+}-=8 50:00:D3:10:00:00:78:02
[+ 50:00:D3:10:00:00:75:03 Class 3 R
(¥)- 5 50:00:D3:10:00:00:78:38 (CoalesceMsCrt o Sremeten
[+ = 50:00:D3:10:00:00:78:39 CoalesceRspCnt 8 Yalye: | 2
DiscoveryDelay 0
EnableAckn Enabled Range: 0-3
EnableAUTH Disabled
EnableFDMI o Default: 2
EnablenPTy Disabled  Activation Rex
[ExtTransFerSize o
FrameSizeMs8 o [Reboot required.
Init TimeOut 15
LinkSpeed #uto Detect
LinkTimeOut 30
LogErrors 3 ~Description
NodeTimeOut 60 ina M = AN, 21 WP
PerPortTrace o gn;;o ? TOie biD bES b
IQueueDepth 1254
QueueTarget 0
RmaDepth 16
[ScanDown 1
[SiMode o I~ Make change temporary.
Topology 1
TraceBufSiz 250000
[~ Make all changes temporary (if possible)
Restore | Defaults | Globals I Apply Save... I

Figure 331. Emulex Card Setting
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Settings by HBA Vendor

To view the Registry Editor parameters for Elxstor Port Settings shown in Figure 332, go to:

Computer\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\elxstor\
Parameters\[WWPN of port on card].

o]

Eile Edit ‘Yiew Favorites Help

| COMSysépp a| | Name | Type Data
- credisk b (Def ault) REG_S2 {value not set)
. orypt3z ab|parameters REG_52 NodeTimeOut=60;QueusDepth=254;Topology=1;
[+ CryptSvc
. C5C
[ Ju CscService
[#- |, DClocator
[~ |. DcomLaunch
[ DfsC
B Dhcp
= disk
® Dnscache
=] elxstor
Enum

. Device
. PrPInterface
. Erulex HBA Discovery
Emulex HBA Management
Emulex SwcMgr
. ErrDev
[#- |, ESENT
[# Eventlog
- |. EventSystem -
K " |»|’I
‘Computer\HKEY _LOCAL_MACHINE\SYSTEMICurrentControlSet| Servicesielxstor\Parameters| 10000000c964dbba Y

Figure 332. Elxstor Port Settings

To view the Registry Editor parameters for Elxstor Device Settings shown in Figure 333, go
to:

Computer\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\elxstor\
Parameters\Device

& Registry Editor
fle [ Vew Fgeorbes Help

dotdove 2] [Hama | Ty Cuts
¥ e S5 Defanith REG_S2 (e not set)
e ST e Node Tirneng =501 CumueCiepthm 254, Topalogy="1;
#lenpens
ELGED
Eaphost
# eluina
#lxphss

elaghor
Ervam

= Por amsters
100000 S
Dervice
Prinberf ace
Emisien: HEA Discowary

4] 1|

mmmwwwmmmwrmmu /
Figure 333. Elxstor Device Settings
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Server HBA Settings

Qlogic Card Settings

Connection options 1 for point to point only

Login retry count 60 attempts

Port down retry count | 60 attempts

Link down timeout 30 seconds

Queue depth

255

For Windows Qlogic 23XX or 24XX (FC) registry settings, refer to Qlogic 23xx or 24xx (FC)
Registry Key Settings on page 423.

For Windows Qlogic 40XX (iSCSI) settings, refer to Qlogic 40XX (iISCSI) Settings on

page 423.

Cambex Card Settings

Topology list

P2P_ONLY for point to point only

Logout delay

60 seconds
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Settings by Server Operating System

Settings by Server Operating System

AlX Settings

Hdisk Attributes

qgueue_depth hdisk attribute 32

rw_timeout hdisk 60

Solaris Settings

Note Changes to Solaris settings require a reboot.

/kernel/drv/fcp.conf Settings
To the bottom of this file, add:

fcp_offline_delay=60

/kernel/drv/glc.conf Settings

Change the following variables to their associated values.

login-retry-count 60

port-down-retry-count | 60

link-down-timeout 30

/kernel/drv/gla2300.conf Settings

Change the following variables to their associated values.

login-retry-count 60

port-down-retry-count | 60

link-down-timeout 30

HP-UX Settings

No additional changes
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Server HBA Settings

SLES Settings

Non-Boot Environment

1 To the end of the /etc/modprobe.d/gla2xxx file, add:
options qgla2xxx qlport_down_retry=65

2 Reload the driver.

Example:

# echo "options gla2xxx qlport_down_retry=65" >> /etc/modprobe.d/qla2xxx
# modprobe -r gla2xxx
# modprobe gla2xxx

Boot Environment

1 To the end of the kernel line in /boot/grub/menu.lst, add:
gqla2xxx.qlport_down_retry=65

2 Reboot.

Example:

# vi /boot/grub/menu.lst
# reboot
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Settings by Server Operating System

RHEL Settings

Non-Boot Environment

1 To the end of the /etc/modprobe.conf file, add:
ooptions qla2xxx qlport_down_retry=65

2 Reload the driver.

Example:

# echo "options gla2xxx glport_down_retry=65" >> /etc/modprobe.conf
# modprobe -r gla2xxx
# modprobe gla2xxx

Boot Environment

1 To the end of the /etc/modprobe.conf file, add:
options gla2xxx glport_down_retry=60

2 Update the init ram disk.

3 Reboot.

Example:

# echo "options gla2xxx glport_down_retry=60" >> /etc/modprobe.conf
# mkinitrd -f -v /boot/initrd-<kernel version>.img <kernel version>
# reboot

Netware Settings

Startup.ncf Settings

In the file c:/nwserver/startup.ncf, to the end of the FC driver load line, add:

/LUNS /ALLPATHS /ALLPORTS /PORTDOWN=60
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Server HBA Settings

422

Windows Settings

Refer to Microsoft documentation for complete details on changing registry values for the
iISCSI initiator:

http://blogs.msdn.com/b/san/archive/2008/07/27/microsoft-iscsi-software-initiator-isns-
server-timers-quick-reference.aspx for details.

Time Out

In regedit, make the following change:
H_Key_Local_Machine
->System
->CurrentControlSet
->Services
->disk -> Timeout Value=60
MaxRequestHoldTime and LinkDownTime Settings
MPIO not enabled

When using a Microsoft 2008 R2 iSCSI initiator with a 10G iSCSI card, you should set the
MaxRequestHoldTime to 120 to prevent loss of host connectivity during controller failover.

In regedit, make the following change:
H_Key_Local_Machine
->System
->CurrentControlSet
->Control
->Class
->{4D36E97B-E325-11CE-BFC1-08002BE10318}

-><Instance Number>
(which is the storage controller instance of the MS iSCSI Initiator)

->Parameters->MaxRequestHoldTime=120
MPIO enabled

When using a Microsoft 2008 R2 iSCSI initiator with MPIO enabled, LinkDownTime should
be set to 120 to prevent loss of host connectivity during controller failover.

In regedit, make the following change:

H_Key_Local_Machine
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Settings by Server Operating System

->System
->CurrentControlSet
->Control
->Class
->{4D36E97B-E325-11CE-BFC1-08002BE10318}

-><Instance Number>
(which is the storage controller instance of the MS iSCSI Initiator)

->Parameters->LinkDownTime=120

Qlogic 23xx or 24xx (FC) Registry Key Settings

1

4

Set the following Windows registry key to 255:

HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ql2300\Paramete
rs\Device\MaximumSGList

Set the following Windows registry key to 254:

HKEY_LOCAL_MACHINENSYSTEM\CurrentControlSet\Services\ql2300\Paramet
ers\Device\NumberOfRequests

For STORport drivers, set the following Window registry to qd=254

HKEY_LOCAL_MACHINENSYSTEM\CurrentControlSet\Services\ql2300\Paramet
ers\Device\DriverParameter

Reboot the server.

Qlogic 40XX (iSCSI) Settings

Set Execution Throttle

Use Qlogic SANsurfer for iISCSI to set the execution throttle for the installed ports to 250.
Be aware that the card must be reset, which can be performed without rebooting the server
through the SANsurfer interface.

Enable Address Resolution Protocol (ARP) Redirection on iISCSI HBA

1

2

From the QLogic SANsurfer iISCSI HBA Manager, select the Port Options tab and
then select the Firmware tab.

Select an HBA and enable ARP redirect by checking the box in the ARP Redirect
column. This setting is circled in red below.
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Server HBA Settings

& apNsurfer Esl HEA Manages
Hie Host wiow Sellings WAzards - Help

° &

| Connect Refresh QRLOGIC
| BCSIHBA | | Port Opfions | Taryet Options | Statistics | Diaghostics |
B cioct Tampoct Q A R A
9 @8 Lo 0 CLEADEC 2 HOA Model: QLE4IEZS ISCSI Port Alias Name: gk
o Part 0 ign 20600+
S | saw ReSLIKUS T e s Wi s
d HEAPSCSIName: - [f0 2000-04.Comi gl 0gic. 0l 84050 3540708300226, I o I AR e i
. Jﬁ L
: Mk Bt . it
i = HBA 0-QL F4062C:Furl 0: g 200004 unulogiculcd0f_Cosd070: D0Z36.1
: nn - Cannecion Elrgmat Haadar Dala ARE B Ermor 1 1Py P
i [ RFeoovery o Mayle Enable
| ) Leval MLAN
+ i
\../ i :
4 S R 1 G
] Updiate all targets with these new default Fmmware settings
ok [ cancel | bem |
e e
Edit
i T | Refresh || savaPorSeftngs | Save Network Only |

000 com.nogicefedDic.as 07

Figure 334. Sansurfer Enable ARP Redirect

3 Select OK and then Close.

4 To save settings, select the Save Port Settings option. If prompted for a password,
enter config. After the password is accepted, the card will reset and the new

configuration will be activated and saved.

VMWare Settings

No additional changes

Tru64 Settings

No additional changes

OpenVMS Settings

No additional changes
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Glossary

A

Assigned Disks

Same as Managed Disks. Physical disks that are identified by Storage Center and to which data can be
written. Assigned disks use metadata to track information about volumes on the disk and other assigned
disks managed by the controller.

Asynchronous Replication

After data has been written to the primary storage site, new writes to that site can be accepted without
having to wait for the secondary (remote) storage site to also finish its writes. Asynchronous Replication
does not have the latency impact that synchronous replication does, but if the primary site failed before the
data was written to the secondary site the data that had not yet been written could be lost. See also
replication.

B

Back End

The component in the Storage Center SAN flow of data writes (server to switch to controller to disks) that
receive data writes. In general, disk drives in enclosures are the back end of the controller. However, a
remote system that is receiving replication data from a local Storage Center is the back end local Storage
Center. See Target System.

Backup

A two step process. A Replay is first copied to a non-volatile disk remote system. In the event of problems
(such as disk drive failures, power outages, or virus infection) resulting in data loss or damage to the original
data, the Replay is retrieved and restored to a View Volume.

Bandwidth

The amount of data that can be sent to or from Storage Center per internal time.

Block Data

Raw data which does not have a file structure imposed on it. Database applications such as a SQL Server
or an Exchange Server transfer data in blocks. Block transfer is the most efficient way to write to disk.
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C

CHA
Compellent Host Adapter.

CHAP

Challenge Handshake Authentication Protocol (CHAP) is an option for authentication of iISCSI
communications. CHAP periodically verifies the identity of a peer using a 3-way handshake, initially when
the link is established. After the Link Establishment phase is complete, the authenticator sends a challenge
message to the peer. The peer responds with a value calculated using a one-way hash function. The
authenticator checks the response against its own calculation of the expected hash value. If the values
match, the authentication is acknowledged,; if values do not match, the connection is terminated. CHAP
provides protection against playback attack through the use of an incrementally changing identifier and a
variable challenge value. The use of repeated challenges is intended to limit the time of exposure to any
single attack.

This authentication method depends upon a secret known only to the authenticator and peer. The secret is
not sent over the link and is available in plaintext form.

The challenge value satisfies two criteria: uniqueness and unpredictability. Each challenge value must be
unique, since repetition of a challenge value in conjunction with the same secret would permit an attacker
to reply with a previously intercepted response. Since it is expected that the same secret might be used to
authenticate with servers in disparate geographic regions, the challenge must exhibit global and temporal
uniqueness. Each challenge value should also be unpredictable, lest an attacker trick a peer into responding
to a predicted future challenge, and then use the response to masquerade as that peer to an authenticator.
Although protocols such as CHAP are incapable of protecting against real-time active wiretapping attacks,
generation of unique unpredictable challenges can protect against a wide range of active attacks.

Cache

A high speed memory or storage device used to reduce the effective time required to read data from or write
data to a lower speed memory or device. Storage Center provides configurable cache to minimize disk
latencies.

Cluster Node

Server that is a member of a server cluster.

Clustered Controllers

More than one Storage Center controller that is interconnected (typically at high-speeds) for the purpose of
improving reliability, availability, serviceability and performance (via load balancing). Storage Center
provides automatic controller failover in an active-active configuration. Fully mirrored, battery backup cache
provides automatic restart and volumes migrate between controllers in the event of controller failure.
Conservation Mode

Refer to Conservation Mode on page 246.

Control Port

In Virtual Port Mode, a Control Port is created for each iSCSI Fault Domain. iSCSI Servers connect to the
Storage Center via the Control Port. The Control Port redirects a connection to the appropriate Virtual Port.
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Controller

Provides disk aggregation (RAID), I/O routing, error detection, and data recovery. Provides the intelligence
for the entire Storage Center subsystem. Every Storage Center system contains at least one.

torage Center and recommend corrective actions to improve performance and availability of the system.

Copy-Mirror-Migrate

Storage Center feature allowing volumes to be migrated between different disk types and RAID levels.

D

DNS (Domain Name Service)

Name of the TCP/IP stack that converts domain names into IP addresses.

Data Instant Replay

Ensures high system and application availability. Enables backup and recovery of volumes without
impacting system resources. Captures a point in time copy, based on the Replay Profile. This provides the
ability to roll back a volume to a previous point in time. Only data that has changed from the previous point
in time copy is stored.

Data Progression

Automatically migrates data to the right class of storage based on assigned or recommended policies.
Allows businesses to optimize utilization of storage resources through migration to the appropriate class of
storage devices, to higher or to lower performance devices, based on data access requirements.
Deduplication

Deduplication copies only the changed portions of a Replay, rather than all data captured in each Replay.

Dell Support Services

Combination of centralized support, product education and sales resources that proactively monitor S

Disaster Recovery
The ability to recover from the loss of a complete site, whether due to natural disaster or malicious intent.
Storage Center disaster recovery include Data Instant Replay and Remote Instant Replay.

Disk Enclosure (see Enclosure)

Disk Folders

A collection of physical disks that can be assigned attributes by the user. Performance is improved by
maximizing the number of disk drives in a folder. Volumes draw storage from disk folders. Folders may be
associated with multiple pagepools.

Disk Position

The position of the disk in the enclosure. An example of a disk position is 01-01. The first number is the row
number, from the top of the enclosure. The second number is column number from the left of the enclosure.
For example, Disk 01-02 is in the first (top row) and second column from the left.
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Dual Redundancy

See Redundancy

Dynamic Controllers
A minimum of two Storage Center clustered controllers that provide automatic failover via an internal
heartbeat

E

Emergency Mode

Refer to Emergency Mode on page 246.

Enclosure

The box that holds the disks. Provides disk status, temperature sensors, cooling fans, an alarm system, and
a single interface to the controller.

Ethernet

A protocol that defines a common set of rules and signals for networks.

EthO

Ethernet port 0. Storage Center uses Eth0 to support system login and access for the GUI, Replication, and
to send email, alerts, SNMP traps, and Phone Home data.

Ethl
Storage Center uses Ethl for dedicated InterProcess Communication between controllers in a multi-
controller system.

F

FTP

File Transfer Protocol. Program used to transfer files from another computer.

Fabric

A combination of interconnected switches that act as a unified routing infrastructure. It allows multiple
connections among devices on a SAN and lets new devices enter unobtrusively. A FC (or iSCSI) topology
with at least one switch present on the network.

FastTrack

An optional Storage Center utility that dynamically places the most active data on the outer (faster) disk
tracks.

Fault Domain

A Fault Domain identifies a failover set. In Virtual Port mode, all front-end ports can be part of the one fault
domain. In Legacy Mode, each primary and reserved port creates one fault domain.

428 Storage Center 5.5 System Manager User Guide



Fibre Channel

A high-speed interconnect used to connect servers to Storage Center controllers and back-end disk
enclosures. FC components include HBAs, hubs, switches, and cabling. The term FC also refers to a high-
speed, fully duplexed serial communication protocol permitting data transfer rates of up to 10 Gigabit per
second.

Front End

The component in the Storage Center SAN flow of data writes (server to switch to controller to disks) that
initiates data writes. In general, servers (or switches) are the front end of the controller. However, a Storage
Center system that is replicating data to a remote system is the front end of the remote system. See Back
End.

G

GUI

Graphical User Interface

H

HBA

By convention, Storage Center refers to the ports on cards in server as HBAs.

HBA Type
In the Storage Center, there are two HBA types: FC and iSCSI.

High Availability

A continuously available system is characterized as having essentially no downtime in any given year. A
system with 99.999% availability experiences only about five minutes of downtime. In contrast, a high
availability system is defined as having 99.9% uptime, which translates into a few hours of planned or
unplanned downtime per year.

HBA (Host Bus Adapter)

The HBA is the intelligent hardware residing on the host server that controls the transfer of data between
the host and the Storage Center.

HNR

Host Name Resolution

HTTP

Hyper Text Transfer Protocol

Hot Spare

A hot spare disk is a backup disk. In the event that an active array fails, the controller makes the hot spare
part of the active array and rebuilds data on the fly. Although the hot spare becomes an active disk without
human intervention, remember to replace the failed drive as soon as possible, so that the array is again
protected with a new hot spare. Hot spares can span multiple disk enclosures. A Storage Center hot spares
can have a different capacity than the data drive it replaces.
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Host Bus Adapter
See HBA

Initiator

A source Storage Center system that initiates replication. Data is copied from an initiator to a Target System.

Instant Replay

See Data Instant Replay.

10

Input/output. The process of moving data between a computer system's main memory and an external
device or interface such as a storage device, display, printer, or network connected to other computer
systems. 10 is a collective term for reading, or moving data into a computer system's memory, and writing,
or moving data from a computer system's memory to another location.

iSCSI

iISCSI (Internet SCSI) is the specification that defines the encapsulation of SCSI packets over ethernet using
the TCP/IP transport protocol, or a protocol that enables transport of block data over IP networks, without
the need for a specialized network infrastructure, such as FC.

J

JBOD

Just a bunch of disks. An enclosure that contains storage disks, fans, and an HBA port with which it
connects to a controller.

L

LAN

Local Area Network

Leader Controller

In a dual controller system, the leader controller is the primary controller. Under ordinary circumstances, the
controllers share read/write duties, thus doubling 10s. In the event the peer controller fails, the lead
controller assumes the duties of both controllers. See Peer Controller.

Legacy Mode

Non-virtual port mode. in legacy mode, Fault Domains associate Primary and Reserved Front End ports to
each other as opposed to Virtual Mode where all front end ports can be part of the same fault domain.
Load Balancing

Referring to the ability to redistribute load (read/write requests) to an alternate path between server and
storage device, load balancing maintain high performance 10.
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LUN

A logical unit is a conceptual division (a subunit) of a storage disk or a set of disks. Each logical unit has an
address, known as the logical unit number (LUN), which allows it to be uniquely identified.

M

MAC Address

In computer networking a Media Access Control address (MAC address) is a quasi-unique identifier
attached to most network adapters (NICs). It is a number that acts like a name for a particular network
adapter, so, for example, the network cards (or built-in network adapters) in two different computers will
have different names, or MAC addresses. It is possible to change the MAC address.

Management IP Address

Address used to used to connect to Storage Center. Each controller has its own IP address, but the
management IP address remains constant. If, In a dynamic controller system, a controller fails or is
replaced, Storage Center the system connection remains.

Managed Disks

Disks that are grouped together to form a discrete bundle, across which data is striped and from which
volumes are created.

Manual Replay

Storage Center feature that allows the user to manually create point in time copies of volumes.

Mapping (Volume to Server)

Mapping defines which servers can access specific volumes. Once this linkage is established, the volume
will appear to the server as a single, local disk drive of the specified size.

Mentoring Controller

During installation or after replacing or adding a controller, the mentoring controller copies system
configuration to the new or added controller. Either the lead or peer controller can become a mentoring
controller.

MIB

Management Information Base. A database of objects that can be accessed by SNMP.

Multipathing

Redundant storage components that transfer data between server and storage. These components include
cabling, adapters, switches, and the software that enables multipathing.

N

NAS
Network Attached Storage
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NAT

Network Address Translation (NAT) also known as network masquerading or IP-masquerading rewrites the
source or destination addresses of IP packets as they pass through a router or firewall. Most systems using
NAT do so in order to enable multiple hosts on a private network to access the Internet using a single public
IP address. According to specifications, routers should not act in this way, but many network administrators
find NAT a convenient technique and use it widely. Nonetheless, NAT can introduce complications in
communication between hosts.

NDMP

Network Data Management Protocol is an open standard for backing up data in a heterogeneous
environment

NFS

Network File System

NIC

Network Interface Card

NPIV Mode

N_Port ID Virtualization is a prerequisite for enabling FC virtual ports. If a switch does not accept NPIV, FC
ports cannot be converted to Virtual Ports and NP1V is turned off.

NTP

The Network Time Protocol (NTP) is a protocol for synchronizing the clocks of computer systems over
packet-switched, variable-latency data networks.

NTS

Network Time Protocol (NTP) is a protocol for synchronizing the clocks of computer systems over packet-
switched, variable-latency data networks.

P

Pagepool

A pool of storage

Pagepool Alert

The first alert generated when the pagepool space consumed by volumes and Replays exceeds the
configurable pagepool alert threshold, and there is no more free disk space available for the pagepool to
consume.

Peer Controller

The peer controller is the equal of the Lead controller. In a dual controller system, both controllers share
read/write duties, thus doubling 10s. But in the event the lead controller fails, the peer controller assumes
the duties of both controllers.
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Port

The physical connection point on servers, switches, Storage Center controller, and disk drive enclosures
that is used to connect to other devices in the system. Ports on a FC network are identified by their
Worldwide Port Name (WWPN); on iSCSI networks, ports are given an iSCSI name.

Preallocation

Pre-allocating storage physically assigns storage to the volume before its use by the server. Not allowed for
volumes already having Replays.

Q

QoS Definition

Quality of Service. A networking term that specifies a guaranteed throughput level to guarantee end-to end
latency will not exceed a specified level.

R

RAID (Redundant Array of Independent Disks)

A way of encoding data over multiple physical disks to ensure that if a hard disk fails a redundant copy of
the data can be accessed instead. Example schemes include mirroring and RAID-5.

RAID 0

Stripes data but provides no redundancy. If one disk fails, all data is lost. Do not use RAID 0 unless data is
back-up elsewhere.

RAID 5-5 and 5-9

Maintains a logical copy of the data using a mathematically derived rotating parity stripe across 5 or 9 disks.
The parity stripe is derived from the data stripes. This method has less overhead for the redundant
information than RAID 10; however write performance is slower than RAID 10 due to the calculation of the
parity stripe for every write.RAID 5 protects against data loss when any single disk fails. RAID 5-5 is 80%
efficient. RAID 5-9 is 89% efficient.

RAID 6-6 and 6-10

RAID 6 protects against data loss when any 2 disks fail. RAID 6-6 is 67% efficient. RAID 6-10 is 80%
efficient.

RAID 10

Striped and mirrored. Provides both data availability and top performance. Maintains a minimum of one full
copy of all data on the volume. RAID 10 provides optimum Read / Write performance, increased probability
of withstanding multiple failures, and the fastest restoration of data.

RAID 10-DM

RAID 10 Dual Mirror provides maximum protection for storage. Data is written simultaneously to three
separate disks. All three disks return a write acknowledgement. RAID 10 protects against data loss when
any 2 disks fail.
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Redundancy

The duplication of information or hardware equipment components to ensure that if a primary resource fails,
a secondary resource can take over its function. Storage Center provides redundancy for each component
so that there is no single point of failure. Single Redundancy protects against loss of data if any one disk
fails. Dual Redundancy protects against data lost if any two disks fail.

Remote System

A Storage Center system that sends or receives Replication data.

Remote Instant Replay

Remote Instant Replay is a Replay written to a remote backup site. The sites can be active-active, with bi-
directional remote copies that can either have matched or split intervals. Also knows as Replication.
Remote System

A Storage Center system that is receiving Replication data.

Replay

A fully usable copy of a defined collection of data that contains an image of the data as it appeared at the
point in time at which the copy was initiated. For more information, refer to Data Instant Replay.

Replay Profile

Set of rules for taking Replays that is applied to all volumes using that profile.

Replication

Replication is the process of duplicating data from one highly available site to another. The replication
process can be synchronous or asynchronous; duplicates are known as Replays.See Remote Instant
Replay.

S

SAN

A storage area network (SAN) is a specialized network that provides access to high performance and highly
available storage subsystems using block storage protocols. The SAN is made up of specific devices, such
as host bus adapters (HBAS) in the host servers, switches that help route storage traffic, and disk storage
subsystems. The main characteristic of a SAN is that the storage subsystems are generally available to
multiple hosts at the same time, which makes them scalable and flexible. Compare with NAS.

SAS

Serial Attached Storage. For more information about SAS, refer to the Storage Center System Connectivity
Guide.

SBOD

Switched Bunch of Disks.
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SCSI

SCSI (Small Computer Systems Interface) is a collection of ANSI standards that define 10 buses primarily
intended for connecting storage devices to servers.

Server

Servers define connectivity to the Storage Center. They allow you to associate your server name to the
hardware connectivity presented by the server for easy identification.

Single Redundancy

See Redundancy

SMB

Server Message Block

SMTP

Simple Mail Transfer Protocol (SMTP) defines a message format and forwarding procedure to enable
messages to be sent between hosts on the Internet.

Snapshot

See Replay.

SNMP

Simple Network Management Protocol (SNMP) is an Internet-standard Layer-7 (application layer) protocol
for collecting information from and configuring network devices such as servers, hubs, switches, and routers
on an Internet Protocol (IP) network. SNMP can be used to collect information about network statistics from
these devices and to relay this information to a central management console to monitor network health, trap
errors, perform diagnostics, and generate reports.

SOIP

Storage Over Internet Protocol, San Jose-based Nishan Systems term for linking SCSI and FC storage
interfaces with IP and Ethernet network interfaces

SSL

Secure Sockets Layer

Standard Datapage Size

For Storage Center, a standard datapage size is 2 MB.

Storage Area Network
See SAN

Storage Center™
A complete storage solution that provides unified physical storage and storage management.

Storage Center Architecture integrates multiple disk technologies with multiple interfaces and controllers.
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Storage Clustering

Storage Center software providing automatic controller failover through multiple controllers in an active-
active configuration. Fully mirrored, battery backup cache provides automatic restart in the event of a
controller failure.

Storage Interface (back end)

Refers to the storage interface of the Storage Controller.

Storage Pool

An undifferentiated pool of available disk space from which Storage Center draws creates volumes.

Storage Profile

A collection of rules that identify RAID level and drive types (tiers) on which data is stored. All volumes are
attached to a Storage Profile. Storage Profiles can be applied by default, per volume, to a group or all
volumes. If RAID levels or tiers in a Storage Profile change, data in volumes attached to that Storage Profile
is moved via Data Progression to the new RAID levels or tiers.

Storage Type

Pool of storage from which volumes are created. Storage Center is most efficient when all disks are
combined into one pool of storage. Data Progression can then store data with maximum efficiency. In some
circumstances, you can create additional based on redundancy and data page size.

Synchronous Replication

In synchronous replication, each write to the primary disk and the secondary (remote) disk must be
complete before the next write can begin. The advantage of this approach is that the two sets of data are
always synchronized. The disadvantage is that if the distance between the two storage disks is substantial,
the replication process can take a long time and slows down the application writing the data. See also
asynchronous replication.

T

Target System

The Storage Center system that receives replication data from an initiating Storage Center. See Initiator.

TCP/IP

Terminal Control Protocol/Internet Protocol

Tiers

Blocks of data that are stored according to its intended use. For example, data that has been accessed
within the last four progression cycles is stored on the highest tier, composed of the fastest disks. Data that
has not been accessed for the last 12 progression cycles is gradually migrated down to the lowest tier,
composed of slower, cheaper, larger disks.

Thin Provisioning

Volume sizes can be defined that are greater than the actual physical storage. Storage space is only used
when data is written. Thin Provisioning allows organizations to reduce their overall disk expenditures,
increase availability and achieve greater performance.
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Transport Type

The protocol used to communicate data between the Storage Center and attached servers.

Tunneling (Storage tunneling)

FC SAN frames are encapsulated in IP packets for transport to another FC SAN

U

Unassigned Disk

Disk drives that have not been assigned to a managed disk folder and therefore cannot be used by the
system.

Unmanaged Disk

Same as unassigned disk.

UPS

Uninterruptible Power Supply. A power supply that includes a battery that will keep Storage Center running
in the event of a power outage. Power from the battery will last long enough to save data in RAM and shut
Storage Center down gracefully.

Vv

View Volume

A volume that has been recreated from a previous Replay. Refer to Creating a View Volume on page 321.

Virtual Port

Virtual Ports eliminate the need for reserve ports. When operating in Virtual Port mode, all front-end ports
accept IO and can be part of one Fault Domain. For information on enabling Virtual Ports, refer to the
Storage Center 5 Setup Guide.

Virtualization

The amalgamation of multiple network storage devices into what appears to be a single storage unit.
Virtualization makes tasks such as archiving, back-up, and recovery easier and faster. Virtualization is
implemented through the Storage Center controller software. Also, the ability to span volumes across any
number of physical disks. A logical representation of physical storage assets.

Volume

A volume is a discrete area of storage striped to multiple hard disks.

Volume Type

Volume Type: can be dynamic, Replay enabled, or Replication. A volume is dynamic until at least one
Replay has been taken of that volume. Once a Replay has been taken of a volume, it becomes Replay
Enabled. A Replication volume is one that is being Replicated to another Storage Center system.
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w

WINS

Windows server that translates a NetBIOS name to an IP address.

WWN
World Wide Name
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