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Welcome to Talend Training

“»talend

Congratulations on choosing a Talend training course.

Working through the course

You will develop your skills by working through use cases and practice exercises using live software. Completing the exercises is crit-
icalto learning!

If you are following a self-paced, on-demand training (ODT) module, and you need an answer to proceed with a particular exercise,
use the help suggestions on your image desktop. If you can’t access your image, contact customercare@talend.com.

Exploring

You willbe working in actual Talend software, not a simulation. We hope you have fun and get lots of practice using the software!
However, if you work on tasks beyond the scope of the training, you could run out of time with the environment, or you could mess up
data or Jobs needed for subsequent exercises. We suggest finishing the course first, and if you have remaining time, explore as you
wish. Keep in mind that our technical support team can’t assist with your exploring beyond the course materials.

For more information
Talend product documentation (help.talend.com)

Talend Community (community.talend.com)

Sharing

This course is provided for your personal use under an agreement with Talend. You may not take screenshots or redistribute the con-
tent or software.


http://help.talend.com/
https://community.talend.com/
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Big Data in Context

This chapter discusses:

CONCEPIS ..



Concepts

“»talend

Big Data Overview

What is Big Data? How can we define it?
How do you define Big Data? ?
One simple definition is provided by the three Vs.

The first V corresponds to volume. Nowadays, the

. ferenttypes of data? The last V stands for velocity.
Velocity Data arrives from different sources at different
speeds. For example, social media, such as Twitter or
Facebook, generates data atincreasing speeds. Big
Data comes with many challenges that Hadoop tries to
solve.

amount of data that’s stored and processed is huge.
Thisis a primary characteristic of Big Data: How big it
is. The second V stands for variety. You can collect dif-
& A ferent types of data from different sources. This
hadamp presents a challenge: How do you deal with these dif-

Today we’re generating more data than ever: from fin-
ancial transactions, sensor networks, social media,
and server logs, just to name a few. We're generating
data faster than ever because of automation and
user-generated content. This data has many valuable
applications for marketing analysis, product recom-
mendations, and even fraud detection. And these are
only a few examples. To extract this valuable inform-
ation, the data must be processed.

Big Data challenges o

® We are generating more data than ever

® We are generating data faster than ever

® Two main problems to solve...

Storage j Analysis Fortunately, while storage capacity has increased, the
cost of storage has decreased. Disk performance has
also improved in recent years so from a business per-
spective, it's more valuable to store and process the

data than throw it away. Unfortunately, transfer rates
have notimproved as fast as storage capacity. Even if
we can process data more quickly, accessing it is slow.

Technically speaking, there are two main problems to
solve: Large-scale data storage, and large-scale data
analysis.
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. ) L Hadoop offers a solution to these problems by helping
How is it possible to process all that data? 2 you store and process your data. HDFS is the Hadoop
Distributed File System, where you can store your

o GPhEmp ~ data

MapReduce will help you analyze your data.

Large-scale
data analysis

1]
EEE Large-scale
data storage

MaplReddice

Hadoop runs on a cluster.

o A cluster is made of different elements. The most basic
What is a cluster? 5/ elementis a node. A node is simple, cheap dedicated
| Cluster hardware, composed of CPU, RAM, and disk. Multiple
o) nodes form a rack. And multiple racks form a cluster.
This cluster is used to store and process your data.

Multiple nodes form a
rack.

Multiple racks form a

> . . . . .

Node
CPU
RAM
disk

HDFS is the Hadoop distributed file system. Imagine
Hadoop Distributed File System 2 youhave a large file to store on HDFS. First it'll be split
| Cluster into small pieces of 64 or 128 megabytes. This size is
configurable. Then each piece will be distributed
across the cluster. This enables faster processing
because multiple nodes can operate on your large file
simultaneously.

Files are split into small blocks and
distributed across the cluster

File blocks: 64MB

—

X

Your file blocks are replicated three times by default
and distributed in different data nodes. Then the
address of the different blocks is stored in a special
node called a name node. If one node fails, it’s still pos-
sible to find a copy on another node.

The name node

® File blocks are replicated

e If a node fails, there is a copy of the data . o o
Another benefit of duplicating and distributing file

blocks is that you increase the data locality. That
means you'll have a better chance to find your blocks
quickly, which willimprove your computational per-
formance.

on another node

® Data locality is improved I
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The name node

® File blocks are replicated

on another node

® Data locality is improved

MapReduce

Standby
name
node

® For some text files stored on HDFS, count the number of times each of

these words appears:

m Big Data
m Talend
® MapReduce

. Text file

Reduce

4

<Talend,3,7,5,3,8>
<Big Data,5,2,1,6,4>
<Map Reduce,4,4,8,2,4>

. Reduce node

<Talend,3>
<Big Data,5>
/ <MapReduce,4>

<Talend,5>
<Big Data,1>

. <MapReduce,8>
<Talend,7>

<Big Data,2>
<MapReduce,4>

e <Talend,3>
pr— <Big Data,6>
O <MapReduce,2>

<Talend,8>

<Big Data,4>

<MapReduce,4>

/7

<Talend,5>
<Big Data,1>
<MapReduce,8>
<Talend,7>
<Big Data,2>
<MapReduce,4:

- <Talend,3>

<Big Data,6>
<MapReduce,2>
<Talend,8>

<Big Data,4>
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Usually, high availability is configured with a standby
name node. This standby name node is synchronized
with the main name node while it’s available. If the
main name node fails, the standby takes over. The key
concept here is the name node. In order to work on
your cluster, many Big Data components within
Talend Studio require your name node address.

Toillustrate the use of the MapReduce framework we
take a basicword count use case.

Given some text files stored on HDF S, we want to
count the number of times that certain words are men-
tioned. For example, suppose we want to know how
many times the words Big Data, Talend, and MapRe-
duce appear in the text files.

The MapReduce framework processes your data in
two stages. Stage one, map, and stage two, reduce.
First, the mapper processes each file block inde-
pendently. The result is given as key-value pairs.

As the file blocks are distributed, the computation is
done in parallel by nodes, each hosting a file block.

This allows you to get your results faster than if you
were doing this computation in a single node.

Areduce node is designated. Then the results are
sentto the reducer.

The results are shuffled and sorted before reduction.
And finally, the reducer aggregates the result.



JobTracker and TaskTracker 9

A Cluster

TaskTracker

JobTracker .

TaskTracker

MapReduce limitations o

MapReduce has an inflexible, slot-based, memory management model

® Each TaskTracker is configured at startup to have a certain numer of slots
® A task is executed in a single slot
® Slots are configured with maximum memory on cluster startup

® The model is likely to cause over- and underutilization issues

MapReduce also has scalability issues (approximately 4,000 machines)

YARN & MapReduce v2 )

YARN (Yet Another Resource Negotiator)

MapReduce 1 was reworked to run on top of YARN

MapReduce v2

MapReduce vl (data processing)
(data processing and resource
management )

Resource manager
YARN (manages resources)
(resource management)
Application master
(manages applications)

HDFS
(Hadoop Distributed File System)

HDFS
(Hadoop Distributed File System)

Yet Another Resource Negotiator (YARN) ' -'."o

® YARN is a framework for managing resources

® Facilitates development of all types of distributed applications (not limited
to MapReduce)

© Handles resource management

® Provides daemons. The JobTracker is split into two daemons:

m Resource Manager, which administers resources on the cluster

m ApplicationMaster, which manages applications such as MapReduce

The JobTracker splits our job into tasks, and dis-
patches them to a TaskTracker running on each node
of your cluster. Each task can be either amap or a
reduce task.

Each TaskTracker gives updates on its task to the
JobTracker, which will send information back to the cli-
enton the overall job progress.

The JobTracker is one of Talend Studio’s entry points
into your cluster. Just as for the name node, many com-
ponents require that you provide the JobTracker
address.

Tosummarize, MapReduce version 1 handles pro-
cessing and resource management and uses a static
master-slave model.

This solves some Big Data issues, but the resource
management is not optimal.

MapReduce version 1 has some drawbacks. It has an
inflexible slot-based memory management model.

Each TaskTracker is configured at startup to have a
certain number of slots.

And a task, map or reduce, is executed in a single slot.

Each slot is configured with a maximum memory at
startup of the cluster.

Due to the limitations of MapReduce v1, a new frame-
work has been created called YARN.YARN is
designed to manage only resources.lt facilitates the
development of distributed applications of any kind
and is not limited to MapReduce.For example, Spark
can run on top of YARN. Sparkis covered in the Big
Data Advanced course.

YARN provides daemons just as MapReduce does.
The JobTracker daemon was introduced with MapRe-
duce.In YARN, the JobTracker is splitinto two dae-
mons. The first one is the ResourceManager, which
administers resources on the cluster.The second dae-
mon is the Application Master. It manages applications
such as MapReduce applications.
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Hadoop ecosystem

—;P

User interface

Hue
(web interface)

Management

(workflow) (management)

Data access

Pig
(scripting)

Hive
(sQL query)

(machine learning) (RDBMS connector)

MapReduce

Data processing (data processing)

MapReduce 2.0 YARN
(data processing)

Data storage

HDFS HBase
(Hadoop Distributed File System) (column database storage)

Hadoop ecosystem

4 Hue
User interface (web interface)

Oozie
Management (workflow)

Zookeeper
(management)

Mahout

Data access (machine learning)

=
o
c

i Pig
(saL query) (scripting)

E
<
@

Sqoop
(RDBMS connector)

MapReduce

Data processing (data processing)

MapReduce 2.0 YARN

(data processing)

HDFS
Data storage (Hadoop Distributed File System)

HBase

(column database storage)

Hadoop ecosystem

. Hue
User interface (web interface)

s

Oozie

Management (workflow)

Zookeeper
(management)

ive

Pij
Data access (sQL query) [scnp%ng]

=
<

Mahout
(machine learning)

Sgoop
(RDBMS connector)

MapReduce

Data processing (data processing)

MapReduce 2.0 YARN

data processing)

HDFS
(Hadoop Distributed File System)

Data storage

as!
(column database storage)

Hadoop distributions

it

Hue
(web interface)

$

Oozie
(workflow)

Several companies support
and package the Hadoop

Zookeeper
(management)

ecosystem:
@ Hortonworks Hive Pig Mahoot Sqoop
(sl query) (scripting) (machine learning) (RDBMS connector)
® Cloudera
.
Amazon Map Reduce
@ Others (data processing) (data processing)

Talend Studio for Big HDFS
Data (Hadoop Distributed File System)

(column database storage) ’
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Hadoop is an open-source project from Apache. It's
not actually a single product but instead is a collection
of several components. Some of them are illustrated
here. The first one is HDF S which stores your data
files. An alternative data storage method is HBase, a
No SQL database optimized for sparse data. Sparse
data sets have a lot of NULL values. On top of HDFS
sits YARN. To process your data using YARN, you can
use MapReduce v2. Alternatively, you can write your
own Java code, or use other options.

With Hive, you can create tables on your cluster and
then process them using a SQL-like query language.
You can also use Pig, which is a scripting language. It
is a higher-level language than Java, which makes it
much easier to write your processing. Your Pig code
will be automatically translated into mappers and redu-
cers and then run on your cluster. Another option is to
use Mahout, which is a machine learning library.

Sqoop is a tool designed for efficiently transferring bulk
data between Apache Hadoop and structured data
stores, such asrelational databases. Oozie is an applic-
ation used to schedule Hadoop jobs. It combines mul-
tiple jobs sequentially into one logical unit of work.
Oozie supports Hadoop jobs for MapReduce, Pig,
Hive, and Sqoop. Zookeeper is a centralized service
for maintaining configuration information, naming,
providing distributed synchronization, and providing
group services. All these kinds of services are used by
distributed applications. Hue is a set of web applic-
ations that allow you to interact with your cluster. Hue
applications help you browse your files stored on
HDFS, track your MapReduce Jobs, work with Hive,
or use Oozie workflows.

Those separate projects can be installed inde-
pendently, or you can use a packaged version of
Hadoop. Several companies offer a prepackaged ver-
sion of Hadoop, for example Hortonworks, Cloudera,
and Amazon.

Talend Studio for Big Data supports all of these dis-
tributions and much more.
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Concepts

“»talend

Basic Concepts

Outline °

® Overview

® Lesson objectives

® Monitoring the Hadoop cluster

® Creating the Hadoop cluster metadata

® Wrap-up

Lesson objectives °

After completing this lesson, you will be able to:
® Open a project in the Talend Studio

® Connect to Cloudera Manager

® Connect to Hue

® Create cluster metadata

Overview °

During this training you will have access to two virtual machines:
® A Windows instance hosting the Talend Studio 6.3.1

o ALinuxinstance hosting a pseudo-distributed Cloudera CDH 5.8 cluster
(ademo cluster with only one node)

This lesson will help you set up your training environment by connecting to these environments:
* BDBasics Project in the Studio
® Cloudera Manager

® Hue

You will also create your cluster metadata.

16 | Big Data Basics - Participant Guide



Monitoring the Hadoop cluster °
Overview

For this training, you will use a Cloudera CDH5.8 cluster running necessary
Hadoop functionalities:

® HDFS (file system)

® YARN (processing engine)

® HBase (file system)

@ Hive (table storage and processing)

® Sqoop (transfer between RDBMS and HDFS)

® Cloudera Manager (administration)

@ Hue (files, tables, and Jobs browser)

Monitoring the Hadoop cluster °

Connectto Cloudera Managerand check services’ health

® Cloudera Manager is a web Ul Cluster,d {(COH{3A0; Parcels *
that performs administration e
Hiease
tasks on the cluster grors

@ Hive
e
& xata

@ In a web browser, navigate to G
http://hadoopcluster:7180 xspark

®5q00p 2
H YARN (MR2 Inclu

& Zookeeper

® Login with:

= Username: admin Cloudera Management Service
= Password: admin I Clousera Manag. -
Monitoring the Hadoop cluster °

Connectto Hue

o Aot e owenoun <o

© Navigate to
http://hadoopcluster:8888

Quic Sar Wizard - Hue ™ 3.8 - The Hadoop Ul

® Log in with: pe
= User name: student

m Password: training

Creating the Hadoop cluster metadata °

From the Repository,
create a new Hadoop
cluster metadata.

Start the wizard

9 Select the cluster distribution

e Select automatic method

:!, Connect to the Cloudera Manager

) e BxpadCalase.
5 vl (@ nport roms:
P

B et kons
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Creating the Hadoop cluster metadata

In the Distribution and
Version lists, select what o Start the wizard
is appropriate for your

cluster

() 2 Select the cluster distribution

0 Select automatic method

9 Connect to the Cloudera Manager

Creating the Hadoop cluster metadata

e
In the Distribution and
Version lists, select what 0 Start the wizard
is appropriate for your
,mo,.,.,,. 9 Select the cluster distribution
e sectos oo
1 [
e () 3 Select automatic method
gt o o o
o oo
==

0 Connect to the Cloudera Manager

e (] o | e

Creating the Hadoop cluster metadata

Remote

P @ o Start the wizard
| )

9 Select the cluster distribution
L

Provide the Cloudera 0 Select automatic method
Manager URI and

corresponding credentials,
then click Connect

O 4 Connect to the Cloudera Manager
o | s o

Creating the Hadoop cluster metadata

| Click Fetch to retrieve the

Q 5 Retrieve the services information
configuration

18 | Big Data Basics - Participant Guide



Creating the Hadoop cluster metadata °

™ Enter the user name and

6 Retrieve the services information
click Finish

() 6 Create metadata

Creating the Hadoop cluster metadata °

Metadata for the cluster and various
services appears in

6 Retrieve the services information

Repository>Metadata>Hadoop Cluster

o mross *

6 Create metadata

o e
® Frana

® @ooze

® rspark

® ®sqo0p2

© 1 YARN (MR2 Inc

© i ZooKkeeper

Cloudera Management Service

® [ Couera anag =

Creating the Hadoop cluster metadata °

Hadoop configuration files

You can also use the Hadoop configuration files to create cluster metadata

@ In C:\StudentFiles\HadoopConf, find the configuration files:

adospeisater 031/ vatues h h

—— e

sy wobaop sddressc/nam>

Creating the Hadoop cluster metadata °

Lab overview

To run Big Data Jobs, the Talend Studio requires information on how to
connect to your cluster. You can either configure the connection information
in each component or store the configuration in metadata in the repository,
then reuse it in components as needed.

This lab covers the ways to create cluster metadata:
® Manually

® Using the configuration files

@ Using the Hadoop Configuration Import Wizard

LESSON2 | 19



Wrap-up °

® Opening a project

® Monitoring the Hadoop cluster
m Cluster is monitored through Cloudera Manager
web interface
® Creating cluster metadata

m Metadata can be created manually, using the

Hadoop Configuration files, or by automatically connecting to Cloudera Manager

20 | Big Data Basics - Participant Guide



Basic Concepts

Overview

During this course, you will be assigned a preconfigured Hadoop cluster. The Hadoop cluster was built with a Cloudera
CDH 5.8 distribution. The purpose of this exercise is to try different functions, not to have a production cluster. So, this
training cluster is in pseudo-distributed mode. That means that there is only one node. This is enough to understand the
different concepts in this training.

Before starting to create Jobs to read and write data to and from HDF S, there are some prerequisites. First, you willopen
anew projectin the Talend Studio. Then, you will connect to your cluster to monitor it, using Cloudera Manager and Hue.
For your Jobs to succeed, the cluster must be up and running. So, if a service fails you need to know how to restart it.

Finally, you will create your cluster Metadata. This step will avoid repetitive configuration of components in the Jobs you
will create.

Objectives
After completing this lesson, you will be able to:

» Open anew projectin Talend Studio
#» Connectto the Cloudera Manager
» Connectto Hue

#» Create Cluster Metadata manually, using configuration files, and automatically

Before you begin
Be sure that you are working in an environment that contains the following:

#»  Aproperly installed copy of Talend Studio
» A properly configured Hadoop cluster

#» The supporting files for this lesson
Everything has already been set up in your training environment.

The first step is to open your training project in the Talend Studio.

LESSON 2 | 21



Opening a Project

Task outline

Before developing Talend Jobs, you will need a project to store them in. In this exercise, you will open a pre-existing pro-
ject for your Big Data Jobs.

Accessing the training environment

For this course, two virtual machines have been set up for you. The first machine is a Windows machine where the Talend Studio is
installed. This is where you will create your Job.

The second machine is a Linux machine hosting a Cloudera CDH5.8 cluster. You do not need to access this machine. In fact, the
cluster is monitored from the Windows machine through a Web Browser.

To connect to the Windows machine, in your Skytap environment, run the machine named TalendStudio.

To start your training cluster, run the Linux machine.

Run

1. START TALEND STUDIO
Double-click the Talend Studio shortcut on your desktop to run Talend Studio.

~»talend

Talend Real-time
Big Data Platform

2. OPEN YOUR TRAINING PROJECT
Using the Local connection, open the BDBasics project.

22 | Big Data Basics - Participant Guide



a. Onthe On Connection list, make sure thatthe Local (Local) connection is selected.

b. Click Select an existing project ,then click BDBasics in the Project list.

Talend Real-time Big Data Platform

) ~ On conneckion:
2 ta lend Q.9 Lacal {Local) j Manage Connections |

& Select an existing project

Talend Real-time
Big Data
Platform ' Create a new project

[ Import a dema project

[ Irnport an exisking project

¥ &bways ask me at skartup

The project has already been created for you.
Note: You may have a different version of the Studio in your training environment. However, you will have the same

functions as in the Talend Real-time Big Data Platform.

c. Click Finish to open the project.

Talend Forge

1. LOGIN
When the Connect to TalendForge window appears, log in with your existing Talend account, or create a new one.
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Z:iZIZi"Ennnect to TalendForge

Connect your Studio to TalendForge, the Talend Online Community.

« Download new components and connectors from Talend
Exchange.

+ Access the most recent Documentation and Tech articles from J ta I_e n d

Talend social knowledgebase.
FORGE

« See the latest messages in the Talend Discussions Forums.

Password

Fassword again

[Hw:u ia E]

i agree to the TalendForge Terms of Use

| want to help to improve Talend by sharing anonymous usage
statistics

Connect to Existing Account Skip this Step

24 | Big Data Basics - Participant Guide



~stalend

Latest items
?-EJ ob

PigProcessing 0.1
HiveProcessinglob 0.1

HiveLoad 0.1

SqoopImport 0.1
PushCustomerDataToMySQL 0.1
StoreSparseData 0.1
PutCustomersData 0.1
PutTweets 0.1

shiBusiness Model
EHEAnalysis
@Ser\rices

x:lloutes

2. When the initialization is complete, Talend Studio displays this Welcome page.

Talend Real-time Big Data

Platform

Create a new...

T=10b

shBusiness Model
EHEAnalysis
Gservice

BRoute

Documentation

Online documentation(Talend Help Center)

Documentation for download(PDF)

Getting Started

Demos: Import project demos
Tutorials: Learn the Basics

Forums: Join Community Discussions
Training: On-demand Training and
Certification

Talend news

Artificial Intelligence is no
Longer Science Fiction, It's a
Re ality

Avrtificial intelligence (Al) is one of the
most evocative and confusing terms in
technology. It seems there are new
announcements almost every day
about the advancements of machines
and their ability to ‘think’. We hawe
seen a machine... —
Read More

Talend Recognized by BARC as
Data Integration Market
Trendsetter

Talend, a global leader in big data and
cloud integration, today announced
that the Business Application
Research Center (BARC), a CXP
Group company, rated Talend Data
Fabric as a “Trendsetter in its recently
released Data Integration Score...
Read More =

-

[JDo not display again
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Start

Click Start now!. The Talend Studio main window appears, ready for you to create Jobs:

Jouick Access E ||T_§ Inteqgration 20} Medistion 55, Profiling

&  fa Repo.. e® ERCE D raketts e@®
= BE|$HE -
LOCAL: EDBasics A palette is not available.

Services

-= Joblet Designs
-= Job Designs
F@' Contexts

g 5QL Templates
EI Metadata

ﬂ Documentation
[ Tl:"- Recycle bin

ta Joh Eé Contexts(, .. @ Component I Run(IohP... E Test Conta... B3 Integratio...

Properties not available,

The next step is to connect to your Hadoop cluster.
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Monitoring the Hadoop Cluster

Task outline

In order to develop Jobs using HDF S, HBase, and Hive to store your data, you need a running Hadoop cluster.

For this training, a Hadoop cluster has been installed using a Cloudera CDH 5.8 distribution. Itis running the core Hadoop
functions, such as HDF S, YARN, HBase, Hive or Sqoop. It also runs Hue, which will help you to browse your files and
tables.

Connect to Cloudera Manager

1. CONNECT TOTHE Cloudera Manager
Clickthe Cloudera Manager shortcut in your web browser.
Or navigate to the url http://hadoopcluster:7180.
If you can't access the web page, wait a couple of minutes so that the service starts, and try again.

2. LOGIN
Enter your credentials and log in.

a. Inthe Username box, enter admin then, in the Password box, enter admin.
b. ClickLogin.

Check services' health

The Cloudera Manager is a web interface to monitor and perform administration tasks on a cluster. It helps to check services' health
and to restart services individually if needed.

Cluster 1 (CDH 5.8.0, Parcels) =

iE Hosis

1 HBase T
@ HDFsS =
& Hive e
&b Hue -
& Kafka i
@ oozie N
< Spark it
@®) Sqoop 2 -
# YARN (MR2 Inclu... e
& ZooKeeper z

Cloudera Management Service

[d cloudera Manag... N
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If a service isred flagged, it meansitis in bad health. You can restart it individually by clicking the black arrow on the right side of the
service then clicking Restart.

If you can see interrogation points on a white background instead of green or red ligths, restart the Cloudera Management services.
This is done by clicking the right arrow next to Cloudera Management services and then clicking Restart. This should fix your issue
and you should be able to monitor your cluster as shown above. Otherwise, refer to the troubleshooting guide.

Connect to Hue

Hue is a web interface that helps to check on what is done on your cluster. You can browse your files and tables. It is also possible to
track Map Reduce tasks.

1. CONNECT TOHue
Navigate to the Hue web interface.

a. Openanew tabin your web browser.
b. Clickthe Hue shortcut or navigate to http://hadoopcluster:8888.

2. LOGIN
Enter your credentials and log in.

a. Inthe Username box, enter student. In the Password box, enter training.

b. ClickSign in.
You are now logged in Hue.

ehlJe @& OQueryEditors v Data Browsers v B File Browser =lJob Browser ©fstudent v = ®

@ My documents

ACTIONS Search for name, description, ete

© new document

1 trash [0 ]

MY PROJECTS
o

There are currently no documents in this project or tag.

W clefaLit [0 ]

SHARED WITH
ME

© There are
currently no
projects shared
with woul.

The next step is to create Metadata on your Hadoop Cluster.
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Creating Cluster Metadata

Task outline

To be able to run Big Data Jobs, Talend Studio needs to be connected to a running Hadoop Cluster. The connection
information can be configured in each component individually, or the configuration can be stored as metadata in the
Repository and be reused as needed in the different components.

Instead of individual connection configuration of components and Jobs, you will use the second approach.

You will now create your cluster metadata using three different methods. First, you will configure the connection to the
cluster manually, next, from the Hadoop configuration files, and last, using a Wizard.

Manual configuration

The first way to create a Hadoop cluster Metadata is to create it manually. This requires that you already have information about your
cluster, such as the Namenode URI, and either the Resource Manager address or the Job Tracker URI- depending on if you will use
YARN or Map Reduce v1. You may also need other information such as the Job History server, or the Resource Manager Scheduler
location.

1. CREATEANEWHADOOP CLUSTER METADATA
Create a new Hadoop cluster metadata named TrainingCluster_manual.

a. Inthe Studio, inthe Repository, under Metadata, locate Hadoop Cluster.

b. Right-click Hadoop Clusterthen, click Create Hadoop Cluster:

EE Metadata

ﬂ] Db Connections
--&F SAP Connections
E-f] File delimited

[ File positional

----- @ File regex

----- [ File xml

@ File Excel

----- File Idif

----- @ File Json

----- @t Salesforce

- UN/EDIFACT
[]—-- Generic schemas
----- ' Talend MDM
[]—-Q Rules Manageme
Hierarchical Map
ﬁ-] NoSOL Connectio

o {07 Create Hadoop Cluster I
ey Create Folder

-y We ExpandfiCollapse

-] val (5 Impart items

""" == FTF [ Expart items
- vy
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c. Inthe Name box, enter TrainingCluster_manual, then click Next.
The Hadoop Configuration Import Wizard opens:

Hadoop Configuration Import Wizard

Import Option

Please select one import option

i~ Distribution

Distribution |SyEE Y= ¥ | Wersion |Apache 2.4.0 j

— Opkion
) Retrieve configuration from Ambari or Cloudera
* Import configuration Fram local Files

" Enter manually Hadoop services

= Back I MNext = I Fimisti | Cancel |

2. SELECT THEDISTRIBUTION AND THE VERSION
In the Distribution list, select Cloudera, and in the Version list, select Cloudera CDH5.8(YARN mode).

3. SELECT THE MANUAL CONFIGURATION
Select Enter manually Hadoop services, then, click Finish.
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The Hadoop Cluster Connection window opens.

: Hadoop Cluster Connection

New Hadoop Cluster Connection on repository - Step 2{2
€3 User name must be spedified 4

~Wersion

Distribution |Cloudera j Version ICIoudera CDH5.8(YARN mode) j
~ Connection

Namenode LRI | hdfs: {flocalhost: 8020

Resource Manager | localhost: 8032

Resource Manager Scheduler | localhost: 8030

Job History | 0.0.0.0:10020

Staqing directory | fuser
¥ Use datanode hostname

— Authentication
™ Enable kerberos security

User name |

Hadoop Properties - | (Empiy)
™ Use doudera navigator " |

[ Use custom Hadoop configurations =~ |

Theck Services |

Help < Back Iewxt = | Finish I Cancel

4. OBSERVE THEDEFAULT CONFIGURATION
Check that the Distribution information is correct.
There are a few values preconfigured, such as the Namenode URI and the Resource Manager address.
The localhost value and the 0.0.0.0 value must be changed to the IP address or to the DNS name of your cluster. If the
cluster was configured keeping the default port values, then 8020 and 8032 are the host port for the Namenode and the
Resource Manager respectively.
The Hadoop cluster has already been configured for you with the name hadoopcluster.

5. CONFIGURE THE CONNECTION
Replace the localhost and 0.0.0.0 values by the hostname of the cluster.

a. Configure the connection as follows:
» Namenode URI: hdfs://hadoopcluster:8020
#» Resource Manager: hadoopcluster:8032
» Resource Manager Scheduler: hadoopcluster:8030
#» Job History: hadoopcluster:10020
#» Staging directory: /user

» User name: student
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b.  Checkyour configuration.

¥ Hadoop Cluster Connection

New Hadoop Cluster Connection on repository - Step 242

Define the connection parameters

~Version

DishTtmﬁonIlCIoudera

j Version ICIoudera CDHS.28(YARM mode) jl

~ Connection
Mamenode LRI

Resource Manager

Resource Manager Scheduler
Job History

Staging directory

¥ Use datanode hostname

hdfs: {fhadoopduster:3020

hadoopcluster:8032

hadoopcluster:8030

hadoopcluster: 10020

fuser

 Authentication
™ Enable kerberos security

Lser namel student |

Hadoop Properties | (Empiy)
[T Use doudera navigator |

[™ Use custom Hadoop configurations |

[ﬂ"redaServicesl

Help

< Back et = | Finish I Cancel

c. ClickFinish. Your cluster metadata appears under Repository/Metadata/Hadoop Cluster.

Discovering Hadoop configuration files

You can also create your Metadata using the Hadoop configuration files. The configuration files have been copied in the
HadoopConf folder under C:\StudentFiles\BDBasics.

The Hadoop configuration files are .xmlfiles that describe each parameter value of your Hadoop cluster. In the HadoopConf folder,
you will find four files: core-site.xml, hdfs-site.xml, mapred-site.xml and yarn-site.xml. The files were copied from a Hadoop cluster,
installed with the same distribution and version as your training cluster.

1. EXAMINE core-site.xml

Open core-site.xml with Notepad++:
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<!-——-Butogenerated by Cloudera Manager—-3»
<configuration>
<property>
<name>fg.defaunl tF5</name>
<value>hdfs: f/hadoopoluster: 8020</valus>
</property>

The first property that appears in this file is the location of the Namenode:
hdfs://hadoopcluster:8020.
2. EXAMINE yarn-site.xml
Open yarn-site.xml with Notepad++:
<propertyi>
<nameryarn. resourcenanager . address</name:

<wvaluerhadoopelnster: 8032</value>
DTODETTY.

<property>
<nameryarn. resourcenanadger. admin. address<,/ name:
<value>hadogpeluster:8033</value>

</property>

<property>

<name>yarn. resourcenanager . schedoler. address</name’

<value>hadogpeluster:8030</value>

property>

<property>

<name>yarn. resourcemanager . resource-tracker.address</name>
<wvaluerhadoopelnster: 8031</value

</property>

<property>
<namer>yarn. resourcenanadger . webapp . address</name

<valuerhadoopelnster: 8068</value>
</property>

In this file, you will find the Resource Manager address and the Resource Manager Scheduler address.

3. EXAMINE mapred-site.xml
Open mapred-site.xml with Notepad++:
<property>r
<name>mapreduce . job. reduce. glowstart . completedmapns</names>
<value>0.8</value>
</property>
<propertyr
<namermapreduce. Jobhistory.address</name>
<valuerhadogpeluster:10020</value>
</property>
<property>r
<name>mapreduce . Jebhistory . webapp . address</name>

<valuerhadoopelnster:19888</value>
</property>

In this file, you will find the Job History address.
You need all this information to create your Cluster Metadata. If you choose to create the cluster Metadata using the configuration
files, the files will be parsed to find all these values.
Configuration with the Hadoop configuration files

1. CREATEANEWHADOOP CLUSTER METADATA
Create a new Hadoop cluster metadata and name it TrainingCluster_files.
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a. Right-click Hadoop Cluster, then click Create Hadoop Cluster.
b. Inthe Name box, enter TrainingCluster _files then, click Next.
2. SELECT THEDISTRIBUTION AND THE VERSION
In the Distribution list, select Cloudera and in the Version list, select Cloudera CDH5.8(YARN mode).
3. SELECT ACONFIGURATION FROMFILES
Select Import configuration from local files,then click Next.

4. LOCATE THE CONFIGURATION FILES
Click Browse... then locate the configuration files under
C:\StudentFiles\BDBasics\HadoopConf. Click OK.

(LY Hadoop Configuration Import Wizard

Local

Import configuration from local files

Location |C:fStudenEiIestDBasicsmadnanonf

{5 HDFS
(" MAFREDUCE2
P YARN

Select All | Deselect Al |

Hadoop Properties Filter - | (net. fopology. script. file.namehbase.roc. controfe. ..

< Back [ | Finish I Cancel

5. FINALIZE THE CONFIGURATION
Set the user name to student and finalize the metadata creation.

Click Finish.

The configuration is almost done, except for the user name.
Inthe User name box, enter student, then click Finish.
Your cluster's metadata appears under Repository/Metadata/Hadoop Cluster.

Automatic configuration

The last way to configure your metadata is to connect to the Cloudera Manager, so that all of the connection information will be
retrieved automatically to create the cluster's metadata.

1. CREATEANEW HADOOP CLUSTER METADATA
Create a new Hadoop cluster metadata and name it TrainingCluster

a. Right-click Hadoop Cluster, then click Create Hadoop Cluster.
b. Inthe Name box, enter TrainingCluster, then, click Next.

2. SELECT THEDISTRIBUTION AND THE VERSION
Inthe Distribution list, select Cloudera and in the Version list, select Cloudera CDH5.8(YARN mode).

3. SELECT AN AUTOMATIC CONFIGURATION
Select Retrieve configuration from Ambari or Cloudera then, click Next.
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4. SET THE Cloudera Manager URI
Inthe Manager URI (with port) box, enter
http://hadoopcluster:7180.

5. ENTER CREDENTIALS
Inthe Username and Password boxes, enter admin.

6. CONNECT TO THE Cloudera Manager
Click Connect. This will list all the clusters administered by the Cloudera Manager:
(L} Hadoop Configuration Import Wizard = | Ellﬂ

Remote

Retrieve configuration from Cloudera Manager

r Enter Manager credentials
Manager URI (with port) | http://hadoopduster: 7180/

Username admin

Password piviai i

™ Use authentication

TrustStore type fas

TrustStore password |

|
TrustStore file | Browse. .. |
Connect

rDiscovered dusters

Elusterl I j Fetd'1|

Select All | Deselect Al |

Hadoop Properties Filter | (net. fopology. sarpt. fe.name)

< Back fest = Fimish Cancel

7. FETCHSERVICES
Click Fetch. The wizard will retrieve the configurations files of all running services in your cluster:
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' Hadoop Configuration Import Wizard

Remote

Retrieve configuration from Cloudera Manager

—Enter Manager credentials
Manager URI (with port) | htip:{fhadoopduster: 7180/

Username | admin

Password | gk

™ Use authentication

TrustStore type ks

TrustStore password |

=
TrustStore file | Browse, .. |
Connect

rDiscovered dusters

ICIusher 1 j Fetch |

[ YARN
I HIVE
{1 HDFS
{0 HBASE

Select All | Deselect Al |

Hadoop Properties Filter | (het. topology. scnpt, fe.name)

< Back ext = | Finish I Cancel

For each service listed, the wizard can create the corresponding metadata in the Repository.
For this lab, you will create metadata only for YARN. You will investigate later how to create metadata for HDF S, Hive and
HBase.

8. CREATE METADATAONLY FOR YARN
You will create metadata only for the YARN service.

a. Click Deselect All then, select YARN.
b. ClickFinish.
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9. SET THEUSERNAME
Enter studentin the User name box.

New Hadoop Cluster Connection on repository - Step 2/2

Define the connection parameters

[ Wersion

Dist'ibuﬁonllcloudera j Version ICIoudera CDHS.2(YARN mode) jl
~ Connection

Namenode LRI hdfs: {fhadoopduster:8020

Resource Manager hadoopcluster:8032

Resource Manager Scheduler | hadoopduster: 3030

Job History hadoopdcluster: 10020

Staqing directory fuser
¥ Use datanode hostname

— Authentication
™ Enable kerberos security

Lser namel student |
Hadoop Properties | (Empiy)
[T Use doudera navigator |

[™ Use custom Hadoop configurations |

d"lechenricesl

Help <Back et s [ Fnsh ] cancel

10. CHECKSERVICES
Click Check Services, to check if you succeeded in connecting to the Namenode and the Resource Manager.
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hecking Hadoop Services

Checking the hadoop services below,

Setvices
Service | Progress And Status
Mamenode I 100
Resource Manager I 100

Check Again
Close |

If the progress bars go up to 100%, and you have no error message, then your connection was successful.
11. FINALIZE THE HADOOP CLUSTER METADATA CREATION
Now, you have to complete the last steps to create the metadata in the Repository.
a. ClickClose.

b. ClickFinish to finalize the metadata creation. It willappears in the Repository under Metadata/Hadoop Cluster.

You have now created the same metadata three times using different techniques. For the next lessons, the last metadata, named
TrainingCluster, will be used.

Next step

You have almost finished this section. Time for a quick review.
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Review

Recap
In this lesson, you covered the key base knowledge required to be efficient in building and running Big Data Jobs.

First, you opened your project, then, you connected to Cloudera Manager and Hue. Cloudera Manager will help you to restart a ser-
vice if needed. Hue will help you to browse your files and tables, and track the execution of your Map Reduce Jobs.

You also learned how to create Metadata on your cluster. You created the same Metadata three times using different techniques, so
you can use any of them for your Jobs.

For the next lessons, the TrainingCluster Metadata will be used. Feelfree to try any of the three Metadata. The results will be the
same. If not, that means that a metadata is not well configured.
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Concepts

Reading and Writing Data in HDFS

Outline °

® Lesson objectives

® Creating HDFS connection metadata

® Using HBase to store sparse data sets on HDFS
® Lab overview

® Challenge

® Wrap-up

Lesson objectives °

After completing this lesson, you will be able to:
® Write text files to HDFS

® Read text files from HDFS

® Use HBase to store sparse data on HDFS

® Configure connections to HDFS and HBase

Creating the HDFS connection metadata °

From the Repository,
create new HDFS
connection metadata for
existing Hadoop cluster
metadata

Start the wizard

2 Verify the information
:j) Test the connection to HDFS

\;!_/ Create the metadata
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Creating the HDFS connection metadata

In the wizard, verify the

user name and separator
settings

o Start the wizard

Now HDFS Comnocion on opositry - Step 272
© Youms st hck ot okt S sy

2 Verify the information

D e | e S Ll

1o st e, oty ko s
oot [ ] sehesbgronsschmares

[ P
=]
|

s | e R ]_oma

Creating the HDFS connection metadata

Click Check to verify that
you can successfully
connect to HDFS

e o [l e [

1 I s oo

s ot e ety ol s
[l —

Creating the HDFS connection metadata

0 Test the connection to HDFS

9 Create the metadata

0 Start the wizard

e Verify the information

() 3 Test the connection to HDFS

0 Create the metadata

Talend MDM
@ 5 Rules Management
& [3] Hierarchical Mapper
| Ml NoSQL Connections.
47 Hadoop Cluster
=@
80

W
Validation Rules

The metadata for HDFS
appears in the Repository.
You can reuse this
metadata to read and write
data stored in HDFS.

Using HBase to store sparse data sets on HDFS

o Start the wizard

9 Verify the information

0 Test the connection to HDFS

@ 4 Create the metadata

Apache HBase is the Hadoop column-oriented database. It’s an open-
source, non-relational database modeled after Google BigTable. It
provides the same functionality on top of Hadoop and HDFS.

HBase is useful when you need random, real-time read/write access to
your big data. Furthermore, HBase can host very large tables—with
billions of rows and millions of columns--and it’s particularly well suited

for sparse data sets.
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Using HBase to store sparse data sets on HDFS °

If your relational table looks like this (data missing in columns), it’s
considered "sparse" and a good candidate for HBase

ColA | ColB | Col € | ColD | Col E |
Row 01 | VallA
Row 02 | Val2A | Vai28 [ Val2C | Val2D | Val2E |
Row 03 | ValaA | vaisc [ vaicg |

Using HBase to store sparse data sets on HDFS °

® HBase tables are organized by column. The columns are organized in
groups called column families.

® When creating an HBase table, you must define the column families
before inserting any data.

® Each column family can contain many columns.

Lab overview °

The Hadoop Distributed File System (HDFS)—scales to hold petabytes of

data. This lesson covers using Talend Big Data components to read and

write data to HDFS. You will:

1. Read a text file storing customer information from your local system and
write it to HDFS

2. Read a collection of customer Twitter messages, stored in separate files, and
write them individually to HDFS

3. Develop aJob to read a designated subset of the Twitterfiles back from HDFS

4. Simulate a sparse data set and then write it to HDFS using HBase-dedicated
components

Challenge °

Put support file
® Create a Job to write a file on HDFS:
= Source file: C:/StudentFiles/support/support.xml
m Targetfile: /user/student/support/support.xml
Double-up orders
® Create a Job to write a file of duplicated orders to HDFS
m Source file: C:/StudentFiles/duplicated_orders
u Target file: /user/student/support/support.xml
m Sort the file before saving it in HDFS
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Wrap-up
® Creating HDFS connection metadata

m Connection to HDFS information stored in metadata, reusable in

components

® Using HBase to store sparse data on HDFS

m HBase allows random, real-time read/write access to sparse data sets
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Reading and Writing Data in HDFS

Overview

Hadoop's file system—HDF S—scales to hold petabytes of data. In this lesson you will use Talend Big Data components
toread and write data to HDF S.

First, you willread a text file that stores customer information from your local system and write it to HDFS. Then, you will
read a collection of customer Twitter messages, stored in separate files, and write them individually to HDF S. Next, you
willdevelop a Job to read a designated subset of the Twitter files back from HDFS.

Finally, you will simulate a sparse data set write it to HDF S using HBase dedicated components.

Objectives
After completing this lesson, you will be able to:
»  Write text filesto HDF S
» Read textfilesfrom HDFS
#» Use HBase to store sparse dataon HDFS

» Configure connections to HDF S and HBase

Before you begin

Be sure that you are in a working environment that contains the following:
#» Aproperly installed copy of the Talend Studio
#  Aproperly configured Hadoop cluster
»  The supporting files for this lesson

The first step isto create a new Job to read a local text file and write it to HDF S.
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Storing a File on HDFS

Task outline

name, last name, city, state, etc...

Your first step is to store text data on HDF S. In this lab, you are saving a file containing customer information such as first

As you did previously for your cluster connection, it is possible to create metadata to get connected to HDFS. Once con-
nected to HDFS, you will be able to read and write fileson HDF S.

Configure HDFS connection

Now you will create metadata for an HDF S connection.

1. CREATEHDFS CONNECTION METADATA
Right-click TrainingCluster under Repository>Metadata>Hadoop Cluster, then click Create HDFS:

EIE| Metadata

ﬂ] Db Connections
~gF SAP Connections
&[] File delimited
E File positional

----- @ File xml

- UN/EDIFACT

[H-|ii| Generic schemas
3¢ Delete

----- ' Talend MDM ~
-} Rules Manageme 5= opy

""" File regex 15}l Create Hive

' Create HBase

--{%] File Excel :
_____ File Idif &7 Create HDFS

..... [0} File Json G Create OOZIE
..... 1 Lpap ﬁ'ﬁ Create HCatalog
----- & Salesforce 12 Edit Hadoop Cluster

w4 Detect dependencies

Hierarchical Mapy E_! Duplicate
1§ NoSOL Connectio 7 Edit properties
EI@}“ Hadoop Cluster [_“6 Export items

e TrainingCluster 01
- Web Service

2. NAME THE METADATA

Inthe Name box, enter HDF SConnection , then click Next:

LESSON3 | 47



HDFS Connection

New HDFS Connection on repository - Step 242
(D You must press the Check Butkon to check the HDFS Setting

— Connection Setkings

User name | student

— Separatar Settings
Row Separator IStandart ECL j |"'|,n" Field Separator ISemicnInn 'I I";"
Fows To Skip

If any rows musk be ignored, specify the Following parameters

Header [ I ﬂ [ set heading row as column names

Hadoop Properties ||"Empfy)

Check |

Export as context

Revert Context

< Back Mext = | Finish I Cancel

A default configuration is proposed, but you can adjust it to your needs.
For this training, you will keep the default values. This means that your username to connect to HDF S will be student, "\n" will
be the row separator, and ";" will be the field separator.
3. CHECKTHE CONNECTION
Click Check. You should quickly be connected to your cluster, and you will have the following success message:

Check Connection

. "HDFSConnection” connection successful,

4. FINALIZE THE METADATA CREATION
Click OK, then click Finish to create your HDF S connection Metadata. It willappear in the repository, below the Train-

ingCluster metadata:
ig" Talend MDM

fj-:j] Rules Management
' Hierarchical Mapper

------ ji§ll NoSOL Connections

=4 Hadoop Cluster

EI"1 TrainingCluster 0,1
=[] HoFs(1}

’lw HOFSCannection 0.1 I
-y Web aervice

: E| Yalidation Rules

[ S ]
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Create a Job to write data to HDFS

In the C:\StudentFiles\BDBasics folder, you will find the CustomersData.csv file. You will create a Job that will read this file and write it

to HDFS.

1. CREATEANEW STANDARD JOB

Create a Standard Job named PutCustomersData.

a. Inthe Repository, right-click Job Designs, then click Create Standard Job:
. :!%‘.. Business Models

E |§ Create Standard Job I

- [#] Create Big Data Streaming Job
{ [¥ Create Big Dats Batch Job
[£2] ¢ Expand/Collapse

b. Name your Job PutCustomersData.

ADD AtHDFSPut COMPONENT
Place a tHDF SPut component on the design workspace. You use this component to move files from a local file system to
HDFS.

CONFIGURE THE COMPONENT TO USE THE HDFSConnection METADATA
Configure the tHDFSPut component to use the HDFSConnection metadata created previously.

a. Double-clickto open the Component view.
b. Inthe Property Type list, select Repository.
c. Click(...) , then locate the HDF SConnection metadata that you previously created.

CONFIGURE THE LOCAL FOLDER
To configure the Local directory, click (...) , then navigate to "C:\StudentFiles\BDBasics".

CONFIGURE THE TARGET FOLDER
Configure tHDF SPut to overwrite the /user/student/BDBasics/Customers folder.

a. Inthe HDFS directory box, enter /user/student/BDBasics/Customers.

b. Inthe Overwrite file list, select always. This tells the component to always replace existing files when a new file of
the same name is being saved.

READ THE CUSTOMERS DATAFILE
Configure the Files table to read the CustomersData.csv file.

a. Clickthe green plus sign below the Files table.
b. Inthe Filemask column, enter "CustomersData.csv".

c. Verify your configuration.
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i, tHDFSPut_1

Basi i Property Type IR.E|::Icsi1:c:»r1_.f ;I I HOFS:HDFSConnection E‘
Advanced settings D Use an existing connection

Dynamic settings Version

R (Distribuﬁon |[:loudaa ;I ; Version |[:loudaa CLHS5.8{YARM mode) LI e
Documentation —Connection

NameMode URI I "hdfs://hadoopduster:5020™
IJse Datanode Hostname q

 Authentication
O User kerberas authertication g
Username | “student”

Local directory I "C:/StudentFiles /BDBasics™

HDFS directory | "fuser fstudent,BDBasics/Customers™

Qverwrite file Ialwavs vI

[ Use Perl5 Regex Expressions as Filemask {UnChecked means Glob Expressions)

Files Filemask I New name

"CustomersData.csv™ 't

2| %215/ m gl

Next, you will run your Job and check the resultin Hue.

Die on error

Run the Job and verify the results

1. RUNTHEJOBAND VERIFY THERESULTS IN THE CONSOLE

Run your Job and follow the execution in the Console. At the end of execution, you should have an exit code equalto 0 and
several other messages that prove that the Job successfully executed:
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Job PutCustomersData

Basic Run
Debug Run
Advanced settings
Target Exec

Memory Run

Execution

= Run el

LN A e N = = L L = {8 A P T 0 = 1= =1 = b PT= PO I3 = B 3 RN | L= = ™= e e 0
at org.apache hadoop. security.Groups. <init:(Groups.java: 94)
at org.apache hadoop. security. Groups. <init:(Groups. jawva: 74)
at
org.apache hadoop.=s=ecurity . Groups.getUszerToGroupsdappingService [ Group
=.jawa: 303)
at
org.apache. hadoop.security . UserGrouplnformation. initialize{T=serGCroupl
nformation. java:283)
at
org.apache hadoop . =ecurity . UserGroupInformation.setConfiguration{User
GroupInformation. jawa:311)
at
bdba=zics.putcustonersdata_0_1 PutCustomnersData. tHDEFSPut_lProcess(PutC
uztomer=Data. java:368)
at
bdbazics. putcustonersdata_0_1 PutCustomnersData. runJobInTOS{FutCustone
reData. java:785)
at
bdba=zics. putcustomersdata_0_1 PutCustonersData main(PutCustomersData.
awa:619)
[INFO ]: org.apache. hadoop. conf Configuration. deprecation —
fe dafonlt rane do do-o tad  Testaad o fe dafanlTc
[INFO ]: bdbasics.putcustomersdata_0_1 PutCustomersData - tHDFSPut_1
- file: C:~StudentFiles~BLBasics~CustonsrsData csv, size: 61783117
bvtes upload successfully
1-1 file=s hawe been uploaded succes=sful.

1 1 1 discornnectad
i[IHFO ]1: bdba=sics. putcustomer=data_0_1 PutCustomersData — TalendJob:
'"PutCustoner=Data’ — Done.

Joah Fuelustomarsiacs andad a& 8758 G7-01-0006 foard & code=07 =

™ Line limit | 100 ¥ wrap

Note: This s not the default Console output for a Standard Job. The BDBasics project has been configured with a Log4j
level setto INFO. This allows to have more details about the execution of your Job. For example, you will get the name of the
files copied and the number of files uploaded to HDFS.

CONNECT TOHUE AND VERIFY THE RESULTS
Check your results using the File Browser of Hue.

a.

In your web browser, the page with Hue should be already opened. Otherwise, navigate to http:/ha-
doopcluster:8888 and login with student/training.

Click File Browser:

/ [J Log In- Cloudera Manager x )’ ¢f) Hue - Welcome Home X\

< C | ® hadoopcluster:3888/home x

due #  Query Editors v Data Browsers v Workflows v I File Browser Job Browser o student v o ®

A My documents

My documents
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c. Navigate to /user/student/BDBasics/Customers/CustomersData.csv:

# Home [user ) student ) EDEBasics [ Customers /| CustomersData.csy

1;Dwight;Hashington;Nashwille; I1linois;tools;M; @5-@7-2011
2;Marren; fdams ;01lympia;Hawaii; games;;F;@2-12-281@

J;Woodrow; Kennedy; Juneau;Oklahoma; games; F;21-1@-2012
4;3erald;Fillmore; Providence; Hontana;clothing; F; 23-82-2811
g;Benjamin; Clinton;Des Molnes;Michigan;shoes;F;15-12-201@
6;Benjamin; Jefferson;lefferson City;Montanajelectronics;F;@1-02-2@12
7;Richard;Johnsan; Trenton; I11linois; games;F; 23-@7-201@

&; Warren; Kennedy; Phoenix; Hinnesota;movies;F;18-09-2012

3; Moodrow; Jacksanj Denver; South Dakotajmovies;M;12-18-2@12
1@;Calvin;Harrison;Raleigh; Hew Yorkjelectronics;Fj;21-07-2015
11;Harren; Nixon; fustin; Montana; games;F;29-84-2014
12;John;Quincy; Denver; South Carolinajclothing;F;11-083-2013
13;Harren; Taft;Pierre;New Hampshire;handbags;F;2@-21-2@1@
14; Chester;Garfield; Juneau;fdlaska;clothing; M; 87 -@3-2@13

15; Abraham;Harrison;Boise;New Mexicojmovies;M;18-03-2011
16;Richard; Tavlaor;0lympia;Mississippi;clothing;F;15-@6-2@13
17; Thamas;Wan Buren;Richmond; Indiana;shoes;M;28-21-2@15

18; Ulysses; Cleveland; Columbus;Oklahoma;tools;H; 25-85-2011
19;Harry; Adams; Sacramentoj; Pennsylvania;clothing; M; 3@-06-2012
2@;Millard; Roosevelt;Columbia;Kansas; games;F;06-29-2014

This shows you the content of the CustomersData.csv file. The file was created by your Job in the new directory BDBasic-
s/Customers that you specified.

Examining the Console output - Winutils.exe error

Take a few minutes to read the output in the Console. At the end of the execution of the PutCustomersData Job, you should have the
following text in the Console:
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@ Hadoop Cluster(TrainingCluster 0. 1) E‘Q Contexts(PutCustomersData) @ Component | [P Run (Job PutCustomersData) ﬁ Test Cases Integration Action

Job PutCustomersData

Basic Run —Execunon.

Debug Run Kill | 5k Clear

Advanced settings

Target Exec Staréimy job Futivstonsrsfsts a& J1075 G7-310-7018. ;I
Memory Run [INFO ]: bdbasics putcustomersdata_0_1.FPutCustomersData — TalendJob: 'PutCustomersData’ - Start

[statistics] connecting to socket on port 3570
[statistics] connected
[INFO ]: org.apache hadoop.conf . Configuration deprecation — f= default name is deprecated. Instead. use f=.defaultFS
[WARN ]: org.apache hadoop.util NatiweCodelosder - Unable to load native-hadoop library for your platform using
builtin—jawva classes vhere spplicable
[EEROR]: org.apache hadoop.util.Shell — Failed to locate the winutils binary in the hadoop binsry path
jawa.10.l0Erception: Could not locate executable null™bin“winutils.exe in the Hadoop binaries.

at org.apache hadoop.util.Shell . getQualifiedBinPath{Shell.java: 381}

at org.apache hadoop.util.Shell .getWinUtilsPath({Shell. jawva 396}

at org.apache hadoop.util Shell. <clinit>(Shell.java:389)

at org.apache hadoop.util StringUtils. <clinit>({StringUtils java:?9)

at org.apache hadoop.security. Groups. parseStaticMapping({Groups. java:130)

at org.apache hadoop.security.Groups.<init>(Groups.java:94)

at org.apache hadoop.security.Groups.<inits(Groups.java:74)

at org.apache hadoop.security.Groups.getUserToGroupsHappingService(Groups . java:303)

at org.apache hadoop.security.UserGrouplnformation. initializeiUserGroupInfornation. java:283)

at org.apache hadoop.security.UserGrouplnformation.setConfiguration(UserGrouplnformation. java: 311)

at bdbasics. putcustomersdata_0_1. PutCustomersData. tHDFSPut_l1Process{PutCustomnersData. java:368)

at bdbasics. putcustomersdata_0_1 PutCustomersData. runJobInTOS{PutCustonersData. java:785)

at bdbasics. putcustomersdata_0_1 PutCustomersData. mnain{PutCustomersData. java:619)
[INFO ]: org.apache hadoop.conf . Configuration. deprecation — f=s.default. name is deprecated. Instead. use f=.defaultFS
[INFO ]: bdbasics putcustomsrsdats_0_1. PutCustomersData — tHDFSPut_1 — file
C:~StudentFiles“BDBasic=“CustomersData.csv, size: 61788117 bytes upload successfully
1-1 files have been uploaded successiul.

[statistics] disconnected
[INFO ]: bdbasics putcustomersdata_0_1 PutCustomersData — TalendJob: 'PutCustomersData’ - Done
Joft Futlnstoprarshsie andad ae §10F5 GR-31-F008 fesde code=07

Cinetimit [0 F e
In the Console, you will get logs created by your cluster. By default, only logs with WARN or ERROR status are displayed.

You may have noticed that there is an error displayed in the Console:
[WARH ]1: org.apache hadoop.util NHatiwveCodeloader — Unable to load native-hadoop
ibrary for wour olatforn y=ing bpdltin—davs ~ls==== wh=t= _srnli~=hl=
ERROE]: org.apache hadoop.util Shell - Failed to locate the winutils binsrv in ths
tadoop binary path
awa . io. I0Exception: Could not locate executable null~bin~winutil=s exe in the
{adoop binaries.

at org.apache. hadoop. util . Shell getualifiedBinPathishell . jawa: 365

at org.apache. hadoop.util . Shell getWinUtilsPath{Shell java:370)

at org.apache. hadoop.util . Shell . <clinit>{Shell. java:363)

at org.apache hadoop. util StringUtils. <clinit»{StringlUtil=s. java:79)

at org.apache. hadoop. security.Groups . parseStaticHapping({Groups. java:104)

at org.apache. hadoop. security. Groups. <init:(Groups. java:86)

at org.apache hadoop. security. Groups. <init:(Groups. java:6h)

at
org . apache . hadoop. security . Groups . getUserToGroupsHappingService{Groups . java: 280)

at
org. apache . hadoop. security . UserGrouplnformation. initialize(UserGrouplnformnation. jav
a:283)

at
org . apache. hadoop. security . UserGrouplnformation. ensurelnitialized|UserGrouplnformat
ion. java:2e0)

You will see an error message regarding the winutils.exe binary not being available in the Hadoop binaries. In the current Job, this
error won't prevent the Job to succeed but it could in some cases.

You can fix this issue by downloading the winutils.exe file and then saving it in a tmp folder. This has been done for you in your training
environment.

1. FIXTHEERROR
Using the Advanced settings tab, set the Hadoop home directory to the location of the winutils.exe file.

a. Inthe Run view, click Advanced settings.
b. Selectthe Use specific JVM arguments option.

c. ClickNew....
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d. Inthe Argument box, enter:
-Dhadoop.home.dir=C:/tmp/winutils

} Set the ¥M Argument

argqurment:

| Dhadoop. home. dir=1C: fermpwinutils

K

Zancel

e. Click OK to save the new argumentand run your Job again.
The Job should run successfully without error messages:

Job PutCustomersData

Basic Run
Debug Run
Advanced settings
Target Exec

Memory Run

r Execution

= Run Fill | |Z3¢ Clear

'PutCustomershata’ - Start.

[statistics] connected

where applicable

bytesz upload succes=fully

[statistics] disconnected

'PutCustomersDhata’ — Done.

Startimy job FutlustomparsData st G 47 G7-1170008.
[INFO ]: bdba=zics. putcustomersdata_0_1. PutCustomersData — TalendJob:
[stati=tics] connecting to socket on port 4073

[INFO ]: org.apache. hadoop. conf Configuration. deprecation —
fz.default nane i= deprecated.
[WARN ]: org.apache. hadoop. util HativeCodeloader — Unable to load
native—hadoop library for yvour platform. ..
[INFD ]: org.apache. hadoop. conf Configuration. deprecation —
f=z default name iz deprecated.
[INFZ ]: bdba=zics. putcustomersdata_0_1 PutCustomersData — tHDFSPut_ 1
- file: C:~5tudentFiles~BDBaszics™~CustomnersData. cav,

1-1 file=s hawve been uploaded successful.

[INFO ]: bdbazics. putcustomersdata_0_1. PutCustomersData — TalendJob:

b Futlustonarslizbs anded a6 §3 047 G0 -507 8

Instead, use fs.defaultFS

Instead, use fs defaultFS

Jesrt cowde=ay7

=

using builtin-java classes

For the next Jobs builtin this training, you can add a JVM argument to set the Hadoop home directory to C:\tmp\winutils, or you can

safely ignore this error.

Next, you will put multiple files to HDF S.
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Storing Multiple files on HDFS

Task outline

Your next step is to store a set of files on HDF S. In this scenario, you are saving a series of Twitter message files for later
analysis.

Create the Job

Under the C:\StudentFiles\BDBasics\tweets_in folder, you will find tweets saved as text files. You will put these files on HDF S.

1. DUPLICATETHEJOB
Duplicate the PutCustomersData Job and name the new Job PutTweets.

a. Right-click PutCustomersData Job in the Repository, then click Duplicate.

b. Inthe Input new name box, enter PutTweetsand in the Job Type list, select Standard:

Inpukt new name:

PuUkTweets|

Job Twpe: IStandard j Framework: I 'I
oK I Zancel |

c. Click OK to duplicate the Job. Then, open PutTweets.

2. UPDATETHELOCAL DIRECTORY
Configure tHDFSPut to read from the C./StudentFiles/BDBasics/tweets_in folder in your localfile system.

a. Double-clicktHDFSPut to open the Component view.

b. Inthe Local directory, locate C:/StudentFiles/BDBasics/tweets_in.
c. Inthe Filemask column, enter "*".

This meansto select all the files under C:\StudenFiles\BDBasics\tweets_in.

3. UPDATETHE TARGET DIRECTORY
Inthe HDFS directory box, enter /user/student/BDBasics/tweets.
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i}, tHDFSPut_1

Property Type IREDOSitOW LI ||—DFS:Trahingdusber_l—DFs E

Basic settings

Advanced settings [ Use an existing connection

Dynamic settings """EFSiOI"I

View Distribution I Cloudera LI g Version I Cloudera COHS.8(YARN mode) :l &
Documentation Ermrection

NameMode URI I "hdfs://hadoopduster:8020™
Use Datanode Hosknarme 7

r Authentication
O user kerberos authentication 9
Username I "student”

Local directory | "C:/StudentFiles/BDBasics /tweets_in"™

HDFS directory | "fuser fstudent/BDBasics/tweets™

Cverwrite file Ialwaw_rs vI

[ uUse Perls Regex Expressions as Filemask {UnChecked means Glob Expressions)

Files Filemask | New name

mgm

#1258 5l

Next you will run your Job and check the resultin Hue.

Run

1. RUNYOUR JOB AND VERIFY THE RESULTSRun your Job and follow the execution in the Console. At the end of exe-
cution, you should have an exit code equal to 0 and several other messages that prove that the Job executed successfully:
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Job PutTweets

Basic Run [ Execution

Debug Run [= Run Kill | =x Clear

Advanced settings

Target Exec Srareing jobh Fuelvascs ac 1747 18085015 ;I
Memory Run [INFO ]: bdbazics.puttweets_0_1 PutTwest= — TalendJob: 'PutTweests' — Start.

[stati=stics] connecting to socket on port 3440

[=tatistics] connected

[INFO ]: bdba=zics.puttweets= 0_1 PutTwest= — tHDFSPut_1 - Start to work.

[INFO ]: org.apache. hadoop.conf Configuration.deprecation — fs.default name is deprecated.

Instead, uss f=s. defaultFS

[WARHN ]: org.apache. hadoop.util Hatiwelodeloader — Unable to load native-hadoop library for
: A mehle

woul plationn. . using budltin—java clocses yhers aoplica

[INFO ]: bdba=zics.puttweet= 0_1 PutTwest= — tHDFSPut_1 - file:

CoStudentFilesstweets in~2012-12-27_bigdata. t=t, =zize: 17447 bytes upload successfully

file: C:»StudentFilesstweets_in~2012-12-28_bigdata. txt, size: 17093 bytes upload successfully
file: C:~StudentFiles~tweets_in~2012-12-29_bigdata. tzt. size: 17567 bytes upload successfully
file: C:~StudentFiles™tweets_in~2012-12-30_bigdata. tzt. size: 17733 bytes upload successfully
file: C:~StudentFiles~twest=_in~2012-12-31_bhigdata txt. =ize: 17958 byte= upload succes=fully
file: C:»StudentFiles~tweets in~2013-02-12_bigdata. txt, size: 17175 bytes upload successfully
file: C:»StudentFilesstweets in~2013-02-13_bigdata. txt, size: 17447 bytes upload successfully
file: C:»StudentFilesstweets_in~2013-02-15_bigdata. txt. size: 17093 bytes upload successfully
file: C:~StudentFiles~tweets_in~2013-02-17_bigdata. txt. size: 17567 bytes upload successfully
file: C:~StudentFiles™tweets_in~2013-02-18_bigdata. tzt. size: 17733 bytes upload successfully
file: C:~StudentFiles™tweets_in~2013-02-20_bigdata. tzt. =size: 17958 bytes upload successfully
11711 files have been uploaded succes=ful.

[INFO ]: bdba=zics.puttweet= 0_1 PutTwest= — tHDFSPut_1 — Done.
[statistics] disconnected

[INFO ]: bdbasics. puttwests_0_1 PutTwests — TalendJob: 'PutTwests' - Done.
Jobh Futfvests andad af 1747 18-FE-F015 fosd ¢ code=87

[~ Unelimt 100 I

2. CONNECT TOHue
In your web browser, the page with Hue should already be opened. Otherwise, navigate to http://hadoopcluster:8888 and
login with student/training.

3. VERIFY THERESULTS
Click File Browser and navigate to
/user/student/BDBasics/tweets:

# Home I user ) student ) BEDEasics | tweets # v History W Trash
4 Name Size User Group Permissions Date
1 student student drser-3r-3% June 18, 2015 03:03 Ak
[ ] student student Arwir-Xr-% June 18, 2015 05:34 Ak
[ 2012-1227_higdata.txt 17.0 KB student student BT June 18, 2015 04:47 Al
@ 2012-12-28_higdata.txt 16.7 KB student student Py em June 18, 2015 D4:47 Al
[ 2012-1229_bigdata.txt 17.2KB student student Pl fem June 18, 2015 04:47 Al
3 2012-12-30_bigdata.txt 17.3 KB student student - fen fen June 18, 2015 04:47 A
3 2012-1231_bigdata.txt 175 KB student student = pee e June 18, 2015 04:47 A
3 201302-12_bigdata.txt 16.8 KB student student =P June 18, 2015 04:47 A
[N 201302-13_bigdata.txt 17.0KB student student P June 18, 2015 04:47 Ahd
[N 201302-15_higdata.txt 16.7 KB student student BT June 18, 2015 04:47 Ak
[ 201302-17_higdata.txt 17.2KB student student BT June 18, 2015 04:47 Al
@ 201302-18_higdata.txt 7.3 KB student student Py em June 18, 2015 D4:47 Al
@ 201302-20_bigdata.txt 175 KB student student Pl fem June 18, 2015 04:47 Al

There should be eleven files, because there are eleven tweet files in your local directory. The tHDF SPut component used
HDF S to write all of the files in your local directory into the Hadoop file system.

You used a file mask to write a file set. File masks give you considerable control over what files you want Talend components
to operate on.

Now that some data exists on HDF S, you can create a Job to read it.
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Reading Data from HDFS

Task outline

Now you will create a Job to read HDF S data. You are going to transfer a subset of the Twitter files from HDF S to your
local file system.

Create the Job

If you examine the files in the tweets folder that you just created on HDFS, you will notice that the files were produced in 2012 and
2013. You willread only the 2012 files.

1. CREATEANEW STANDARD JOB
Create a new Job, naming it Get Tweets.

2. ADD AtHDFSGet COMPONENT
Place a tHDF SGet component on the design workspace.
You use tHDFSGet to read files stored on HDF S and make copies of them on your local system.

3. CONFIGUREtHDFSGet TO USE THE HDF SConnection METADATA
Use the HDFSConnection metadata previously created.

a. Double-clicktHDFSGet to open the Component view.
b. Inthe Property Type list, select Repository.

c. Click(...) , then locate the HDF SConnection metadata that you previously created.

4. CONFIGURE THEHDFSDIRECTORY
To configure the HDFS directory, click (...) , then navigate to /user/student/BDBasics/tweets.

5. CONFIGURE THE LOCAL DIRECTORY
Configure tHDF SGet to overwrite the C:/StudentFiles/BDBasics/tweets_out folder.

a. Inthe Local directory, enter "C:/StudentFiles/BDBasics/tweets_out".

b. Inthe Overwrite file list, select always. This tells the component to always replace existing files when a new file of
the same name is being saved.

6. ADD ACONDITION TOREAD ALL THE 2012 TWEETS
Configure the Files table to read the tweets corresponding to 2012.

a. Clickthe green plus sign below the Files table.

b. Replace "newline"with "2012*".
You are using a file mask to request all files in the HDF S directory tweets with names that begin with the string
"2012":
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Run

'.*;; tHDFSGet_1

Basi i Property Type IR-EﬂOsihorv ;I |HDFS'.HDFSConnecﬁon E‘

D Use an existing connection

Advanced settings

Dynamic settings Version
View (Distribution | Cloudera x| o Version | Cloudera CDH5.8(YARN mode) = | "
Documentation — Gonmiedian

MNameMode URI I "hdfs://hadoopduster:8020™
Use Datanode Hostnarme I

 Authentication
[ use kerberos authentication 7

User name | “student”

HDFS directory | "fuser fstudent/BDBasics /tweets™

Local directory | "1 /StudentFiles/BDBasics ftweets_out”

Qverwrite file Ialwa\rs vl O append

O incudes subdirectories

Files Filemask Mew name

3012 =

#]%1.9] 58] o

Now, you will run the Job and verify the results in your local file browser.

Die on error

RUN YOUR JOB AND VERIFY THE RESULTS IN THE CONSOLE
Run your Job and follow the execution in the Console. At the end of execution, you should have an exit code equal to 0 and
several other messages that prove that the Job successfully executed:

P -~ P O -
[INFQ ]: org.apache. hadoop. conf . Conf iguration.deprecation — f{=.default name 1= deprecated.
Instead, use f=. defaultFS

[WARN 1: Drg.apache.hadqop ._util.NativeCDdeLDader = Tnable to load native-hadoop librarv for your

[INFO ]: bdbasics gettwests 0_1 GetTwesets — tHDFSGet_1 — file:
hdf=:~hadoopoluster: 8020 uzer-student ~BlBasice- tweset=-2012-12-27_bigdata.tzt, =ize: 17447 bytes
download successfully

file: hdfs:~hadoopcluster: 8020 user-student-BDBazics-twesets-2012-12-28_bhigdata. txt, =size: 17093
bytes download successfully

file: hdf=: < hadoopcluster: 8020 uszer -student-BDBazics twesetss2012-12-29_bigdata. t=t. =ize: 17567
bytez dowvnload successfully

file: hdf=: - ~hadoopcluster: 8020 -u=er-student-BDBa=zics twesets-2012-12-30_bigdata . t=t, =ize: 17733
bytes download successfully

file: hdf=: .~ hadoopclu=ster: 8020 u=zer-student-BDBa=zic=-twest=-2012-12-31 bigdata. t=t, =ize: 179L58
bytes download successfully

55 files have been downloaded.

[=tati=tics] disconnected
[INFO ]: bdbasics gettweet=s 0_1 GetTwests — TalendJobh: 'GetTwests' - Done.
Jobh GeEFrests andad a6 G405 T80 8F016 farT b codesa)

VERIFY THE RESULTS IN YOUR LOCAL FILE BROWSER
In a file browser, navigate to C:\StudentFiles\BDBasics\tweets_out:
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l tweels out

G( :}v| .+ Computer  Local Disk {C:) + StudentFiles = BDBasics = bweets_out

Organize +  Includeinlibrary = Sharewith + Mew Folder

' Favorites Mame = Drate modified
B Deskiop [ 2012-12-27_bigdata 5232016 1:30 PM
| & Downloads || 2012-12-28 bigdata 5/23/2016 1:30 P
&4 Recent Places || 2012-12-29_bigdata 5/23/2016 1:30 PM
=5 Lbraries || 2012-12-30_bigdata 5/23/2016 1,30 PM
= Documents | 2012-12-31_bigdata 52312016 1:30 PM
J'- Music

There are five tweet files that your Job read from HDF S and put on your local system. Because a file mask was used to limit
the files selected for the operation, only files with names that begin with "2012" were read from HDFS.

Now that you have worked with text files on HDF S, it is time to work with sparse dataset and experiment how to store them efficiently
inHDFS.
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Storing Sparse Dataset with HBase

Task outline

didate for HBase.

Col A

Apache HBase is the Hadoop column-oriented database. It is an open-source, non-relational database modeled after
Google's BigTable, and provides the same functionality in top of Hadoop and HDFS.

HBase is useful when you need random, real-time read/write access to your Big Data. Furthermore, HBase can host very
large tables -- billions of rows X millions of columns-- and is particularly well suited for sparse data sets.

If your relational table looks like the table below (data missing in columns), it is considered "sparse" and is a good can-

ColB | ColC | ColD | ColE

Row 01 | Val1lA

Row 02 | Val2A

Val2B | Val2C | Val2D | Val2E

Row 03 | Val3A

HBaseCﬂlecﬁon_l

OnSufjobOk

Val3C Val3E

In this lab, you will generate sparse data and build a Job to store them to HDF S with HBase:

i
tFileInputlTHimited_1

row1 (Main)

OnSuffjobOk

(1l

=

tHEaseClose_1

-
] +1o:
L rowz

tReplicate_1

i , -4
ﬁ'%@ out_with _NULLS (Man) ‘LE

tMap_1 tHEaseOutput_1

ain order: 1)

row3 (Maih order:2)

tHBaseOutput_2
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Generate sparse data
First, you willopen a Job that will generate a sparse data set.
It will create a dataset that represents the number of connections per month to a website by customers identified by their Id.

1. IMPORT THE GenerateSparseData JOB
From the JobDesigns.zip archive, import the GenerateSparseData Job.

a. Under the C:\StudentFiles\BDBasics folder, you will find the JobDesigns.zip archive file.

b. Importthe Job named GenerateSparseData:

EJJE@ pot ] (¥1aim ) E‘ﬁ

tRowiEeneratar_1 tFileCutputDelimited_1

This Job is composed of two components. The tRowGenerator component will generate an integer value for the
customers ID, and random integer values to simulate the number of connections per month.

The second component will save the data in a file named HBase_sample.txt under the C:\StudentFiles\BDBasics
folder.

2. RUNTHEJOBAND VERIFY THERESULTS
Run the Job, then locate and open C:\StudentFiles\BDBasics\HBase_sample.txt with Notepad++.
Id Jan Febh Mar Apr May Jun Jul buy Jep Oot Now Dec

loo0c0oo 1 1 2 5 3 1 u] 1 5 =] 2 o
100001 0 1 2 2 3 1 o o 4 2 2 2
100002 0 o 4 2 o 2 o 1 4 =1 5 1
100003 0 o 4 4 5 o 2 o 4 ] 5 u}
100004 0 o 1 3 3 1 1 1 1 7 5 2
1000os 1 1 2 5 5 o 2 o 5 ] 2 1
10000 0 1 2 3 2 2 1 1 5 7 2 1
100007 0 o 4 3 1 1 2 o 3 u} u} 1
100008 1 1 o 5 3 2 2 o 1 4 2 2
100008 0 u] 5 4 1 2 u] 1 1 5 o 1
100010 1 1 4 5 1 u] 2 u] 4 1 o 2
100011 o0 1 5 1 5 2 u] u] 2 =] 4 2
1o0o0iz 1 1 5 u] u] 1 1 1 u] 5 2 2
100013 1 u] 1 4 2 u] 1 1 2 7 3 o
100014 1 u] 4 1 5 u] 1 u] 1 4 1 1
100015 1 1 5 u] 3 1 2 1 5 4 5 2
l00o01s O u] u] 1 5 1 2 1 2 2 1 2
100017 0 1 4 5 5 2 o 1 1 7 2 2
100018 0 o 2 3 1 o o 1 o 3 1 2

As expected, there are a lot of 0 values in the data.

Next, you will configure the connection to HBase.

Configure HBase connection

An alternative way to configure a connection is to use a dedicated component. You willnow create a new Job. The first step will be to
configure the connection to HBase.

1. CREATEANEW STANDARD JOB
Create a new standard Job and name it StoreSparseData.

2. ADD AtHBaseConnection COMPONENT
Add atHBaseConnection component and open the Component view.
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3. CONFIGURETHEDISTRIBUTION AND THE VERSION OF YOUR CLUSTER
In the Distribution list, select Cloudera and in the HBase version list, select Cloudera CDH5.8 (YARN mode).

4. CONFIGURE THE CONNECTION TO Zookeeper
Configure the host name and the port of the Zookeeper service.

a. Inthe Zookeeper quorumbox, enter "hadoopcluster”.

b. Inthe Zookeeper client port box, enter "27817".
Your configuration should be as follows:

= i SIS
& | tHBaseConnection_1 Sol=
Basic settings Property Type

Advanced settings I'\‘:ETS_iOI'I. . ‘
Dynamic settings Distribution |C|oudera LI Version |Ck:udera COHS.8(YARN mode) LI

e Zookesper quorum | “hadoopduster™ -
Documentation

Zookeeper dient port I "2181"
O set Zookeeper znode parent

Configurations
O inspect the dasspath for configurations |

Authentication
|h Use kerberos authentication |

Read sparse data
You willnow continue to build the Job to store your data with HBase.

1. ADD AtFilelnputDelimited COMPONENT
Add a tFilelnputDelimited component below tHBaseConnection.

2. CONNECTWITHATRIGGER
ConnecttHBaseConnection to tFilelnputDelimited with an OnSubjobOk trigger.

3. READ THE HBase_sample.txt FILE
Configure tFilelnputDelimited to read the "C:/StudentFiles/BDBasics/HBase_sample.txt"file, knowing that the row sep-
aratoris "\n", the field separatoris "\t"and thatthere is 7 Header row.

E- tFileInputDelimited_1

Basic settings Property Type IEI

Advanced settings "when the input source is a stream or a zip file, Footer and random shouldn't be bigger than 0."
Dynaic settings File narne,/Skream | "Ct/StudentFiles/BDBasicsiHEase_sample. bxt"
i Row Separakor I "in" Field Separatar | "it"

D Lati
ocurmentation [ <5v options

Header J1] Fooker |0 Lirnit |

Scherna Edit schema I:‘

Skip empty rows ] Uncompress as zip file [ Die on error

Yalidation Rules

4. CONFIGURE THE SCHEMA
The schema of the HBase_sample.txt file can be found in the GenerateSparseData Job.
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a. Inthe GenerateSparseData Job, double-click tFileOutputDelimited to open the Component view.

b. Editthe schema, select allthe columns and copy the schema:

{Eischema of tFileOutputDelimited_1
tRowGenerator_1 (Input - Main) tFRileOutputDelimited_1 {Output)

Calumn | ke | Type | % | Date Pat... | Len... | Pre... | D... | ... |
1d [ 19 0

Int...
Int...
Int...
Int...
Int...
Int...
Int...
Int...
Int...
Int...
Int...
Int..

anaaaananaanan
AAAARAARIARNTAAR]

_I'l--'-___--

o s o 5 [ ] sl

oK Cancel

c. Inthe StoreSparseData Job, double-click tFileInputDelimited to open the Component view.

d. Editthe schema and paste the schema:

Schema of weblogs_hbase

weblogs_hbase

| Zolumn | K | Type | vl N | Date Patte, .. | Length | Preci... | De... | Zom. .. |
Id [T Integer v 19 ]
Jan |- Integer v 1 u]
Feh [T Integer v 2 ]
Mar |- Integer v 2 u]
Apr [T Integer v 1 ]
May r Integer v 2 u}
Jun |- Integer v 2 u]
Jul [T Integer v 2 ]
Aug |- Integer v 2 u]
Sep [T Integer v 2 ]
Ok |- Integer v 1 u]
Mo [T Integer v 2 ]
Dec |- Integer v 2 u]
| x| o] o] B|[5] | @ W]
oK Zancel

Handle Null values

HBase is well suited for sparse dataset because it does not persist Null values. In our current data set, there are a lot of zeros. You will
process the data to find the zeros and replace them with Nulls.

You will store the raw data set in HBase, as well as the processed data.
1. ADD AtReplicate COMPONENT
Add a tReplicate component at the right side of tFileInputDelimited and connect it with the Main row.

2. ADD AtMap COMPONENT

Add a tMap component at the right side of tReplicate and connect it with the Main row.
3. OPEN THE MAPPINGEDITOR

Double-click to open the tMap editor.

4. CREATEANEWOUTPUT TABLE
Add an output and name it out_with_NULLS.
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5. COPYALLINPUT COLMUNSIN THEOUTPUT TABLE

Select allthe columns in the row table and drag to the out_with_NULLS table.
Note: You may have a different row index.

CONFIGURE THE MAPPING TO REPLACE ALL 0 VALUES BY Null VALUES
Edit the expression for each month and modify it as follows:
(row3.Jan==0) ?null:row3.Jan
This means that all 0 values will be replaced by a null.
Note: The Jan value must be replaced as needed to fit all months.
Your configuration should be similar to this:

Click Ok.

Save data to HBase

Now you willadd components to save raw and processed data to HBase.

1.

ADD A tHBaseOutput COMPONENT

out_with_NULLS F |3
Expression | Colurmn |
rows, Id Id

(row3, Jan==0)null;row3. Jan [ Jan

(rowd Feb==01null:row3, Feb Feb

(rowe3 Mar==017null;row3, Mar Mar

(row3. Apr==007null:row3, Apr Apr

(row3, May==00rnull:raw, May May

(rowed, Jun==0)7null; rowe3, Jun Jun

(rowed, Jul==0%null: row3, Jul Jul

(row3, Aug==007null:row3, Aug Aug

(rowd, Sep==01null:row3, Sep Sep

(Fom 3, Cck==007null; row3, Ock Ok

(row 3, Mov==07null;rows, Moy Moy

(row3, Dec==0)7null:row3, Dec Dec

At the right side of tMap, add a tHBaseOutput component and connect it with the out_with_NULLS row.Then, open the

Component view.

USE THE EXISTING CONNECTION TO HBASE

Select Use an existing connection and select {HBaseConnection_1 in the list.

Configure the schema
Click Sync columns.

GIVE ANAME TO THE HBASE TABLE

Inthe Table name box, enter data_withNulls.

SELECT THE APPROPRIATE ACTION

Inthe Action on table list, select Drop table if exists and create.

CREATE THE COLUMN FAMILY NAMES
To create HBase tables, a family name must be associated with each column.
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a. Tocreate the family names, click Advanced settings.

b. Inthe Family parameters table, add 2 lines as follows:

Family parameters Mame | In memaory: | Block, cache ena... | Bloom Filter tvpe |
T
"Diake"
1] |
| ][5 <l &

7. CONFIGURE THE Families TABLE
The Id family name should be used for the Id column and the Date family name for all other columns.

a. Inthe Basic settings tab, setthe Id column Family Name to "/d".

b. Setthe other column's Family Name to "Date”.
Your configuration should be as follows:

#iZ tHBaseOutput_1

Use an exisking connection i *
Basic settings | g |tHBaseCnnnect|nn_1 |

Advanced settings Schema Edit schema E‘

Drynamic settings

Table name "Data_withMulls"

view Action on kable IDrop table if exists and create LI D Cuskarn Row Key
Documentation

Families

Yalidation Rules Calumn | Family narne I
Id "Td"
Jan "Drake”
Feh "Dake
Mar "Drake”
Apr "Dake
May "Drake”
Jun "Dake’
Jul "Dake”
Aug "Dake”
Sep "Date"
Ok "Drake”
Mo "Dake
Dec "Drake”

O oie on error

8. ADD ANOTHER tHBaseOutput COMPONENT AND CONFIGURE IT AS THE FIRST ONE
Copy tHBaseOutput_1 and paste below the tMap component.

9. CONNECT IT TOtReplicateE
Connect tHBaseOutput_2 to tReplicate with a Main row.
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10. NAME THE TABLE RawData

11.

Open the Component view of tHBaseOutput_2 and change the Table name to "RawData":

#Z tHBaseOutput_2

Basic settings
advanced settings
Dynamic setkings
Wigw
Cracumentation

Yalidation Rules

ADD AtHBaseClose COMPONENT AND CONNECT IT

Use an existing connection

Schema

Table name
Action on table

Families

D Die on errar

|tHBaseCannectiDn_1 ;I *

S

"RawData"

|Dro|:u table if exists and create LI O custom Row Key

Colurnn | Family name
1d "1d"
Jan "Date"
Feh "Date"
Iar "Date"
Apr "Date"
ay "Datke"
un "Date"
Jul "Date"
Aug "Date"
Sep "Datke"
Ok "Date"
Moy "Date"
Dec "Date"

Add atHBaseClose component below the tFileinputDelimited component and connect it with an OnSubjobOk trigger.

Now you can run your Job and check the results in Hue.

Run the Job and verify the results in Hue
1.

RUN YOUR JOB AND VERIFY THE RESULT IN THE CONSOLE
Run your Job and check the results of the execution in the Console.
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Job StoreSparseData

Basic Run
Debug Run
Advanced settings
Target Exec

Memary Run

Execution
B Run il | Clear |
Files Javar Jarkl U_JL-0in- . .- jre - bin, . - PTogram

Files/Java-jdkl 8 .0_91sbin<. . ~jre-libramdéd4:C “Program

Files~Jawa™~jdkl 8 0_91%bin;:C:“ProgramnData~Oracle~Java~javapath:C: “Windows systend?  C:"Windows:C:~Wind
ow=~Sy=ten3Z~Wben  C: “Frogran Files~Vi=ualSVWH Server-bin:C:~Frogram

Files~Jawa™~jdkl 8 0_91%bin:C:~Tools“apache-naven—3 .3 3~bin:C:“Windows~Systenl2™WindowsPowerShell~wl . 0~
JCinTalend~6. 3. Onstudio; | .

[INFD ]: org.apache. zookesper Zookesper — Client

environment : java.io. tmpdir=C:~Users~ADHINI~1-AppData~Local~Tenp™

[INFD ]: org.apache.zookesper ZookKesper — Client environment:jawva.compiler=<NA>»

[INFO ]: org.apache. zookesper Zookesper — Client environment :os. nane=VUindows Server 2008 R2
[INFD ]: org.apache. zookesper Zookesper — Client environment:os.arch=amdtd

[INFD ]: org.apache.zookesper Zookesper — Client environment:os. version=6. 1

[INFD ]: org.apache.zookesper Eookeeper — Client environment :user. name=Adninistrator

[INFD ]: org.apache.zookesper Zookesper — Client environment :user. homns=C:.Uszers-aAdninistrator
[INFDO ]: org.apache. zookesper Fookeeper — Client enwvironment  user dir=C:~Talend-6. 3 0wstudio
[IKFD ]: org.apache.zookesper ZookKesper — Initiating client connection,

connectString=hadoopcluster: 2181 =es=ionTimeout=180000 watcher=hconnection-0=xle?c?78110=0.
quorumn=hadoopoluster: 2181, baseZHode=-hbase

[INFO ]: org.apache.zookesper ClientCnzn — Opening socket connection to server
hadoopoluster . skytap.exanple-10.0.0.1:2181. Will not attempt to authenticate using SASL {(unknown
Error)

[INFD ]: org.apache.zookesper ClientCnzn — Socket connection established, initiating ses=ion, client:
~10.0.0.2:56342, =server: hadoopcluster skytap.example~<10.0.0.1:21681

[INFD ]: org.apache.zookesper ClientCnzn — Session establishment complete on server

hadoopcluster. skytap.exanple~s10.0.0.1:2181, sessionid = 0xl157d2aa8d=005df, negotiated timscut = 60000
[INFD ]: org.apache hadoop.conf Configuration deprecation - hadoop native. lib is deprecated. Instead.

use io.native 14b svailsble
[INFO ]:f org.apache hadoop hba=e client HBEa=zeidmin - Created data_withHulls
[INFO ]:) org.apache hadoop.hbase. client HBaseidmin - Created RawDat

[=tatistIT=ToUi=ronmeEcTen
[INFD ]: bdbasics. storesparsedata_[_1.StoreSparseData 1 TalendJob: 'StoreSparselata’ — Dunel
Joh Storefparsaiiate ended a6 G5 FF 18-10-7088 fasie o

I Line limit [300 ¥ wrap

=]

Your execution should be successful. Otherwise, double check your Job and check HBase health in the Cloudera Manager.

2. VERIFYTHERESULTSIN Hue
Connectto Hue to check your results.

a. ConnecttoHue and click Data Browsers>HBase.
This will give you the list of HBase tables. You should see Data_withNulls and RawData in the list:

Home - HBase

Search for Table Mame

Table Hame
Data_withMulls

RawData
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b. Click RawData:

Home - HBase / RawData

Id: = Filter Colurnns/Farnilies

myRow_hobasics. storesparsedata 6_1. StoresparseDat aprowdStruct@lasacse [ Td=138538, Jan=A, Feb=1,Mar=5, 4. . .

[ Date: [0

8 a 5 ] 5 5
£l |

myRow_bdbasics. storesparsedata 6_1. StoresparseDat abrowdStruct@106ads2s [Td=135553, Jan=1, Feb=1,Mar=a, .. .

[ ete: [0

1 1 5 E [} 1

< |

myRow_bdbasics.storesparsedata ©_1.storesparseDatadrowdstruct@lecesecb[Id=138851, Jan=1, Feb=g,Mar=5, A.. .

myRow_bbasics. storesparsedata_b_1. StoresparseDat arowast ruct@Los 10 2hd[ Td=132422, Jan=0, Feb=d  Mar=3, 4. . .

m Dec - Mar

] E 4 5 E 1

@Al

Switch Cluster v

Sort By ASC  w

[ [

138538

il

[ [

135559

|

[1c: [

138851

i

(1 [

132422

Thisis an extract of the RawData table. You will still find zeros, but if you compare with the content of Data_

withNulls:

Home - HBase / Data_withNulls

B Filter Colurnns/Families

myRow_bobasics.storesparsedsta G_1. 5toresparsebatabout_with_WULLSStruct@leastfoa[Id=106862, Jan=null, ...

-t L

The Nullvalues are not stored.

Now that you have used HBase to store sparse data, it's time to move to the Challenge to test your knowledge.

Al

Switch Cluster v

Sort By ASC  ~
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Challenges

Task outline

Complete these exercises to further reinforce the skills you learned in the previous lesson. See Solutions for possible solu-
tions to the exercises.

Add Support File

Develop a Job to write an XML file of support requests stored locally to HDF S. Configure the input and output targets as follows:
»  Source file: C:/StudentFiles/BDBasics/support/support.xml
»  Targetfile: /user/student/BDBasics/support/support.xml

Double Up Orders

Develop a second Job to write a file of duplicated orders to HDF S. Use the local file C:/StudentFiles/BDBasics/duplicated_ordersas
the source file. Put the file into the HDF S directory /user/student/BDBasics/erp, keeping the same file name. Use the schema stored
in the file orders.xml/and sort the file on column id before saving it.

Hint: use tSortRow to sort the file.

70 | Big Data Basics - Participant Guide



Solutions

Suggested solutions

These are possible solutions to the exercises. Note that your solutions may differ and still be acceptable.

Put Support file

1.
2.

Use a tHDFSPut component to create the HDF S folder and write the target file to it.

Configure the component as shown in the following image:

i, tHDFSPut_1

Basic settings
Advanced settings
Dynamic settings
View

Documentation

==
=E | =
Property Type IREPOE'WY || |HOFS:HDFSCannection
D Use an existing connection
Version
(Distribuh’on IUouda'a ;l 5 Version I Cloudera COHS.8(YARN mode) LI - ‘
~ Connection
MameMode URI | "hdfs://hadoopduster:8020” 7

IJse Datanode Hostname I

r Authentication
[ user kerberos authentication 0

Username

| "student”

Local directary
HDFS directory
Overwrite file

| "C:/StudentFiles/BDBasics suppaort”

I "fuser fstudent/BDBasics/support™

Ialways vl

[ use Perls Regex Expressions as Filemask (UnChecked means Glob Expressions)

Files

Die on error

EE L

Filemask | New name

“support. xml”™ -

#]% ¢ 5] 1] ol
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Double-up orders

1. UseatFilelnputDelimited to read the file duplicated_orders from the local file system:

E- tFileInputDelimited_1

Basic settings Property Type IBUIlt_In jv

Advanced sektings "wthen the input source is a skream or a zip file,fooker and random shouldn't be bigger than 0."
Dynamic setkings File narme/Streamn I "Cr{Student Files)BDBasics)duplicated _orders”
Hiew Row Separator | “in" Field Separator I "
] L ati
ocumentation [ csv aptions
Walidation Rules
Header I ] Fooker I a

achema IBuiIt—In vl Edit schema l:‘

Skip empty rows [ Uncompress as zip file [ Die on error

2. Import the schema from the file orders.xml:
fachema of tFileInputDelimited_1

tFileInputDelimited_1

I3 IR R e el T

o4 Zancel

| Colurnn | ke | Type | W ML | Date Patte... | Length | Preci. .. | De... | Can. ..
G id v Integer I g
cuskomer [T Integer v g
cusk_name r Skring v 30
praduct [T Integer v g
quankity r Integer v g
price [T Long v 12 2
discount [T Integer v & z
kakal [T Long v 12 2
order_date [T Date I MMM
shipped [T Date I Myeyr-M- L

3. Sortthe datain ascending order by the column id by using the tSortRow component :

@y tSortRow_1

Basic settings Schema IBuiIt-In vl Edit schema I:‘

Advanced settings Criteria

Schema column | sork num or alpha? | Order asc or desc?
Drynamic setkings id num asc
Wiemw
Docurmentation

Validation Rules i| _l _l _l _l _l El
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4. Use atHDFSOutput componentto rewrite the data to HDFS:

- =0l =
o tHDFSOutput_1 ol =
Basi i Property Type IR-EpOsitorv LI I HDFS:HDFSConnection E
Advanced settings Schema Edit schema l:‘
Dynamic settings [ use an existing connection
View Version
Documentation (Distribuh’on |Cloudera | o Version |E10udera COH5.B(YARN mode) v | &
validation Rules
- Connection
MNameMode URI | "hdfs://hadoopduster:8020° 3
Use Datanode Hostname q
 Authentication
O use kerberos authentication 7
User name I "student” 3
File Name |'fuser,fstudenthDBasicsferpfduplimted_orders‘ i EI
File Type
’7Type ITE}d: File - I* |
Action Cverwrite -
Row Separator | 7" & Field Separator IER &
O custom encoding
Compression

[0 compress the data

O indude Header

5. Click Overwrite in the Action list.

6. Runyour Job and checkthe resultsin Hue.

Next step

You have almost finished this section. Time for a quick review.
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Review

Recap
In this lesson, you learned the basics of writing files using Talend's Big Data components for Hadoop Distributed File System, HDFS.

You used tHDF SPut to write different types of files to HDF S. Then, you used tHDF SGet to read a subset of the files back from
HDFS.

Last, you used HBase dedicated components to store sparse data on HDFS (tHBaseConnection, tHBaseOutput,
tHBaseClose).

Further Reading

For more information about topics covered in this lesson, see the Talend Data Integration Studio User Guide, Talend Big Data Plat-
form User Guide and the Talend Components Reference Guide.
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Working with Tables

This chapter discusses:

CONCEPES o 76
Working With Tables ... . 81
Importing Tables with Sqoop ... ... ... .. .. 82
Creating Tables with Hive .. .. .. 89

REVIOW 99



Concepts

“»talend

Working with Tables

Outline °

® Lesson objectives

® Importing tables with Sqoop

® Creating tables in HDFS with Hive

® Using the Hive table creation wizard
® Lab overview

® Wrap-up

Lesson objectives °

After completing this lesson, you will be able to:

® Transfer MySQL tables to HDFS using Sqoop
® Create Hive connection metadata

® Save data as Hive tables

Importing tables with Sqoop °

® Sqgoop is a tool that transfers data between Hadoop and relational databases

® You can use Sqoop to import data from a relational database management system
(RDBMS), such as MySQL or Oracle, into the Hadoop Distributed File System (HDFS),
transform it using MapReduce, and then export it back into an RDBMS

® Sqoop automates most of this process, relying on the database to describe the
schema for the data to be imported

® Sqoop creates and runs a map-only MapReduce Job to import the data
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Importing tables with Sqoop °

Import tables

To import a MySQL table into HDFS, you will use a tSqoopImport component.in the

tSqooplmport component, the first option is to choose the mode, CommandLine or Java API:

o If you choose CommandLine, the Sqoop shell is used to call Sqoop. In this mode, you must
deploy and run the Job in the host where Sqoop s installed. This means you must install
and use the Jobserver.

o If you choose Use Java API, the Java APl is used to call Sqoop. In this mode, the Job can be
run locally in the Studio, but you must configure the connection to your cluster.

Creating tables in HDFS with Hive °

Hive is a data warehouse infrastructure tool for processingstructured data in Hadoop. It
resides on top of Hadoop to summarize Big Data, and it makes querying and analyzing easy.

Hive was initially developed by Facebook and then by the Apache Software Foundation.

Hive:

® Stores schema in a database

® Processes data into HDFS

® Provides an SQL-type language for querying called HiveQL

o |s familiar, fast, and scalable

Using the Hive table creation wizard °

Switch to the Profiling

perspective: Start the wizard

& [tamegatin "”“" e Select the folder

M poette
T —
ravotes
e e Create the Hive table
\:!,) Visualize the table
Using the Hive table creation wizard °

In DQ Repository, rig

click the HDFS Start the wizard

Connection metadata and
click Create Hive Table

9 Select the folder

e Create the Hive table

A!, Visualize the table
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Using the Hive table creation wizard

In the wizard, select a
folder. All files in this o T —

folder will be converted

Now Schama on *HOFSComector £ ) [1V/={ | o] =131

) @ Select the folder
9 Create the Hive table

FERRRRRERRREY

G Visualize the table

Using the Hive table creation wizard e

Wait until the Creation 0 Start the wizard
status changes to Success

i —— e r— |
- 9 Create the Hive table
E E

0 Visualize the table

Using the Hive table creation wizard

Edit the table schema
as needed. o Start the wizard

Name the table

\‘ﬁ

Specify the

appropriate Hive e Select the folder
connection metadata

) 3 Create the Hive table

G Visualize the table

Using the Hive table creation wizard

The Hive table appears in o STt o
DQ

Repository>Metadata>DB

connections>HiveConnec
tion>default 9 Select the folder

. 3 Create the Hive table

9 Visualize the table
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Using the Hive table creation wizard

o Start the wizard

e Select the folder

e Create the Hive table

}/‘)\“_!') Visualize the table

Lab overview
Importing tables with Sqoop

In this lab, you will transfer MySQL tables into HDFS using Sqoop-
dedicated components

® Prepare the MySQL database
® Create database generic metadata
® Import tables

® Run the Job and check the results

Lab overview

Creating tables in HDFS with Hive

In this lab, you will:

® Create Hive connection metadata
® Manually create a Hive table

@ Create a Hive table using the Hive table creation wizard

Wrap-up

Importing tables with Sqoop

m Sqoop uses Map-only MapReduce jobs to transfer data between RDBMS and
HDFS

Creating tables in HDFS with Hive
m Hive is a data warehouse infrastructure tool for processing structured data in
Hadoop
= Manual creation

m Using the Hive table creation wizard
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Working With Tables

Overview

In this lesson, you will cover two common use cases.

HDFS can be used to for data warehouse optimization. So, you could decide to move your data from a relational data-
base to HDFS. The first use case will show you how to transfer MySQL tables to HDF S using Sqoop.

The second use case will show you how to create a table using Hive. Then, this table can be processed using Hive QL,
which is very similar to SQL.

Objectives

After completing this lesson, you will be able to:
»  Transfer MySQL tables to HDF S using Sqoop
» Create Hive connection Metadata

» Save data as Hive tables

Before you begin

Be sure that you are in a working environment that contains the following:
» Aproperly installed copy of the Talend Studio
#»  Aproperly configured Hadoop cluster

»  The supporting files for this lesson

First, you will use Sqoop to import a MySQL table to HDF S.
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Importing Tables with Sqoop

Task outline

Sqoop is a tool designed to transfer data between Hadoop and relational databases. You can use Sqoop to import data
from arelational database management system (RDBMS) such as MySQL or Oracle, into the Hadoop Distributed File
System (HDFS), transform the data using Map Reduce, and export that data back into a RDBMS.

Sqoop automates most of this process, relying on the database to describe the schema for the data to be imported.
Sqoop creates and runs a Map-only Map Reduce Job to import the data.

In this exercise, you willtransfer MySQL tables into HDF S using Sqoop dedicated components. First, you will push the cus-
tomers data into a MySQL database.

Preparing the MySQL database
The Job to copy the Customers data in MySQL has already been created for you. Itis saved in the C:\StudentFiles\BDBasics folder.

1. IMPORT THE PushCustomerDataToMySQL JOB
From the C:\StudentFiles\BDBasics\JobDesigns.zip archive file, import the PushCustomerDataToMySQL Job and
the associated RemoteMySQL database Metadata.

2. RUNTHEJOB

Run PushCustomerDataToMySQL.
This will copy 1 million rows in a remotely hosted MySQL database named CustomersData:

1000000 rows in 32,325
_ ST, 85 Fomeds
I}E row ] {PMain)

CustomersFile

3. USETHEDATAVIEWER TOVALIDATE THE DATA
To check the data copied in the CustomersData table, right-click the tMysqlOutput component, then click Data Viewer:
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¥Data Preview: tMysqlOutput_1

Resulk Data Preview |

Fovsipage: | 30 Limits: | 1000
ull r r r r r r r r
\Zondition |* |* |* |* |* |* |* |*

Id | FirstMame | LastMame | it State ProductCateqory | Gender | PurchaseDate | -
1 1 Dwight ‘Washington  Nashville Tllinois toaols gl 05-07-2011
z z \Warren Adams Qlvmpia Hawaii games F 0z-12-2010
3 3 ‘Woodrow  Kennedy Juneau Oklahoma games F z1-10-2012
4 4 Gerald Fillmare Praovidence Mantana clathing F 23-02-2011
5 5 Benjamin  Clinkon Des Maines Michigan shoes F 15-12-2010
5] i) Benjamin  Jefferson Jefferson City  Montana electronics F 01-02-2012
7 7 Richard Johnsan Trenton Tllinois games F 23-07-2010
8 ] \Warren Kennedy Phioenix Minnesota maovies F 15-09-2012
a 9 Woodrow  Jackson Darver South Dakoka  movies 1l 12-10-2012
10 10 Calvin Harrisan Raleigh Mew Yoark, electronics F 21-07-2015
11 11 ‘Warren Mizon Auskin Montana games F 29-04-2014
1z 1z John Quincy Denver South Carolina  clathing F 11-03-2013
13 13 \Warren Taft Pierre Mew Hampshire  handbags F 20-01-2010 —
14 14 Chester Garfigld Juneau Alaska clathing gl 07-03-2013
15 15 Abraham  Harrison Boise Mew Mexico movies 1l 18-03-2011
16 16 Richard Taylor Qlvmpia Mississippi clathing F 15-06-2013
17 17 Tharnas Wan Buren  Richmond Indiana shoes 1l 23-01-2015
18 13 Ulysses Cleveland  Columbus Oklahoma toaols gl 25-05-2011
19 19 Harry Adams Sacramento | Pennsylvania | clathing gl 30-06-2012
20 z0 Millard Roosevelt  Columbia Kansas games F 06-09-2014 ;I

fiirst Breyious nexk | last |1 page of 34
| Set parameters and conkinue I Close

You will now transfer this table to HDF S using the tSqooplmport component.

Create a generic database metadata

The tSqooplmport component calls Sqoop to transfer data from a relational database management system, such as MySQL or
Oracle, into the Hadoop Distributed File System.

First, you will create a generic database Metadata, which is required for Sqoop to connect to your MySQL database.

1. CREATEANEW DATABASE CONNECTION METADATA

Create anew Generic JDBC database connection metadata named genericConnection.

a. Inthe Repository, under Metadata, right-click Db Connections, then click Create connection.

b. Inthe Name box, enter genericConnection. You can also add a Purpose and a Description. Then, click Next.
c. Inthe DB Type list, select General JDBC.

2. CONFIGURE THEMETADATATO CONFIGURE THE CONNECTION TO YOUR MySQL DATABASE
To configure the genericConnection metadata, add the database URL, driver jar, class name, credentials and mapping file.

a. Inthe JDBC URL box, enter
Jjdbc:mysql://hadoopcluster:3306/training .

b. Clickthe (...) nextto the Driver jar boxand select
mysql-connector-java-5.1.30-bin.jar.

c. Clickthe (...) nextto the Class name box, then, in the drop-down list, select com.mysql.jdbc.Driver.
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d. Inthe User name and Password boxes, enter root.
e. Clickthe (...) nextto the Mapping file box, then select mapping_Mysql.xml in the list. Click OK.
Your configuration should be as follows:
Update Database Connection - Step 2/2
Update connection parameters ﬁi

DB Type |General 1DBC = =

JDBC URL I jdbc:mysqgl:ffhadoopduster: 3306 /training

Driver jar | mysql-connector-java-5. 1. 30-bin.jar |

Class name Icom.mysql.jdbr_.Driver j |

User name | root

Password | jidie

Mapping file Imysql_id |

e o

3. TEST THE CONNECTIVITY
Click Check. Your connection should be successful:

i Check Connection

"genericConnection” conneckion successul,

4. FINALIZE THE METADATA CREATION
Click OK and Finish.
The genericConnection Metadata appears in the Repository.

Importing tables
You will create a simple Job to import the CustomersData MySQL table into HDF S using a tSqooplmport component.

In the tSqooplmport component, the first option is to choose the Mode: Commandline or Java API.

If you choose Commandline, the Sqoop shellis used to call Sqoop. In this mode, you have to deploy and run the Job in the host where
Sqoop isinstalled. This means that you have to installand use the Jobserver, as described in the Talend Data Integration Advanced
training, or as described in the Talend Installation Guide.

If you select Use Java API, the Java APl is used to call Sqoop. In this mode, the Job can be run locally in the Studio, but you have to
configure the connection to your cluster.

Note: A JDKis required to execute the Job with the Java APl and the JDK versions on both machines must be compatible.

1. CREATEANEW STANDARD JOB
Create anew standard Job and name it Sqgoop/mport.

2. ADD AtSqooplmport COMPONENT
Add atSqooplmport component and open the Component view.

3. CONFIGURE THE tSqooplmport COMPONENT TO USE THE Java API
Inthe Mode box, select Use Java API.
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4. CONFIGURE THE tSqooplmport COMPONENT TO USE THE HDFSConnection METADATA
Inthe Hadoop Property list, select Repository, then browse to find the HDFSConnection you configured earlier in the

course.
This will configure the Distribution, the Hadoop version, the NameNode URI, the Resource Manager, and the Hadoop user

name:

Hadoop Property IRepository j ||—DFS:I-DFSComecﬁon IZ'

~ Version
Distribution |E1wdera ;I g Version |Cioudera CDH5.8(YARN mode) ;IQ

r Configuration
MameMode URI | "hdfs://hadoopduster:8020™

Resource Manager I "hadoopduster:8032°
[ set resourcemanager scheduler address
[ set jobhistory address

O set staging directory

Use Datanade Hostnama q

) % =%

r Authentication
O use kerberos authentication 2

=2 ¥

Hadoop user name | "student”

5. USE YOUR DATABASE CONNECTION METADATA
Inthe JDBC Property list, select Repository, then browse to find the genericConnection Metadata.
This configures the Connection, the Username, the Password, and the Driver JAR values:

J0BC Property  [Repository _+|| [ DB (10BC):genericCannection ]
 Common arguments

Connection | “idbc:mysgl: {fhadoopduster; 3306 ftraining™ g
Username | “root” 0
[ The password is stored in a file

Password | FEEEEEES 0

Driver JAR e I

mysql-connector-java-5. 1. 30-bin.jar

&) %] 1 5] )

Class name | "com.mysgl.jdbc.Driver™

=2 ¥

6. IMPORT THE CustomersData TABLE
Inthe Table Name box, enter "CustomersData"and select Delete target directory.

7. CONFIGURE THE TARGET DIRECTORY
Select Specify Target Dirand enter
"/user/student/BDBasics/Sqoop Table".
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Your configuration should be as follows:

rImport control argurments

Table Mame I ['CustomersData"
File: Format Itextfile vl

Delete target directory

O append
O compress

D Direct
O specify Columns
[ use WHERE clause

O use query

Specify Target Dir | "luser fstudent/BDEasics)SqoopTable"

O specify Split By
O specify Mumber of Mappers

D Prink Log
Die on error

Run the Job and verify the results

As you did previously, you will run your Job and check the results in the Console and in H

RUN YOUR JOB AND VERIFY THE RESULTS IN THE CONSOLE
Examine the output in the Console.

1.

a.

b.
Reduce Job generated by the Sqoop import:

Note: Your Job Id will be different. The Id is the number following "job_...

1476871003091_0006.
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Run your Job and check the results in the Console. The last line should be an exit code equal to 0.

You can investigate what you see in the Console a little bit. For example, you can see the execution of the Map

Drg.apacﬁe.hadDDp.yarn.Dlient.api.impl.YarnClientImpl — Submitted application

job_1476871003091_0006
71003091_0006 running in uber node

[INFQ ]:

spplication 1476871003091_0006&

[INFQ ]: org.apache. hadoop.mapreduce. Job — The url to track the job:
http: - ~hadoopocluster: 8088-prozyv-application_ 1476871003091 0006~
[INFQ ]: org.apache. hadoop. mapreduce. Job - Running job:

[INFQ ]: org.apache. hadoop.mapreduce. Job — Job job 14768

falze

[INFO ]: org.apache. hadoop.mapreduce. Job — mnap 0¥ reduce 0X
[IHFQ ]: org.apache. hadoop mapreduce. Job - nap 75% reduce 0%
[INFQO ]: org.apache. hadoop. mapreduce.Job — map 100% reduce 0¥
[INFQ ]: org.apache. hadoop.mapreduce.Job —

Job job 147e871003091_000c completed successfully

".Inthe currentexample, the Job Id is



c. Rightafter, you willfind a recap of various counters:

[INFD ]: org.apache. hadoop. mapreduce.Job — Counters: 30
File Sy=sten Counters
FILE: Humber of bytes read=0
FILE: Number of bytes written=4903283
FILE: Humber of read operations=I0
FILE: Humber of large read operation==0
FILE: Number of write operation==01
HLDFS: Humber of bytes read=429
HDFS: Humber of bytes written=72788117
HDFS: Humber of read operations=16
HDFS: Humber of large read operations=0
HDOFS: Number of write operations==8
Job Counters
Launched map tasks=4
Other local map taslk=s=4
Total time =pent by all maps in occupied slotz (me)=41179
Total time =pent by all reduces in occupied =lots (m=)=0
Total time =pent by all map tasks (m=)=41179
Total voore—-seconds taken by all map tasks=41179
Total megabyte—=second=s taken by all map tasks=42167296
Map-Reduce Framework
Hap input records=1000000
Hap output record==1000000
Input =plit bytes=429
Spilled Record=s=0
Failed Shuffle==0
Herged Map outputs=0
GC time elapsed (m=s)=467
CPFT time =pent {m=)=31230
Fhy=zical memory (bytes) shapshot=1421729792
Virtual menory (bytes) snapshot=6308982784
Total committed heap usage (bytes)=2343043072
File Input Format Counters
Byte= Read=0
File Cutput Format Counters
Evtes Written=72788117
[INFO ]: org.apache. sgoop. napreduce . ImportJobBaze — Transferred 69 4162 ME in
20.836]1 second= (3.3315% HBr=ec)
[INFQ ]: org.apache.sgoop. nepreduce . InportJobBase — Retriewved 1000000 records.

Here you can see that 4 map tasks ran on the cluster and that the 1 million records were transferred in approx-
imately 21 seconds.

2. CONNECT TOHue AND VERIFY YOUR RESULTS
In Hue, use the Job browser to find your jobs and the File browser to find your data.

a. ToseeyourJobinHue, click Job Browser.
The Job Browser window willopen, and you will see the list of all your Jobs.

b. From the Console, find the Id of your Job. Then, in Hue, find your Job Id in the Job list. It should be followed by
green boxes, corresponding to a successful execution of Map and Reduce tasks:

Logs 1D Name Status User Maps Reduces Queue
B 1435566883520 0012 CustomerData jar student  IINES ONEANN  root student
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c. InHue, clickFile Browser and navigate to /user/student/BDBasics/SqoopTable:

# Home [ user ! student/ EDEasics /| SqoopTable #

4 Name Size
i
]
3 _SUCCESS O bytes
3 part-m00000 17.3 MB
[3 part-m00001 17.4 ME
3 part-m00002 17.4 MB
[3 part-m00003 17.4 ME

The data has been split in multiple parts.
d. Click part-m-00000:

{user ! student / EDBasics ! SgoopTable [ part-m-00000

1,Dwight,Hashington,Nashville,I1linois,tools, H, 2011-27-05 22:22:22.8

2, Harren, ddams ,01ympia, Hawaii, games,F,201@-12-02 @Q:22: 22,2

3, Hoodrow, Kennedy, Juneau,0klahoma, games,F,2012-1@-21 2@: 22: 2.2
4,5erald, Fillmore, Providence, Montana,clothing, F,2@11-22-23 2Q:02: 22, @
5,Benjamin, Clinton,Des Moines,Michigan,shoes,F,2@1@-12-15 @@:00:2a.@
6,Benjamin, Jefferson, Jefferson City,HMontana,electronics,F,2812-22-21 22:22:02.@
7,Richard, Johnson, Trenton,I11linois, games,F, 201@-@7-23 22: 22: 22, 2
&,Harren, Kennedy,Phoenix, Minnesota, movies,F,2012-29-158 00:22:22.8

9, Woodrow, Jackson, Denver,South Dakota,movies, M, 2@12-180-12 22:00: 28. @
1@,Calvin,Harrison,Raleigh,New York,electronics,F,2015-07-21 22:22:28.@
11, Harren,Nixon, fustin, Montana, games , F, 2014 -84 -29 22: 22: 28, @
12,John,Quincy, Denver, south Carolina,clothing,F,2@13-83-11 2@:22:08.@
13, Harren, Tatt,Pierre, New Hampshire, handbags,F,2010-201-20 22:22:22.8
14,Chester,Garfield, Juneau, Alaska, clothing, M, 2813-03-27 @2: 22:02. @

15, &braham,Harrison,Boise, New Mexico,movies, M, 2011-23-18 22:22:22.8
16,Richard, Taylor,0lympia,Mississippi,clothing,F,2013-26-15 22:22:28.@
17, Thomas, Yan Buren,Richmond,Indiana,shoes, M, 2@815-01-28 @2:02:02.a

18, Ulysses,Cleveland, Columbus ,Oklahoma,tools, M, 2011 -@5-25 22: 2@: @2, @
19,Harry, ddams, Sacramento, Pennsylvania,clothing, M, 2012-26-30 @2:22: 22, @

Here you can check that your data have been imported as expected.

Now that you have imported a MySQL table to HDF S using a tSqooplmport component, you can continue to experiment working
with tables. The next topic will show you how to create tables in HDF S with Hive.
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Creating Tables with Hive

Task outline

Hive is a data warehouse infrastructure tool used to process structured data in Hadoop. It is a database that resides on
top of Hadoop to summarize Big Data, and makes querying and analyzing easy.

Hive supports HiveQL, which is similar to SQL, but does not support the complete construct of SQL.

Hive converts the HiveQL query into Map Reduce code and submits it to the Hadoop cluster. Hive, through HiveQL lan-
guage, provides a higher level of abstraction over Java Map Reduce programming.

First, you will create Hive Metadata in the Repository. Then, you will use various methods to create Hive tables.

Create Hive connection metadata
As you did previously for the cluster and HDF S connections, you will create a Hive connection metadata in the Repository.
1. CREATEAHIVE CONNECTION METADATA
Right-click TrainingCluster in the Repository under Metadata/Hadoop Cluster, , then click Create Hive.

2. NAME THE METADATA
In the Name box, enter Hive Connection, then click Next.
3. CONFIGURE THE CONNECTION TOHIVE
Select the Hive Model and enter the port number.
a. Inthe Hive Model list, select Standalone.

b. Inthe Port box, enter 70000.
Your configuration should be as follows:

DE Type IHi'v'e j
Hadoop Cluster IF‘.epository j ITrainhg{Ziusber |
Version Info
Distribution ICIaudera j Version ICIDudera CDHS5., 8(YARN mode) j Hive Model; ISEndanne "'I
Hive Server Version IHive Server2 — jdbc:hive2:/f j

String of Conneckion |jdbc:hive2:!,rhadoopduster:1ﬂ000,fdehmt

Login | student
Password |

Server | hadoopduster
Part | 10000
DataBase | default
Additional JDBC Settings |
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4. TEST THECONNECTION TOHIVE

Click Check. You should have a successful connection message:
4 {EF Check Connection

"HiveCannection" connection successkul,

5. FINALIZE THEMETADATA CREATION

Click Ok and Finish to create the Hive connection Metadata.

The Hive connection metadata appears in the Repository under Hadoop Cluster/TrainingCluster. The Hive connection
metadata is also available in the Repository under Db Connections.

Create a Hive table manually

You willnow create a Job that will create a table and populate it with the customer's data.

1.

CREATEANEW STANDARD JOB
Create a new standard Job and name it HiveLoad.

ADD AtHiveCreateTable COMPONENT

Add a tHiveCreateTable and open the Component view.

The tHiveCreateTable component will create an empty Hive table according to the specified schema.
USE THE HiveConnection METADATA

Inthe Property Type list, select Repository , then browse to find the HiveConnection Metadata:

Property Type IF‘.epcsitor',.r j |DE[HWE}:HiueConnection IZ‘

D Use an existing connection

S::;E:ﬁnn |Cloudera ;I 7 Version |Cloudera CDH5.8(YARN mode) LI 0

r Connection

Connection mode Img Hive Server Im;

Host I "hadoopduster™ $ Pl::rtl "10000"
Database | "default™

Username | “student” ; Password I“"""""*_
Additional JDBC Settings | ™

Authentication
O use kerberos authentication 2

Encryption
D Use 551 encryplion g

Hadoop properties
O set Resource Manager | "hadoopduster:8032™

[ set Namenode URT | *hdfs:fhadoopeluster:8020”
Set resourcemanaaer scheduler address | “hadoopduster:3030™

Set jobhistory address | "hadoopduster: 10020"
O set Hadoop User

Use datanode hostname o
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4.

10.

USE THE CustomersData GENERIC SCHEMA
Inthe Schema list, select Repository then browse to find the CustomersData generic schema metadata.

READ THE CustomersData TABLE
Inthe Table Name box, enter "CustomersData".

SELECT THEACTION ON TABLE
Inthe Action on table list, select Create table if not exists:

Schema IREDUSitDI"f j |GENERIC:CustDmersData—metadata D Edit schema I:‘

Create Table
Table Mame "CustomersData"

Action on table |Create table if not exisks LI

Format | TEXTFILE =

D Set partitions
O =et file location

ADD AtHiveLoad COMPONENT
Add atHiveLoad component.
The tHiveLoad component will populate the table with data.

CONNECT WITH ATRIGGER
ConnecttHiveLoad to tHiveCreateTable with an OnSubjobOk trigger and open the Component view.

USE THE HiveConnection METADATA
Setthe Property Type to Repository and use the HiveConnection Metadata.

LOAD the CustomersData.csvFILE
Configure tHiveLoad to load the CustomersData.csvfile in a table named CustomersData.

a. Inthe Load action list, select LOAD.

b. Inthe File Path box, enter
"/user/student/BDBasics/Customers/CustomersData.csv".

c. Inthe Table Name box, enter "CustomersData".
d. Inthe Action on file list, select OVERWRITE.

~Load Data

Load action ILOF'.D v|

File: Path | " fuser|skudent/BOBasics/Customers/CustomersData, csv”
Table Mame | "Customershata"

O the target table uses the Parquet Farmat

Ackion on File IO'u'ER'u'u'RITE vI
O Local

O set partitions

You willnow run your Job and check the results in the Console and in Hue.

Run the Job and verify the results

1.

RUN YOUR JOB
Run your Job and check the outputin the Console:
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Srarerng jah Frmalosd a6 G058 F8-R 00 FREE

[INFO ]: bdbasic= hiwveload_0_1 Hiweload - TalendJob: 'Hiveload' - Start.
[ztatistic=] connecting to soclet on port 3979

[=tatistics] connected

[INFQO ]: bdba=ics hiveload 0_1 Hiveload — tHiveCreateTable 1 — Connection attempt to
'Jdbzhive? : ~~hadoopcluster: 10000 default’ with the ussrname 'student’'.

[INFQO ]: org.apache hiwve. jdbo . Utils — Supplied authorities: hadoopocluster: 10000
[INFO ]: org.apache hive. jdbc UTtils - Eesolved authority: hadoopocluster: 10000
[INFO ]: bdba=ics hiveload 0_1 Hiveload — tHiveCreateTable 1 — Connection to
'jdbz hiwve?l  srhadoopcluster: 10000-default’ has succesded.

[INFO ]: bdba=ics hiveload 0_1 Hiveload — tHiveload_1 - Connection attempt to
'jdbzhive? : ~shadoopcluster: 10000-default’ with the us=srname 'student’'.

[INFQO ]: org.apache hiwve. jdbo . Utils — Supplied authorities: hadoopocluster: 10000
[INFO ]: org.apache hive. jdbc UTtils - REesolved authority: hadoopocluster: 10000
[INFO ]: bdba=ics hiveload 0_1 Hiveload — tHiveload_1 - Connection to

'7dbc hive? sshadoopoluster: 10000 default’ haz succeesded.

[=tatistics] disconnected

[INFO ]: bdba=ics hiveload 0_1 Hiveload — TalendJob: 'Hiweload' - Done.

Jos Frmafosd amdad a6 G805 TE-FESGNE . fesr b codes=iT

The Job successfully executed. Now, you can check the resultsin Hue.

2. CONNECT TOHue AND CHECKYOUR RESULTS
InHue, use the Data Browsers to examine your CustomersData Hive table.

a. InHue,click Data Browsers.Then, click Metastore Tables:

Databases default

STATS

® Default Hive database & public (ROLE) & Location

TAELES

h for a table. @& View = Browse Data

Table Name Comment Type

|l customersdata =
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b. Clickthe customersdata table:

Databases default customersdata

Overview Columns (8) Sample Details

PROPERTIES STATS

EE Table & Location

& student 24 1 files

® Wed Oct 1904:52:21 PDT = O rows

2016 = 61788117 bytes

[ text & Mot compressed

COLUMNS (8)
Name Type Comment
1 Ll id int
2 |m firstname string
3 |ul lastname string
4 |ml city string
5 Ll state string
View more...
SAMPLE

This is the overview of your CustomersData table.
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c. Click Columns(8) to inspect the schema of the customersdata table:

Databases

Overview Columns (8)

Name

E

id

firstname

E

lastname

city

state

productc ategory

gender

[==] = =] (5] Lo L8] L8]

il purchasedate

default customersdata

Sample Details

Type Comment

int

string
string
string
string
string
string

timestamp

Note:The columns type have been automatically converted.

d. Click Sample:

Databases default customersdata

Overview  Columns (8)  Sample  Details

a4 id firstnam.

lastname ity tat

e B
(Y2

1l
D

 Open in editor

Dwight
Warten
Woodrow

Gerald

11
2 |2

3 3

4 |4

5 |5 Benjamin
6 6 Benjamin
7 7 Richard
8 8 Warren

9 |9 Woodrow

10 10 Calvin

1 |n Warren

Washington
Adams
Kennedy
Fillmore
Clinton
Jefterson
Johnson
Kennedy
Jackson
Harrison

Nixen

Nashville Illinois
Olympia Hawaii
Juneau Oklahema
Providence Montana

Des Moines Michigan
Jefferson City Montana
Trenton Iinois
Phoenix Minnesota
Denver South Dakota
Raleigh New York

Austin Montana

tools
games
games
clothing
shoes
electronics
games
movies
movies
electronics

games

Mzl |2

NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL

If you examine the results in the purchasedata column, you will see only NULL values. This is due to the fact that the
timestamp format of Hive is not equivalent to the date format in the Talend Studio. This leads to a failure in the data

conversion.

A possible workaround is to consider dates as String types.

You willnow experiment with another way to create a Hive table. You will use a Wizard which will automatically create a Hive table

from a file stored in HDFS.

Using the Hive table creation wizard

To create a Hive table automatically from the CustomersData.csv file stored on HDF S, you will have to change the perspective of the
Studio. You will move to the Profiling perspective, which is dedicated to Data Quality analysis on database or on HDF S, depending on

where you stored your data.

1. COPY CustomersData.csv TOHDFS

To make sure that the CustomersData.csv file is available for the following steps, run the PutCustomersData Job again.
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2. SWITCH TO THE Profiling PERSPECTIVE

In the upper-right corner of the Studio, click Profiling to open the Profiling perspective:

1=t | f_g Integration :QMediatio ﬁPrnFiIing

A raette Te®
IFind component. .. Ql =
Favorites

Recently Used

3. LOCATE THE HDFSConnection METADATA

Inthe DQ Repository, expand Metadata/Hadoop Cluster/TrainingCluster:

ol
=

i Data Profiling

@ Libraries

ElE Metadata

ﬂ] DB connections

®-§] FileDelimited connections

=-[] Hadoop Cluster

=4 TrainingCluster 0,1

=7 HOFs
+ HDFSCannection 0.1
=[] Hive

-l HBaseConnection 0,1}

----- ﬁ] HiveiZonnection 0.1
Eﬂ---'lf"" Recycle Bin

There, you will find the connection metadata you created earlier.
4. CREATEAHIVE TABLE FROM CustomersData.csv

From the CustomersData.csv file copied in HDF S, use the wizard to create a Hive table.

a. Right-click HDFSConnection. Then click Create Hive Table:
EE Metadata
i ﬁ-] DB connections
t D FileDelimited connections
El:l Hadoop Cluster
=1 TrainingCluster 0.1
=1 HoFs
ol e

5[] Hive E Edit HDFS

151 [ Retrieve Schema
- 31 |E3 Create Hive Table
- Recycle Bin

_reate Simple Analys
@ Import Tkems
Ga Export Items
3 Delete

i

The connection to HDF S will be checked and next, the wizard to create a Hive table based on a file stored in HDF S

will start.

b. Browse tofind the CustomersData.csv file under /user/student/BDBasics/Customers.
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c. Select CustomersData.csv and wait untilthe Creation status changesto Success:

New Scl

hema on *"HDFSConnection®

Add a Schema on repository

—Seleck files ko retrieve schemas

MName Filker: I
Mame I Type Size Column number I Creation status I ;I
= hiskary Falder
O hive Folder
O hue Folder
O impala Folder
O oozie Folder
O sample Falder
O sqoopz Folder
= E& student Folder
Oc= Trash Falder
O sparkstaging Folder
O staging Folder
= [ ECBasics Falder
=] = Customers Folder —
= CustomersData.csv File 53,9 Mb g Success I

i = =

As expected, the wizard detects 8 columns in the CustomersData.csv file.
Note: The Hive table creation wizard will convert all of the files under the selected folder. So, in the current
example, only the CustomersData.csv file will be converted because it is the only file in the Customers folder.

d. Click Next.
e. Inthe Schema, edit the columns' names as follows:
#»  Column0>/d
#  Column1 > FirstName
#»  Column2 > LastName
#  Column3 > City
#  Column4 > State
» Column5 > ProductCategory
#» Column6 > Gender
#  Column7 > PurchaseDate
Schema
| Colunin | Ke: | Type | bl M., | Diake Patkern (L. | Length | Precision | Default
LastMame [T string v 10 o
City [~ string v 14 ]
State [~ string v 14 ]
ProductCategory [T string v 11 o
Gender [ Character v 1 o
PurchaseDate]| [ Date I "dd-MM-yryy 10 0
r v
-£=| x| ﬁ}| &|uz.| |Ga| E@|
f. Click Next.

Inthe New Table Name box, enter CustomersData_auto.

Inthe Hive connection list, select HiveConnection , then click Finish.
The Hive table is created and then the wizard closes.

5. REFRESH THEHIVE TABLELIST
From the Repository, reload the Hive table list.
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a. Under DQ Repository>Metadata>DB connections>HiveConnection>default, right-click Tables and clickReload
table list:

= E Metadata
=181 DB connections
& DJ_ CDHS_Hive 0.1
[}y HBaseConnection(Unsupported)
=L} HiveConnection 0.1
= 2% default

& Dg%amumm | |
B

=-E customersdata

. {7 Columns (8)
| [ views (0}
#-[).. RemaoteMySQL 0.1

b. ClickReload in the Reload pop up message.
The CustomersData_auto table appears in the table list.

Verify the Hive table

You can check the table in the Studio or in Hue.

1. PREVIEW THEHIVE TABLE
From the Repository, preview the customersdata_auto Hive table.

a. Inthe DQ Repository, right-click the CustomersData_auto table, then click Preview:
EQ;; HiveConnection 0.1
: Elﬁg default
B[] Tables (3)
: E aggresuls
E customersdata

E . [ Views (0) T gl Semantic Discovery
B[ RemoteMySQL 0.1 i Match analysis
- genericConnection 0.1 o Table analysis

D FileDelimited connections

= o Column analysis
¥ Hadoop Cluster

Bl TrainingCluster 0.1 i Pattern frequency analysis
- =[] HOFs

% HDFSConnection 0.1 Calumn Filker
&[] Hive 57 Add task..,
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b. ThisPreview translates into a HiveQL query applied to your Hive table:

| @ @ = G J 7~ |[HveConnectionjstudent ¥] [ LmitRows: [100

1lelect * from ‘default'.'customersdata auto®

1]

1 [select * from “default. ] £3 |Messages |
a auto.id | @ auto.firstname | auto.lastname | customersdata_auto.city | auto.state | auto. productcategory | auto.gender | customersdata_at
1 Dwight Washington Nashville Tlinois toals M <nmull>
2 Warren Adams Olympia Hawail games F <null>
2 Woodrow Kennedy Juneau Cklahoma games F <null>
4 Gerald Filmore: Providence Montana dathing F <null>
5 Benjamin Clinton Des Moines Michigan shoes F <null>
[ Benjamin Jefferson Jefferson City Montzna electronics F <null>
7 Richard Johnson Trenton Tlinois games ¥ <null>
8 Warren Kennedy Phoenix Minnesota mavies F <null>
E] Woodrow Jackson Denver South Dakota movies M <null>
10 Calvin Harrison Raleigh Mew York. electronics F <null>
11 Warren Nixon Austin Montana games F <null>
12 John Quincy Denver South Carolina dothing F <null>
13 Warren Taft Pierre New Hampshire handbags F <null>
14 Chester Garfield Juneau Alaska dothing M <null>
15 Abraham Harrison Boise New Mexico movies M <null>
Thequeryis "select * from default.customersdata auto" and appearsinthe SQL Editor, atthe top of
the window.

The result appearsin the tab 1, displayed below the SQL editor.

2. VERIFY THE HIVE TABLE FROM Hue
Use the Data Browsers in Hue to check the customersdata_auto Hive table.

a. Tocheckthe new table in Hue, click Data Browsers>Metastore Tables, then click customersdata_auto in the

table list.

b. Click Sample:

Databases

Overview  Columns (8)

4 customersdata_auto.id

aslfl
2 2
a5
a |4
5 |15
6 6
77
8 8
9 |9
10 10
n |1
12 12
13 (13

default customersdata_auto

Sample  Details

customersdata_auto_firstname
Duight
Warren
Woodrow
Gerald
Benjamin
Benjamin
Richard
Warren
Woodrow
Calvin
Warren
John

Warren

customersdata_auto.lastname
Washington
Adams
Kennedy
Filmore
Clinton
Jefferson
Johnson
Kennedy
Jackson
Harison
Nixon
Quincy

Taft

_auto.city _auto.state _ autc y
Nashville Ilinois tools M
Olympia Hawaii games F
Juneau Oklahoma games F
Providence Montana clothing F
Des Moines Michigan shoes F
Jefferson City Montana electronics F
Trenton Ilinois games F
Phoenix Minnesota movies F
Denver South Dakota movies M
Raleigh New York electronics F
Austin Montana games F
Denver South Carolina clothing F
Pierre New Hampshire handbags F

You have covered the various ways to work with Tables with Hive.

Next step

You have almost finished this section. Time for a quick review.

98 | Big Data Basics - Participant Guide

_auto.gender

Zao

customers
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL
NULL



Review

Recap
In this lesson, you learned how to use Talend's Big Data components for Hive and Sqoop.

First, you imported a MySQL table to HDF S using the tSqooplmport component. The import was done through a Map-only Map
Reduce Job.

Next, you manually created a Hive table with the tHiveCreateTable component and populated it with the tHiveLoad component.

Last, you used the Hive table creation wizard to automatically create your Hive table from a file stored on HDFS.

LESSON 4 | 99



Intentionally blank



Processing Data and Tables in
HDFS

This chapter discusses:

Concepts

Processing Data and Tables in HDFS

Processing Hive Tables with Jobs

Profiling Hive Tables - Optional

Processing Data with Pig

Processing Data with Big Data Batch Job

Review



Concepts

“»talend

Processing Data and Tables in' HDFS

Outline °

® Lesson objectives

® Introduction to Hive QL

® Profiling Hive tables

® Processing data with Pig

® Processing data with a Big Data batch Job
® Lab overview

® Wrap-up

Lesson objectives °

After completing this lesson, you will be able to:

® Process Hive tables with a standard Job
® Process Hive tables in the Profiling perspective of the Studio
® Process data with Pig components

® Process data with a Big Data batch Job

Introduction to Hive QL °

e Hive QL is a high-level programming language similar to SQL
e If your data is stored as Hive tables, you can use Hive QL to process it

® Hive converts the request to MapReduce Jobs that are executed on your
cluster
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Introduction to Hive QL °

Retrieve all values SELECT * FROM table; SELECT * FROM table;

Select specific columns SELECT column_name SELECT column_name
FROM table; FROM table;

Select some values SELECT * FROM table WHERE SELECT * FROM table WHERE

rec_name= “value”; rec_name= “value”;

Count SELECT COUNT(*) FROM table; SELECT COUNT(*) FROM table;

Retrieve information SELECT from_columns FROM table SELECT from_columns FROM table
WHERE conditions; WHERE conditions;

Profiling Hive tables

Switch to the Profiling

perspective Start the overview analysis wizard

e Run the overview analysis

e Start the column analysis wizard

\‘_!'/ Select indicators

Profiling Hive tables

Right-click the Hive
connection metadata and
click

Start the overview analysis wizard

Overview analysis

9 Run the overview analysis

5 |[Tgitegration: 33 Medat

B pee >

T o -
Favorites Start the column analysis wizard
Recently Used

\‘b Select indicators

Profiling Hive tables °

Start the overview
ELELSS

e
Overview Analysis.

o Start the overview analysis wizard

e s g

() 2 Run the overview analysis

e Start the column analysis wizard

\:!y Select indicators
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Profiling Hive tables

In the Repository, right-

dicka Lo Ehe e diE o Start the overview analysis wizard

Column analysis
9 Run the overview analysis

. 3 Start the column analysis wizard

@ Select indicators

Profiling Hive tables

Select the columns to be

0 Start the overview analysis wizard

e Run the overview analysis

Start the column analysis wizard

Tt [ cmnii [ e

st | ot
9 Select indicators
(I

Profiling Hive tables -9

Column Analysis

Pre——

_— o Start the overview analysis wizard
s
e Run the overview analysis

. Start the column analysis wizard
e ort You can customize the e Y

stk ot analysis by selecting
= specific indicators

o [T

Select indicators

Profiling Hive tables o

Analysis results are
displayed on the Analysis
Results tab

Q 5 Run the column analysis

104 | Big Data Basics - Participant Guide



Processing data with Pig °

Apache Pig is a platform for analyzing large data sets. It consists of a high-
level programming language, Pig Latin, which opens Hadoop to non-Java
programmers. Pig Latin also provides common operations to group, filter,
join, or sort data.

Pig provides an execution engine on top of Hadoop. The Pig Latin script is
converted in MapReduce code that is executed on your cluster.

Processing data with a Big Data batch Job °

Duplicate a Standard Job

X . Select the Job type and framework
In the Job Type list, select Big Data

Batch
In the Framework list, select
MapReduce 9 Retrieve the Hadoop configuration

{© puplicate [x]
9 Complete the configuration

Input new name:

MRProcessing o

20b Type: [6o Dt Batcn =] Framework: [Meprec] [

lspneduce 1] :l, Run the Job
== 4

Processing data with a Big Data batch Job °

Select the component
from which to retrieve

o Select the Job type and framework
the configuration.

() 2 Retrieve the Hadoop configuration

do you wnk toretrieve hadoop configuration of

Which node
MRProcessing 0.1 from?

[F—
‘@;ﬁ?ﬁFSCemmm e Complete the configuration
A!. Run the Job
Processing data with a Big Data batch Job °

Before running the Job,
confirm that the Hadoop o Select the Job type and framework
configuration is correct.

In this example, the

Resource Manager value X . .
is missing. Retrieve the Hadoop configuration

. 3 Complete the configuration

\:Jy Run the Job

5 ) ] )
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Processing data with a Big Data batch Job o

o Select the Job type and framework

" o B #2) Retrieve the Hadoop configuration
5 =
79 Complete the configuration
‘)\;!,/ Run the Job
Lab overview °

When your tables and data are stored on HDFS, you need to process them to
extract useful information

In this lab, you will use different strategies to process your tables and data

® Use HiveQL language in a standard Job
® Use the Profiling perspective to analyze Hive tables
® Process data with Pig components

® Process data with a Big Data batch Job

Wrap-up °

e Introduction to Hive QL
m Hive QL is a high-level programming language similar to SQL that lets you process and query
Hive tables
® Profiling Hive tables
m Using the Profiling perspective, you can interactively extract useful information from
your Hive tables
® Processing data with Pig
m Apache Pig is a platform for analyzing large data sets

® Pig Latin is a high-level programming language

® Processing data with a Big Data batch job
® In Big Data batch Jobs, the cluster configuration is at the Job level
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Processing Data and Tables in HDFS

Use case

Once stored in HDF S, you will need to process your tables and data to extract useful information.
Depending on your data type, you can adopt various strategies.

If your data is stored as Hive Tables, Hive QL might be the best way to address your needs. Hive QL is a high level pro-
gramming language similar to SQL. Hive converts the request as Map Reduce Jobs that will be executed on your cluster.
In this lesson, you will analyze Hive tables with a Job or with the Profiling view of the Studio.

If your data is stored as text files, one option is to use Pig. Pig Latin is a high-level language providing common operations
to group, filter and join data. The Pig Latin script is automatically converted in Java Map Reduce code to be executed on
the cluster. Talend provides components to use Pig with minimal programming efforts.

Another way to process your data, covered in this lesson, is to use a Big Data Batch Job. This kind of Job automatically
converts the components in Java Map Reduce code that will be run on the Cluster.

Objectives

After completing this lesson, you will be able to:
#» Process Hive tables with a standard Job
»  Process Hive tables in the Profiling perspective of the Studio
» Process data with Pig components

» Process data with a Big Data Batch Job

Before you begin
Be sure that you are in a working environment that contains the following:

» Aproperly installed copy of the Talend Studio
» A properly configured Hadoop cluster

#»  The supporting files for this lesson

First, you will use Hive to process the tables created in the previous lesson.
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Processing Hive Tables with Jobs

Task outline

guage, Hive provides a higher level of abstraction compared to Java Map Reduce programming.

You willnow analyze the customers data table you created in the Working with Tables lesson.

Data Quality functions of the Studio over your Hive tables.

Hive table.

Atthe end of this lab, your Job will look like the following:

—
HiveE; ;ectinn
dJ
Cnsulfjobok
—
100000 raws in 19,625 Siea 14 rowsin 1,725
50795, 54 romis B. 16 romisds
= [ ) "
FOWE (Main) .%. rowl (Main)
tHivelloak_2 taggregateRow_1
[«
Cnsulfjobok
—

Hive converts the HiveQL query into Map Reduce code and then submits it to the Hadoop cluster. Through HiveQL lan-

Using the Studio, you can analyze your data with your own Hive queries or you can use the Profiling view and use the

You will use various components to extract useful data from a Hive table, processiit, and then store the result in another

Extracting useful data
The first step is to collect useful data from the CustomersData Hive table you previously created.
You will limit your investigations to the first 100 000 rows of the table.
1. SWITCH TO THE Integration PERSPECTIVE
In the upper-right corner of the Studio, click Integration to open the Integration perspective.

2. CREATEANEW STANDARD JOB
Create anew Standard Job and name it HiveProcessing.
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3. ADD AtHiveConnection COMPONENT
Add a tHiveConnection component which uses the HiveConnection metadata.
a. Inthe Repository, click HiveConnection under Metadata/Hadoop cluster/TrainingCluster/Hive.
b. Dragittothe Designer.
c. SelecttHiveConnection inthe Components list and click OK.
4. ADD AtHivelnput COMPONENT
Add a tHivelnput component which uses the existing connection to Hive.
a. AddatHivelnput componentand connect it with an OnSubjobOk trigger.
b. Openthe Component view.
c. Selectthe Use an existing connection option.
d. EnsurethattHiveConnection_1isselected onthe Component List.
5. CONFIGURE THE SCHEMA
Setthe Schema to Repository and then use the CustomersData generic schema metadata.

6. CONFIGURE THE TABLE NAME
Inthe Table Name box, enter "CustomersData".

7. READ THEFIRST 100,000 ROWS OF THE TABLE
In the Query box, you will enter the HiveQL query that will be sent to the cluster.
As mentionned in the Overview, the investigations will be limited to the first 100 000 rows.
In the Query box, enter:
"select * from CustomersData where CustomersData.Id<=100000"
Your configuration should be as follows:

wp tHiveInput_1 el =

Basic settings Use an existing connection  Component List | tHiveConnection_1 - HiveConnection ﬂ *

Advanced settings Schema IRBDDSitUI’V LI IGENERIC:CustomersData—metadata El Edit schema D

Drvnamic setkings

Table Mame "CustomersData”

View .
Query Type IBLuIt—In 'I GuUess Query | Guess schema

Documentation
Parquet is only supported if the distribution uses embedded Hive version 0,10 or later,

Walidation Rules
O This query uses parquet objects

Query "select* from CustomersData where CustomersData.ld<=100000"] =

o o

Process data
You willnow aggregate the data and store the resultin HDFS.
1. ADD AtAggregateRow COMPONENT

Add a tAggregateRow component, connect it with the Main row, and then, open the Component view.

2. CONFIGURE THE SCHEMA

Configure the schema to have 3 output columns named ProductCategory, Gender and Count. The first 2 columns are
strings and the third one is an Integer.
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a. Click Sync columns and then click(...) to edit the schema.

b. Configure the output schema to have 3 columns named ProductCategory, Gender and Count, as follows:
tAaggregateRow_1 {Cukput)

| olumn | key | Tvpe | Wl L | Dake Patke. ..
ProductCateqory [T string v
Gender [T string v
Caunk - Inkteger v

c. Click OK to save the schema.

3. CONFIGURE THE AGGREGATION

Configure the Group by and Operations tables to aggregate your data by ProductCategory and Gender.

a. Clickthe green plus sign below the Group by table to add 2 Output column: ProductCategory and Gender.

b. Clickthe green plus sign below the Operations table to add Countto the Output Column.
c. Inthe Function column, select count.

d. Inthelnput column position column, select ProductCategory.
Your configuration should be as follows:

m =0
=) tAggregateRow_1 =8 |
Basic settings Schema Edit schema =
Advanced settings Group by Cutput colurn | Input colurmn pasition |
Dynamic settings ProductCategary PraductCategary
Wigw Gender Gender
Docurmentation
validation Rules
3 1 el R
Operations Cutput colurn | Function | Input colurmn pasition | [ | TIgnore null v... |
Count count ProductCateqary r

#| x| o] o] B @] @ -

4. ADD AtHDFSOutput COMPONENT AND CONFIGURE THE TARGET FOLDER

Add a tHDFSOutput component. Configure it to use the HDFSConnection metadata and to write the results in the /user-
/student/BDBasics/Hive/agg_results folder.

a. Inthe Repository, cick HDFSConnection under Metadata/Hadoop cluster/TrainingCluster/HDF S.
b. Dragittothe Designer.

c. SelecttHDFSOutputin the Components list, then click OK.

d. ConnecttAggregateRowto tHDFSOutput with the Main row and then open the Component view.
e. IntheFile Name box, enter
"/user/student/BDBasics/Hive/agg_results".

This will save the aggregation resultsin HDFS. The last step is to transfer the results in a Hive table.

Transfer results to Hive

1. COPYTHEOUTPUT SCHEMA
In the tHDF SOuput component, copy the schema. It will be reused in a tHiveCreateTable component.
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a. InthetHDFSOutput Component view, click(...) to edit the schema.

b. SelectProductCategory,Genderand Count in the Input or Output table, then copy the schema:

tHDFSOukput_1 {Oukput)

Zolurnn Ke Type M, | Dake Pat... | Len... | Pre... | Do | Cou

Pro IIjIJI_tI_:h—‘

rumu—ummmum
fcoort | M@ ;e | g | | o | | |

| %] 5] 2]

c. Close the schema window.

ADD AtHiveCreateTable COMPONENT AND CONNECT IT
Add a tHiveCreateTable below tHivelnput and connect it with an OnSubjobOk trigger.

CONFIGURE tHiveCreateTableE

|5|||"

2] %] @ W]

Configure the tHiveCreateTable component to create a table named AggResults with the previously copied schema.

a. Openthe Component view.
b. Selectthe Use an existing connection option.
c. Click (...) to edit the schema.

d. Paste the Schema:
Schema of tHiveCreateTable_1

tHiveCreateTable_1

|C0|umn |DanIumn |Ke |T |DBT D | N..|Date... |L |Pr...

i
2| x| o] 2] e] alfs| @f o]l
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e.

Inthe DB Type column, select STRING for ProductCategory and Gender and then, select INT for Count:

Schema of tHiveCreateTable_1

tHiveCreateTable_1

|COIumn |DbCqumn |Ke |T pe |DBT pe | vl M. |Date... |L |Pr...|D..
Product,.. ProductCate.., | String  STRING v |
Gender Gender [T string  STRIMG v o
Count Counk |- Integer IMT I ]

4]
JE2 I3 IR s e et T T R Y

Click OK to save the schema.

Inthe Table Name box, enter "AggResults".

Inthe Action on table list, select Create table if not exists.
Your configuration should be as follows:

+m tHiveCreateTable_1

Use an existing connection

Basic settings

Component Lisk ItHiveConnection_l - HiveConnection LI *

Advanced settings

Drynamic settings Schema Edit schema El
View Create Table
Docurentatian Table Mame | Iaggresults”

Action on table
Formak | TEXTFLLE =]

D Set partitions
O set: file location

|Create table if not exists - |

 Row Format
Set Delimited row Format

Field [y
O collection Tkem
O Map key

O Line

*[] Escape

D Die on error

4. ADD AtHiveRow COMPONENT
Add a tHiveRow component below tHiveCreateTable and connect it with an OnSubjobOk trigger.

5. CONFIGURE tHiveRow
In the tHiveRow component, write a query to populate the AggResults Hive table with the agg_results file.

a.
b.

C.

In the Component view, select the Use an existing connection option.
Copy the schema in tHiveCreateTable and paste it in the schema of the tHiveRow component.
Click OK to save the schema.

In the Query box, you will be able to write your own HiveQL.

The query in a tHiveRow component is executed at each flow iteration in your Job. In the current Job, the query will
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be executed only once to transfer the data from the HDF S file to the AggResults Hive table.

In the Query box, enter:

"LOAD DATA INPATH

' /user/student/BDBasics/Hive/agg results' OVERWRITE INTO TABLE AggResults "

Note: Copy and paste the Query from the LabCodeToCopy file in the C:\StudentFiles\BDBasics folder.

e. Your configuration should be as follows:

f - =o0|
tHiveRow_1 o) =
Basic settings Use an existing connection  Component List ItHiveConnection_l - HiveConnection = | *
advanced settings Schema IBuiIt-In vI Edit schema l:‘ Table Mame | "
Dynarnic setkings Query Type IBuiIt-In vI Guess Query |
Wi
Parquet is only suppaorted if the distribution uses embedded Hive version 0,10 or later,
Documentation
O This query uses parquet objects
Yalidation Rules . _
Query BDBasics/Hive/agy_results' OWERWRITE INTO TABLE AggResults [«

4] 1o

Your Job is now complete. It's time to run it and check the results.

O wie on error

Run the Job and verify the results

1. RUNYOURJOB
Run your Job and check the results in the Console:

[WARH ]1: org.apache hadoop.util NatiwvelCodeloader — Unable to load native-hadoop
ibrary for wour olatforn y=ing bpdltin—davs ~ls==== wh=t= _srnli~=hl=
ERROE]: org.apache hadoop.util Shell - Failed to locate the winutils binarv in the
iadoop binarvy path
ava . 10, I0Exception: Could not locate executable null-bin™winutil=.exe in the
{ladoop binaries.

at org.apache. hadoop. util Shell getlualitiedBinPathichell . jawa: 365

at org.apache. hadoop.util . Shell getWinUtilsPath{Shell java:370)

at org.apache. hadoop.util . Shell . <clinit>{Shell. java:363)

at org.apache hadoop.util StringUtils. cclinit:{Stringltils. java:?9)

at org.apache. hadoop. security . Groups. parseStaticHMappingliGroups. java: 104)

at org.apache hadoop. security. Groups. <init:(Groups. java:86)

at org.apache. hadoop. security.Groups. <init:(Groups. java . 66)

at
org . apache . hadoop. security . Groups . getUzerToGroupsHappingService{Groups . java: 280)

at
org . apache hadoop . =ecurity  UserGrouplnformation. initialize(TzerGrouplnformnation. jav
2:283)

at
org.apache. hadoop. security . UserGrouplnformation. ensurelnitialized|UserGrouplnformat
ion.java:260)

If you did not include the extra JVM argument as explained in the first lab, you will see an error message regarding the
winutils.exe binary not being available in the Hadoop binaries. In the current Job, this error won't prevent the Job to succeed
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but it could in some cases.

2. FIXTHE winutils.exe ERROR
Using the Advanced settings tab, set the Hadoop home directory to the location of the winutils.exe file.

a.
b.

C.

Inthe Run view, click Advanced settings.
Select the Use specific JVM arguments option.
Click New....

Inthe Argument box, enter:
-Dhadoop.home.dir=C:/tmp/winutils

j Set the ¥M Argument

| Dhadoop. home. dir=C: fimp)winutils

Argurnent:

8]4

Zancel

Click OK to save the new argument and run your Job again.
The Job should run successfully without error messages:

— Done.

[INFZ ]: bdbasics. hiveprocessingjob 01 HiveProcessingJob — tHDFSOutput_ 1 — Start
to work.

[INFD ]: org.apache hadoop. conf Configuration. deprecation — f= default name is

deprecated. Instead, u=e f= defaultFS

[WAEH ]: org.apache.hadoop. util HativeCodeloader — Unable to load native-hadoop
librarvy for your platform... using builtin—java classes where applicable
HiweFProces=zingJobh - tAggregateRow 1 AGGIN —

[INFD ]: bdba=zics. hiwveprocessingjob 0_1.
Start to work.

[INFC ]: bdbasics. hiveprocessingjob 0 1.
Retrieving the aggregation results.
[INFD ]: bdba=zics. hiwveprocessingjob 0_1.
Done .

[INFC ]: bdbasics. hiveprocessingjob 0 1.
records count: 14 .

[INFD ]: bdba=zics. hiwveprocessingjob 0_1.
[INFZ ]: bdba=zics. hiveprocessingjob 0_1.
Start to work.

[INFD ]: bdba=zics.hiveprocessingjob 0_1.
Done .

[INFZ ]: bdba=zics. hiveprocessingjob 0_1.
worlk .

[INFD ]: bdba=zics.hiveprocessingjob 0_1.

HiveProocessingJob
HiweFProces=ingJaoh
HiveProocessingJob

HiweFProces=ingJaoh
HiwveProces=ingJaoh

HiwveProces=singJob
HiwveProces=ingJaoh

HiwveProces=singJob

tiggregateRow_1_AGGIN —
thggregateRow_1_AGGIN —
tHDFSOutput_1 — Written

tHDFSOutput_1 — Done.
tHiveCreateTable 1 -

tHiveCreateTable 1 -
tHiveRow_1 — Start tao

tHiveRow_1 - Done.

INFO ]: bdbazics. hiveprocessingjob_0_1.
HiveProcessingJob' — Done.

HiwveProces=ingJaoh

fabh Frmafrocsssrnadoh anded a6 17045 GRS E farT s codesing

TalendJaob:

3. Evenifit's not clearly stated in the Console, the HiveQL query executed on the Cluster in the tHivelnput component,. You
can see the Job generated in the Hue Job Browser:

o

Job Browser

Usermname | [earch for usemarne Text | Search for text

Logs

1D Name

1435824313304_0107 select * from Custorne...omersData. ld==100000{Stage-1)

4. Usingthe Hue File Browser, navigate to
/user/student/BDBasics/Hive:
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B File Browser

Search for file name & Actions w *® Move to trash  ~
# Home [ user/ student/ BDBasics/ Hive &
4 Name
1
]

The folder is empty because the data have been transferred to the Hive table, deleting the file on HDF S.

Size

5. InHue, clickData Browsers>Metastore Tables. The table AggResults should be in the table list.

6. Click AggResults, then click the Sample tab:
Databases default aggresults

Columns Sarnple Properties

- productcategory
1] clothing

1 games

2 movies

3 electronics
4 maovies

5 games

4] shoes

7 electronics
g handbags
9 tonls

10 tools

1 shoes

12 handbags

13 clothing

m =z M =z M M =z X M =X M M =T I

gender

User
student

student

count

B572
7166
7190
7153
7m

7172
7220
7162
6930
7201
7175
7170
7230
7106

You have processed your Hive Table with various components such as tHivelnput and tHiveRow. You will now process your Hive

table using the Profiling perspective of the Studio.
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Profiling Hive Tables - Optional

Task outline

Using the Studio, you can run various analysis over your Hive tables. In this exercise, you will use the Profiling view of the
Studio to run analysis of your Hive connection, Hive Tables, and columns.

Hive connection analysis

1. SWITCH TO THE Profiing PERSPECTIVE
In the upper-right corner of the Studio, click Profiling to switch to the Profiling perspective.

2. REFRESHTHEHIVE TABLELIST
From the DQ Repository, reload the list of Hive tables.

a. Inthe DQ Repository, under Metadata/DB connections, you will see your HiveConnection.
Right-click HiveConnection/default/Tables, then click Reload table list:

Eﬂ-] DB connections

----- [} HBaseConnection{Unsupported)

=L HiveConnection 0.1

- -5 default

R Tobies (i P
E aggl @ Reload table list |

F-E customersdata
#H-E customersdata_auto

b. ClickReload inthe Reload pop up message.
This willupdate the table list :
H

§ It I ey o e N

El%.= HiveConnection 0.1

: E?g default

=l Tables (3)

---EEEI aogresults

---E cuskomersdata
+-E customersdata_auto

i " Wiznae 1Y
As expected, you will find the AggResults, CustomersData, and CustomersData_auto Hive tables.
Now, you will start the Overview Analysis of HiveConnection.
3. CREATE AN OVERVIEW TABLE
Create an Overview Analysis on the HiveConnection metadata.

a. Right-click HiveConnection under DQ Repository/Metadata/DB connections, then click Overview
analysis:
] “y Relnad database lisk
[} Open
' E_'| Duplicate
Package Filter
* o Add task...
; [53) Import Ttems
1 Ligl Export Items
¢ 3 Delete

b. Inthe Name box, enter OverviewAnalysis and click Next.
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Itis possible to filter the tables of interest by using the Table name filter and View name filterboxes. In this lab,
you willkeep these boxes empty.

d. ClickFinish.
Your analysis appears in the DQ Repository, under Data Profiling/Analyses:
Eli Data Profiling
i Ell:l Analyses (1)
G Creerviewdnalysis 0,1
o I:I LW
&-[& Libraries
EIEI Metadata

4. START THE ANALYSIS
The OverviewAnalysis opens so that you can examine the Analysis settings.
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Click the green arrow to start the analysis:

& & u[e]

Overview Analysis

+ Analysis Metadata
Set the analysis properties,

Mame: | Crvervienaanalysis

Purpose: |

Description:

Author: | user@talend.com

Skatus; Idevelopment vl

+ Analysis Parameters

Mumber of connections per analysis | 5

Filker on tables: |

Filker on views: |

[ Reload databases

+ Context Group Settings
The conkext values that can be used for this editor

Defaulk

Mame | Value

5. EXAMINE THERESULTS

At the bottom of the Connection Analysis window, you will find the Analysis summary:
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~ Analysis Summary

DEMS:
Server:
Fort:

Hive Creation Date:
Execution Date:
Execution Duration:

Connected as: student Execution Status:

Catalogs
Schemas:

2ul 16, 2015 2:05:09PM
Jul 16, 2015 2:05:14 PM
78,7675
success

a TIOMDET OF EXeoeon

T

1 Last Successful Execution: 1

~ Statistical Information

Schema [ #rows [ atables [ #rowsftable [ #views [ #rowsfvien [#heys [ #indexes
i e
default 2000014 3 e6671.33 i [ 0 0
Table [ #rows #keys [ #indexes [ View [ #roms
EH customersdata 1000000 i i
[ agaresults 14 0 0
EH customersda, . 1000000 0 0

In the Analysis summary, you should see that the analysis was successful. There is 1 schema, named default. To get more
details, click default. In the table below, you will get 3 tables, named customersdata, customersdata_auto, and aggres-

ults.

As expected, CustomersData and CustomersData_auto have 1 million rows, and AggResults has 14 rows.

Now that you have an overview of your Hive Tables, you can move to the next step, which is to analyze each table.

Hive tables analysis

In the Profiling view, you can easily refine the kind of analysis needed to suit your needs. You will now focus on the CustomersData

table.

1. VISUALIZE THE customersdata HIVE TABLE
From the DQ Repository, display the customersdata Hive table.

a.

Right-click customersdata under DQ Repository/Metadata/DB connections/HiveConnection/default/Tables, then

click Preview:
EQ:; HiveConnection 0.1
: EEE default
=[] Tables (2
C m-E agoresults

=6 ﬁSemantlc Discovery

------ [ views (o) ]

Qﬁ RemateMySaL 0.1 ﬁ Match analysis
I genericConnection il Table analysis
[ FileDelimited conne i Column analysis

:2?_;"" Hadoop Cluster L Pattern frequency analysis
EH};‘ TraimingClusker 0.1
[+

[ HoFs Columin Filker ;
[ Hive < Add task...

----- B HRacarane

This willopen a SQL Editor window which is splitin two parts.
The upper partis the request submitted to preview your table:

B % 03 = E 5 7 - ||HiveConnection/student ¥ I Limit Rows: | 100

1select * from “defaunlc’. customersdatca’
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The bottom partis a preview of the CustomersData table:

customersdata.id | customersdata firstname | customersdata.lastname | customersdata.cit: | customersdata.state | customersdata. productcategor | customersdata.genderl customersdata. purchas
1 Dwight ‘Washington Mashville Tlinois tools M <null =
2 Warren Adams Olyrpia Hanwaii games F <null =
3 Woodrow Kennedy Juneau Oklahoma games F <null=
4 Gerald Fillmore Providence Monkana clothing F <null =
5 Benjarnin Clinkon Des Maines Michigan shoes F <null=
] Benjamin Jefferson Jefferson City Monkana electronics F <null =
7 Richard Johnson Trentan Tlinois games F <null =
8 Warren Kennedy Phoenix Minnesota maovies F <null= H
El Woodrow Jackson Dieriver South Dakota movies L] <l
10 Calvin Hattison Raleigh Mew York. electronics F <null=
11 ‘Warren Mixon Austin Monkana games F <null =
12 Johin Quincy Dierrver South Carolina clothing F <null =
13 Warren Taft Pierre New Hampshire handbags F <null=
14 Chester Garfield Juneau Alaska clothing M <null =
15 Abraham Harrison Einiser Mew Mexica miovies ™ “null >
16 Richard Taylor Olympia Mississippi clothing F <null =
17 Thomas Wan Buren Richmand Indiana shoes ™ “null
13 Ulysses Cleveland iZolumbus Cklahoma tools M <null =
19 Harry Adams Sacramenta Pennsylvania clothing M <null =
20 Millard Roosevelt Columbia Kansas games F <null=
21 Harry Kennedy iZharleston MNews Hampshire shoes M <null =
22 Theodore McKinley Annapolis Delaware clathing F <null=
23 Herbert: Kennedy Pierre Missouri games F <null =
24 Millard Eisenhower Lincoln Indiana movies F <l
25 Millard Roosevelt Sacramento Michigan clathing M <null=
26 Jirnny Eisenhower Albany Kansas mavies M <null =
27 Millard Adams Topeka Mew York. electronics M <null=

2. CREATEATABLEANALYSIS
From the DQ Repository, create a Table analysis on the customersdata table. Add a filter to examine data corresponding to
women.

a. Right-click customersdata and click Table analysis.

] — 1 s
r_—l Views ﬁ Semantic Discavery

mokeMySGl gl Makch analysis

- e
nericConne able anal

zlimited cc g Column analysis

op Cluster ﬁ Pattern Frequency analysis

ainingiZluske :
|, Preview
1 HOFS F
1 Hive Colurn Filker

-3}l HEase o7 Add task,..

b. Inthe Name box, enter TableAnalysis and click Finish.

c. TheTableAnalysis window opens. By default, a row count operation is proposed. You willadd a filter to count the
number of rows where the customer isa woman.
Inthe Where box, in the Data Filter tab, enter customersdata.gender="F
+ Data Filter

Edit the data Filker:

Where | customersdata, gender="F

d. Clickthe green arrowicon to start the analysis.
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e. Ontherightside of the Table Analysis, you will find the result of your request:

500,000
450,000
400,000
350,000

E 300000

& 250,000
200,000
150,000
100,000

50,000

1]

You will continue to investigate your data, running analysis on some columns of the CustomersData table.

Column analysis (optional)
1. CREATEACOLUMN ANALYSIS

Row Count

Simple Statistics

From the DQ Repository, create a Column Analysis named ColumnAnalysis.

a. Right-click customersdata under DQ Repository/Metadata/DB connections/HiveConnection/default/Tables, then

click Column Analysis:

#-E0 I
r_—l Yiews ﬁ Semantic Discovery

amiokeMySol ﬁ Match analysis
nericConne ﬁ Table analvsis

zlimited cd B column analysis

op Clusten ﬁ Pattern Frequency analysis

Il =

ainingCluste S
FENIEIN
1 HOFS S _
) Colurnn Filker
1 Hive

m,j HEase ':::' add kask. .,

b. Inthe Name box, enter ColumnAnalysis, then click Finish.

The Column Analysis page opens.
2. CONFIGURETHE COLUMN ANALYSIS

As the analysis can be time consuming, you will need to reduce the scope of the analysis. You willexclude the id, firsthame,

lastname, city, and purchasedate columns.
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a. Under Data preview, click Select Columns, then select the state, productcategory and gender columns:

olumn Selection

Colurnn Selection

E-FEE default B id(INT)
E-[F [ Tables (3) B Ffirstname(STRING)
Dﬁ aggresulks g lastname(STRING)
[FIE2 customersdata g cityiSTRIMNG)
: DE customersdata_auto g state(STRING)
[ Dr_‘l Views (0) § productcategorySTRING)
§ gender(STRING)
g purchasedatef TIMESTAMP)
Tahle filker: |ty|:|e filker besck Calurin Filker: |ty|:|e filker texk
Select all | Deselect Al

oK I Cancel

b. Click OK to save the selection.

3. EXAMINE THE ANALYSIS CONFIGURATION
Under Analyzed Columns you will find state, productcategory and gender columns.
Click the plus sign next to state to view the details of what will be analyzed in the state column:

+ Analyzed Columns

= Select Indicators E= Run

Analyzed Columns | Datamining Type | Pattern | DI | Operation |
B B state (STRING) [Mominal =] [ 4
Row Count x
Null Count X
Distinct Count I:l X
Unigue Count I:l X
Duplicate Count I:l X
Blank Count I:l X
productcategory (STRING) Mominal _~ I ‘S’ ®
B gender (STRING) [Nominal =] & b 4

You will see basic information about your columns, such as the number of rows, the number of blank or null values, the num-
ber of distinct count.

4. CONFIGURE THE EXECUTION ENGINE
Inthe Analysis Parameters tab, you can choose the execution engine: SQL or Java. To send your requests to the cluster,
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select SQL, then click the green arrow icon:

Run Analysis

Create SOQL statements

[™ Always run in background

Fun in Background I

Cancel

Details ==

CONNECT TOHue

While the analysis is running, you can go in to the Hue Job Browser and follow the execution of the Map and Reduce tasks

launched by the Column Analysis:

Hame

SELECT COUNT(state) FROM default.custam..."(Stage-1)

SELECT COUNT(™ FROM (SELECT state...myquery(Stage-2)
SELECT COUNT(™ FROM (SELECT state...myquery(Stage-1)
SELECT COUNT™ FROM (SELECT state...myguery(Stage-2)
SELECT COUNT(™) FROM (SELECT state...myquery(Stage-1)
SELECT COUNT(™ FROM (SELECT DISTINCT st.. A{Stage-2)

SELECT COUNT(™ FROM (SELECT DISTINCT st. A{Stage-1)

EXAMINE THE ANALYSIS RESULTS

Status

User

student

student

student

student

student

student

student

Maps
T

Reduces  Queue

i

root. student

root. student

rogt. student

root. student

root. student

root. student

root. student

At the end of the execution, open the Analysis Results tab. There you will find the results of each analysis of the state, pro-

ductcategory and gender columns.
~ Column: customersdata.state =]

~ Simple Statistics

 Column: customersdata.productcategory [

~ Simple Statistics

Label [ Count [ [
Row Count 1000000.00 100,00°%

Mull Count 0.00 0.00%

Distinct Count 50.00 SE-3%

Unigue Count 0.00 0.00%

Duplicate Counk 50.00 SE-3%

Blank Count 0.00 0.00%

Label [ Count [ %

Row Count 100000000 100.00%
Mull Count n.o00 0.00%
Distinet Count 7.00 TEA%
Urigue Count 0.00 0.00%
Duplicate Count 7.00 TE-4%
Blank Count .00 0.00%

Count

Count

1,000,000
900,000
200,000
700,000
500,000
500,000
400,000
300,000
200,000
100,000

o

1.000.,000
900,000
800,000
700,000
500,000
500,000
400,000
300,000
200,000
100,000

1}

0,000

o

50

o

50

1]

RowCount  Mull Count  Distinct Count Unique Count  Duplicate  Blank Count
Count
Simple Statistics
0,000
0 7 0 7 0
Row Count Wl Count  Distinct Count Uniqus Count  Duplicate Blank Count:

Simple Statistics
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~ Column: customersdata.gender =

~ Simple Statistics

Label [ count [IE3 [
Flow Count 1000000.00 100.00% 1.000.000 0
Ml Count 0.00 0.00% 500.000
Distinct Count 2,00 2E-4% 600,000
Unique Count 0.00 0.00% 700,000
Duplicate Count 2.00 2E-4% € (00,000
Blank Count 0.00 0.00% & sooom
400,000
300,000
200,000
100,000
0 a 2 o 2 o
Fow Count  Mull Count  Distinck Count Unigue Count  Duplicate  Blank Count
Simple Statistics

There are 7 distinct product categories. You willnow run an analysis to list these values.

Product Category column analysis

1. CREATEACOLUMN ANALYSIS
From the DQ Repository, create a Column Analysis over the productcategory column and name it Pro-
ductCategoryAnalysis.

a. Right-click productcategory under DQ Repository/Metadata/DB con-
nections/HiveConnection/default/Tables/customersdata/Columns, and clickColumn Analysis>Analyze:

i) Full Counk
E lastname(STRING) Distinct Count
EQ 0 oductcatego =
£ purchaseatect TR . ~roly== |
H state(STRING) o Analyze Column Set o Mominal value analysis
|:I1 ﬁ Analvze correlation 2 Simple analysis
' Pattern frequency analvsis
on 0.1 i analyze matches
nections -y Preview
aq Add task, .

b. Inthe Name box, enter ProductCategoryAnalysis and click Finish.

2. SELECT INDICATORS
Select the Row Count and Value Frequency indicators.
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a. Inthe Column Analysis window, under Data preview, click Select Indicators:

Indicator Selection

[=|Data preview

koals
lgames
lgames
clathing

khoes

ele.. ics

games

rnovies

Simple Skatistics
Text Statistics
Sumrnary Statistics
&dvanced Statistics
Pattern Frequency Skatistics
Soundex; Frequency Statiskics
Phone Mumber Statistics
Fraud Detection

User Defined Indicators

Patterns

This is were you will specify which statistics you are interested in.

b. Ifyou scrolldown, you will see an option named Hide non applicable indicators.

Select this option. This will simplify the indicators selection:
n

I|7 Hide non applicable indicatars
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c. Expand Simple Statistics and select Row Count in the productcategory column:

P o
o2
52

- L
e
-

-

[= Data preview

kools
games
games
clothing
khoes
Ele. . ics
games

maovies

[=] Simple Statistics
R Count
Mull Count
Distinck Count
Unique Counk
Duplicate Count
Blank Count
Text Statistics
[=l Advanced Statistics
Mode
Value Frequency
Yalue Low Frequency
Fraud Detection
Patterns

[Z]

d. Expand Advanced Statistics and select Value Frequency.

e. Click OK to save your selection:

+ Analyzed Columns

== ol ke =5 8w
Analyzed Columins | Datamining Type | Pattern | LD] | Operation |
E 8 productcategary (STRING) [Mominal =] L b 4
Feoww Count =13 X
Frequency Table =13 X

RUN THE ANALYSIS
Clickthe green arrow to start the analysis.

EXAMINE THE ANALYSIS RESULTS
Open the Analysis Results tab:
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~ Column: customersdata.productcategory =

* Simple Statistics

Label [ Count [E3
Row Count 1000000.00 100.00%
+ ¥alue Frequency

walue | count [
mavies 143513.00 14.35%
shoss 143276.00 14.33%
taols 142911.00 14.29%
handbags 142907.00 14.29%
games 142575.00 14.26%
clectranics 142533.00 14.25%
clothing 142285.00 14.23%

Count

1,000,000
900,000
800,000
700,000
600,000
500,000
400,000
300,000
200,000
100,000

ol

movies
shoes
todls
handbags
games
electronics

clothing

Row Count
Simple Statistics

Count
25,000 50,000 75,000 100,000 125,000 1500

The frequency analysis lists the product categories values and the count for each value. The numbers are very close to each

others because this data set has been randomly generated.

You have covered the last analysis for this exercise. Now it's time to move to the next exercise, where you will cover how to process

data on HDF S using Pig.
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Processing Data with Pig

Task outline

Map Reduce is very powerful but it requires a Java programmer, and the programmer may have to re-invent common
functions such as joining or filtering. This is the motivation behind Pig.

Pig is a platform for analyzing large data sets. It consists of a high-level programming language, Pig Latin, that opens
Hadoop to non-Java programmers. Pig Latin also provides common operations to group, filter, join, or sort data.

Pig provides an execution engine on top of Hadoop.
The Pig Latin script is converted to Map Reduce code, which will be executed in your cluster.

In this lab, you will process the Customers data stored in HDFS. You will perform basic tasks such as filtering rows, map-
ping, aggregating and sorting data, and storing your resultsin HDF S.

Atthe end of this lab, your Job will ook like the following:

D

writin[LHDFS

onsutfjobCk

[ E]] i
a’:__D rowel (Pig) i e rowz (Pig) %D MappingCut {Pig) :DD row3 (Pig) %% roved (Pigh E@
tFigSart_1 tPigStareResult_L

== U
tPigload_1 tPigFilterRow_1 tRigMap_1 tRigAggregate_1

Writing data to HDFS

Earlier in the course, you used the tHDF SPut component to copy a file from your localfile system and paste itin HDFS. Another way
to write data to HDF S is to use the tHDF SOutput component, which writes a data flow in HDF S.

You will create a Job that reads the CustomersData.csv file and writes it to HDF S using the tHDF SOutput component.
1. SWITCH TO THE Integration PERSPECTIVE
In the upper-right corner of the Studio, click Integration to switch your Studio to the Integration perspective.

2. CREATEANEW STANDARD JOB
Create anew Standard Job and name it WritingHDFS.

3. ADD AtFileInputDelimited COMPONENT
Add a tFileInputDelimited component and open the Component view.

4. READ THE INPUT FILE
Configure the tFileInputDelimited component to read the CustomersData.csv file.

a. NexttotheFile name box, click(...)and navigate to "C:\StudentFiles\BDBasics\CustomersData.csv".

"

b. Setthe Row Separatorto "\n"and the Field Separatorto ";".
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c. Setthe Schema type to Repository and browse to find the CustomersData generic schema metadata.

Your configuration should be as follows:
E. tFileInputDelimited_1

Basic settings Property Type lE‘

Advanced settings "when the input source is & skream or a zip file,footer and random shouldn't be bigger than 0."

Dyniamic settings File name/Stream | [T fStudentFilesfBDEasicsf CustomersData, csv"

view Row Separator | “in" Field Separatar
Documentation

D C5Y options

Walidation Rulss
Header I ] Footer I 1]

Schema IREPDSitUry | | GENERIC:CustomersData - metadata * l:‘ Edit schema l:‘

Skip empty rows [ Uncompress as zip file [ Die on error

5. ADD AtHDFSOutput COMPONENT
Add a tHDFSOutput component and connect it with the Main row.

6. CONFIGURETHEOUTPUT FOLDER
Configure tHDF SOutput to write in the /user/student/BDBasics/CustomersData folder.

Double-click the tHDF SOutput component to open the Component view.
In the Property Type list, select Repository. Then, find HDFSConnection.

Limik

a
b
c. Inthe Schemallist, select Repository. Then, find the CustomersData generic schema metadata.
d

Inthe File Name box, enter
"/user/student/BDBasics/CustomersData".
Your configuration should be as follows:

., tHDFSOutput_1

Basic setti Property Type Repository LI | HDFS:HDFSConnection I:‘

Advanced settings Schema Repository VI | GEMERIC: CustomersData - metadata - l:‘ Edit schema l:‘
Dynamic settings O use an existing connection

View Version

Documentation (Distribuﬁon |Cloudera ﬂ ; Version |Cloudera CDHS.8(YARN mode) ﬂ e

Validation Rules

- Connection

MameMode URI | "hdfs:/fhadoopduster:8020™
Use Datanode Hostname q

r~ Authentication

O use kerberos authentication 7

User name | “student”

File Name | "fuser fstudent/BDBasics/CustomersData”™
File Type

(Type IText File - l*

Action I Overwrite I

Row Separator | n"
O custom encoding

3 Field Separator |

Compression
O compress the data

O indude Header

e. Save your Job.
This Job will be executed later from another Job, using a tRunJob component.

Load data

You will create a new Job named PigProcessing, which will process the customers' data.

1. CREATEANEW STANDARD JOB
Create aanew Standard Job and name it PigProcessing.

2. ADD THE WritingHDFS JOB

Drag the WritingHDFS Job from the Repository and drop it in the Designer. It willappear as a tRunJob component
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labelled WritingHDF S:

e |

D

WritingHDFS

3. ADD AtPigLoad COMPONENT
Add a tPigLoad component and Connect the WritingHDF S component to tPigLoad with an OnSubjobOk trigger

4. SELECT THEEXECUTION MODE
Double-click tPigLoad to open the Component view.
Pig Jobs can be executed in local or Map/Reduce mode. This is configured in the tPigLoad component. For this lab, you will
use the Map/Reduce mode.

5. CONFIGURE THE CONNECTION TOHDFS
As you did for the tHDF SOutput component, set the Property Type to Repository using the HDFSConnection
metadata.
6. CONFIGURE THE SCHEMA
Setthe Schema type to Repository using the CustomersData generic schema metadata.
7. CONFIGURE THEINPUT FILE
Inthe Input file URI box, enter

"Juser/student/BDBasics/CustomersData".
Your configuration should be as follows:

i‘ tPigLoad_1

Basi ti Property Type IReposa'hory LI | HOFS:HDFSConnection II‘

Advanced settings Schema IReposa'hory :I |GEI‘\.IERIC:CustomersDa13 -metadata k3 II‘ Edit schema II‘
Dynamic settings Configuration

View O Lacal 4

Documentation Distribution |Cloudera ;I p Version |[10udera CDH5.8(YARN mode]) LI 0

Validation Rules Load function IPigStorage ng

[ inspect the dasspath for configurations
MameMode URI | "hdfs:/fhadoopduster:8020™
Resource Manager I "hadoopduster;:3032°

Set jobhistary address o | “hadoopduster: 100207

Zet resourcemanager scheduler address o | “hadoopduster:3030”

Set staging directory g [Sfuser”
Use datanode hostname g

r Authentication
O use kerberas authentication 7
Lser name | "student”™

[ use 53 endpaint

Input file URI | "fuser fstudent/BDBasics /CustomersData”™
Field separator | i
Compression

[ Force to compress the output data

O bie on subjob error
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Filter and map Data

You will continue to build your Job with the next two components, in order to filter and map your data. The goal here is to extract cus-
tomersliving in California and get the corresponding gender and product category.

You willuse the tPigFilterRow component to filter the State. Then, you will use the tPigMap component to extract the data from the
Gender and ProductCategory columns.

1. ADD AtPigFilterRow COMPONENT
Add a tPigFilterRow and connect with a Pig Combine row.

2. CONFIGURETHEFILTERING
Add afilter to select customers living in California.

a. Openthe Component view.
b. Selectthe Use advanced filter option.

c. IntheFilterbox, enter "State matches 'California™:

EII tPigFilterRow_1

carstens [

Advanced settings Use advanced Filker

Crnamic settings Filker "State matches 'Califarnia™
Wiew

Documentation

Yalidation Rules

3. ADD AtPigMap COMPONENT AND CONNECT IT

Add a tPigMap component, connect it with the Pig Combine row, and then open the Component view.
4. CREATETHEMAPPINGOUTPUT

Create a new output named MappingOut.
5. CONFIGURE THE MAPPING

Select ProductCategory and Gender columnsin the row2 table and drag in the MappingOut table.
Your mapping should be as follows:

MappingOut L/‘Ib 'II' f;l
Expression Colurmnn

rowz ProductCategory ProductZateqory

rowz , Gender Gender

6. SAVE THE MAPPING
Click OK to save the mapping.

Aggregate and sort data

Now that you have extracted the data, you willaggregate and sort it. The goal here is to have the number of men and women per Pro-
ductCategory, and then sort them by alphabetical order.

1. ADD ATPIGAGGREGATE COMPONENT
Add a tPigAggregate component, and connect it with the MappingOut row. Then, open the Component view.

2. CONFIGURETHEOUTPUT SCHEMA
Add a new column to the output table, named Count which is an Integer.
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a. Editthe schema and add a column named Count with an Integer type:
Z]I]"Schen‘la of tPigAggregate_1

MappingQut {Input) tPigAggregate_1 {Output)
|COIumn |Ke |T | v N..|Date... |L |P |COIumn |Ke |Tpe | vl N..|Date... |L |Pr..
ProductCateqary r s v ProductCategary [~ String v 1]
Gender r s. o 1} Gender I~ String = o
il Counk I~ Integer I~ 1]
]
i<l
ke
4] | | 4] | |
x| o] o] B & %] 2| o T e =YY
Ok | Cancel |
b. Click OK to save the schema.
3. CONFIGURE THE AGGREGATION
Configure the Group by and Operations tables to aggregate your data by ProductCategory and Gender.
a. Clickthe green plus sign below the Group by table to add the ProductCategory and Gender columns.
b. Clickthe green plus sign below the Operations table.
c. Inthe Additional Output Column list, select Count.
d. Inthe Function list, select count.
e. Inthelnput Column list, select ProductCategory.
Your configuration should be as follows:
» R =8| o
tPigAggregate_1 S =

Basic settings schema Edit schiema B
Advanced settings Group by B
Dvynamic settings ProductCategary
Wig Gender
Docurnentation
Yalidation Rules
| x| ]| @ e
Operations additional Qutput Column Funickion | tnput Column |
¥ | count ProductCategary

4. ADD AtPigSort COMPONENT

] s

Add a tPigSort component, connect it with the Pig Combine row, and then, open the Component view.

5. CONFIGURE THE SORTING

Configure the Sort key table to sort ProductCategory in Ascending order.
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a. Clickthe green plus sign below the Sort key table.

b. Configure to sort the ProductCategory column by ascending order, as shown below:
ﬁ;. tPigSort_1

Advanced settings Sork key T | Order
Cynamic settings ProductCateqary ASC
Wigw

Dacumentation

validation Rules il _l _l _l _l _l El

Store results

Once processed, the last step is to store your results on HDFS.

1.

ADD A tPigStoreResult COMPONENT
Add a tPigStoreResult component, connect it with the Pig Combine row, and then, open the Component view.

USE THE HDFSConnection METADATA
Setthe Property Type to Repository and then select HDFSConnection.

CONFIGURE THE OUTPUT FOLDER
Write the results in the /user/student/BDBasics/Pig/out folder.

a. Inthe Result Folder URI, enter "/user/student/BDBasics/Pig/out".

b. Selectthe Remove directory if exists option.
This will allow you to run the Job again as needed.

c. Your configuration should be as follows:

@ tPigStoreResult_1 Ba | =
Basic settings Property Type Repository j |HDFS:HDFSConnection IZ‘

Advanced settings Schemna Built-In 'i Edit schema |I|

Dvynamic settings O use 53 endpaint

Wit Result Folder URT | “fuser/student/BDEasics/Pig/out” *

Documentatian Remove result directory if exists

validation Rules Stare Function PigStorage = g

Field separator | e

=%

Run the job and verify the results

1.

RUN YOUR JOB AND VERIFY THE RESULTS
Run the Job and inspect the results in the Console.

a. Scrolling down the Console, you will find information about the WritingHDF S Job:

[INFG ]: Bdbasice. writinghdi= (1 WritinglDFS — tFilelnputDelinited ! - Start to work.
[INFO ]1: bdba=sics. writinghdfs 0_1 WritingHDFS — tFilelnputDelimnited 1 — Retriewving records from the
datasource.

[INFO ]1: bdba=ics. writinghdfs 0_1 WritingHDFS tFilelnputDelinited 1 — Retriewved records count: 1000000

[INFO ]: bdba=ics. writinghdfs 0_1 WritingHDFS - tFilelnputDelimited_1 — Done.
[IHFD T: hdbasics.writinghdfs_ﬂ_l UritingHDFS -

tHDFSOutput_1 — Written records count: 1000000

. bdba=ic=. pigproces=ing [_1 PigProcessing — tRunJob 1 — The child job
hdha31cs writinghdfs 0 1 WritingHDFS' is done.
1gFroces=sing — thkundob 1 — Done
[ INFO ] bdba=zics. plgprocesslng_ﬂ 1. PlgPrDcesslng — tPigStoreResult_1 — Start to worl.

The WritingHDF S Job succesfully executes and then the Pig components will start to work.
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b. Ifyou continue to investigate in the logs, you will find the Pig requests equivalent to each Pig component. The first
Pig componentis the tPigLoad:

LLHFL |: org.apache hadoop. conf  Contiguration. deprecation — t= detault name 1= deprecated. lnstead. use
T P T I
[INFCQ ]: bdbasics. pigprocessing 0_1 PigProcessing - tPigload 1 - register guery : tPigload_1_ rowl_ RESULT =
OAD 'ruserss=tudent s BDBaszics-CustomersData’ using PigStorage(':') A5 {Id:int. Fir=stHame: chararrav.

a=tHame chararray. City:chararray. State:.chararray. ProductCategory:chararray. Gender: chararray.
urchaseDate:chararray);

T IaEa=T50 TIgrTr Tt
tPigFilterRow_1_rowZ_ RESULT = FILTER tPlgLDad 1 rowl_ RESULT BY State matches Callfornla
[INFO ]: bdbasics. pigprocessing 0_1. PlgPrDcesslng - tPlgHap_l - register gquery tPlgHap_l_er2_RESUlT =
FOREACH tPigFilterRow_ 1 row? RESULT GENERATE =
[INFO ]: bdbasics pigprocessing 0_1 . PigProcessing - tPigMap 1 - register guery : tPigMap 1 RESULT =

c. Rightafter, you willfind Pig requests for tPigFilterRow, tPigMap, tPigAggregate, tPigSort and tPigStoreRes-

ult:
Eiﬁfa_TT_EaEaSiCS.pigprocessing_ﬂ_l.PigPrDceSSing — tPigload_1 - register guery : tPigload_1_ rowl EESUL
LOAD 'rusersstudent-BDBasics-CustomersData’ using PigStorage(':') AS (Id:int., FirstName:chararray.

La=tHName: chararray. City: chararray, State:chararray. ProductCategory:chararray, Gender: chararray.
Purchaselate:chararray);

. bdbazics. pigproces=ing U_1 FigProces=sing — tPigFilterRow 1 - register gquery
PigFilterRow_1_rowZ_ RESULT = FILTER tPigLload 1 rowl RESULT BY State matches 'California’:
[IRFD . Dhbosice. plgprocessing 01, flgrlubggglng = Ltrignen L — I
FOREACH tPigFilterRow_1_row2_RESULT GEFERATE *:
[INFO ]: bdbasics. plgproce331ng_0 1. PlgPrDce331ng — tPigMap 1 - register gquery : tPigMap 1 RESULT =
FOREACH tPigMap 1 row? RESULT GEHERATE =*;
[INFO ]: bdbasics. plgproce331ng_0 1. PlgPrDce331ng — tPigHap 1 - register qusrv : |
tPigap 1 HappingOut RESULT = FOREACH tPigHap 1 RESULT GENERATE *
: SS1C= . Dlgproces=1ng_ 1gFrocessing — ap 1 — reglster qUETY
FPiglap 1_MappingOut_RESULT = FOREACH tPlgMap 1 MapplngOut FEESULT GENERATE 55 AS ProductCategory. $6 AS

~row?_ RESULT

INFO ]: bdbasics. pigprocessing 0_1 PigProces=sing — tPigiggregate 1 - register gquery
Pighggregate_1_GROUFP = GROUF tPigMap 1 MappingOut_FEESULT EY (ProductCategory,Gender):

INFO 1: bBdbazics. pigprocessing_0_1 PigProcessing - tPigiggregate 1 — register guery
Pighggregate_1_rowi_RESULT = FOREACH tPigiggregate_1_GROUFP GENERATE group.ProductCategory AS
roductCategory, group. Gender AS Gender. COUNT(tPlgMap 1_HMappingOut_RESULT . ProductCategory) AS Count:
INFO ]: bdbasics. pigproces=ing [0_1 PigProcessing — tPigSort_1 — register gquery : tPigSort_1_rowd_ RESI
FDEE tPigiggregate 1 rowi_FREESULT EY ProductCategory ASC:

INFO ]: bdbasics. plgproce331ng 0_1 PigProces=ing — tPlgStDreResult 1 - reglster query : STOEE
PigSort_1_rowd_RESULT INTO /user/student/BDBaSlcs/Plg/Dut using PigStorage(':'):

Tid. tools Dlg=rots ooriptotate — L1g T rlpt.

GROUE_ BY. ORDER EY, FILTER

[INFO ]: org.apache.pig.newvplan. logical optimizer. LogicalFPlanCOptinizer — {RULES ENABLED=[AddForEach.
ColumnMapKeyPrune, DuplicateForEachColunnRewrite, FilterlogicEzxpressionSimnplifier,
GroupByConstParallelSetter, ImplicitSplitInserter. LimitOptimizer, LoadTvpeCastlnserter, MergeFilter.

d. Ifyou continue to scrolldown, you will see several MapReduce Jobs submitted, as well as their statistics. This is the
final report of all Map Reduce Jobs execution:

HadoopVersion PigVersion Userld Startedit Finishedit Features
2.6.0-cdh5. 8.1 0.12.0-cdh5 8.1 Administrator 2017-01-09 02:30:32 2017-01-09 02:31:46 GROUF_BY, K ORDER_EY. FILTER

Success!

Job Stats (time in seconds)

JobId Haps Reduces HaxMapTine HinHapTIne AvgMapTime HMedianMapTine HaxReduceTine HinReduceTine AvgReduceTine Hed

ure Outputs

job 1480946808137_0141 1 2 2 tPigiqgregate_1_GROUP, tPiglggregate_1_row3 RESULT, tPigFilterRow
| RESULT, tP1gMap_1_Mapp1ngOut RESUIT GROUP EY COHBIHER

[Job_1480945508137_0142 o 2 tPigSort_1_zrowd_RESULT SAMPLER

Job_1480946808137_0143 1 l 2 2 2 2 2 2 2 2 tPigSort_1_row4 RESULT ORDEE_BY susersstudent -BDBasics-Pigs

Input(=):

Successfully read 1000000 records (61788497 bytes) from: "~user-student~ BDBasics CustonsrsData”
Cutput(s):

Successfully stored 14 records (208 bytes) in: "~ussr-/student- EDBasics-Pig-out"

Counters:

Total records written 14

Total bytes written : 208
Spillable Menory Manager spill count : 0
Total bags proactively spilled: D

Total records proactively spilled: 0

Job DAG
job_1480946808137_0141 -> job 1480946808137_0142

Job_ 1480946808137 0142 -> Jjob 1480946808137_0143
Job_1480946808137_0143

There, you can see that the execution was successful. First, 1 million rows were read from the CustomersData file.
Then, 14 records were written in the /user/student/BDBascis/Pig/out folder.

2. InHue, using the File Browser, navigate to /user/student/BDBascis/Pig/out.
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3. Clickthe part-r-00000 file to see the result:

# Home [user f student/ BDEasics ! Fig/ out/ part-r-00000

clothing; ;1464
clothing;F;141@
electronics;F; 1416
electronics;H; 1486
games;F; 158
games; M; 1494
handbags;H; 1396
handbags;F; 1452
movies;H;14@@
movies;F;la7s
shoes; H; 146
shoes;F; 1475
tools;H;15@5
tools;F; 1468

4. InHue, inthe Job Browser, you willbe able to see all the Jobs submitted by the Studio. The Jobs have different IDs but they
have the same name: BDBASICS_PigProcessing_0.1_tPigLoad_1.
Allyour Jobs have succeeded:

Logs ID Hame Status User Maps Reduces
= 1435742073745_0015 BDBASICS_PigProcessing_0.1_tPigload_1 lstudent
= 143574207 3745_0014 BOBASICS_PigProcessing_0.1_tPigload_1 lstudent
= 1435742073748_0013 BDBASICS_PigProcessing_0.1_tPigload_1 Etudent
= 143574207 3745_0012 BODBASICS_PigProcessing_0.1_tPigload_1 lstudent
= 143574207 3745_0011 BOBASICS_PigProcessing_0.1_tPigload_1 lstudent
= 1435742073748_0010 BDBASICS_PigProcessing_0.1_tPigload_1 =tudent
= 143574207 3745_0009 BODBASICS_PigProcessing_0.1_tPigload_1 lstudent
= 1435742073745_0005 BDBASICS_PigProcessing_0.1_tPigload_1 Istudent
- A AT AACTATAR AT FPE A CIAE PP o e A APl oo A e i

You can now continue investigating processing data on HDF S and move to the next exercise.
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Processing Data with Big Data Batch Job

Task outline

The last way to process data covered in this course is to use Big Data Batch Jobs. First, you will create a Standard Job and
then convert it to a Big Data Batch Job using the Map Reduce framework.

The Job will be very similar to the PigProcessing Job. At the end of this exercise, your Job will look like the following:

=

z o T | oy .
@E rawl ([ain) ll'El:[iJﬂD ot (Filker ) %E out (Main) 1 a7 ([aim) i@bt row2 (Main) iH @

HDFSConnection tFilkerRow_6 tMap_1 tAggregateRow_1 ESortRow_1 HOFSConnection

The first step will be to read the data using the HDF SConnection metadata.

Read and filter data
1. CREATEANEW STANDARD JOB
Create a new Standard Job and name it StandardProcessing.

2. ADD AtHDFSInput
Add a tHDF SInput component which uses the HDF SConnection metadata.

a. Inthe Repository, under Metadata/Hadoop Cluster/TrainingCluster/HDF S, click HDFSConnection and drag it to
the Designer.

b. SelecttHDFSInputinthe Components list and click OK:

{fi Components

Choose one component ko create,

i, tHORSPUE -]
i tSqoopImport

& taqoopImportalTables

L ¥ tMatchEroupHadoop

I HDFSRowCount

% D
i #tGenKeyHadnnp

& trigStoreResult

5 tMahoutClustering

f tHDFSRename

i )

5 EHDFSList

‘ : [

oK I Cancel |

c. Double-click the tHDF SInput component to open the Component view.

3. CONFIGURE tHDFSInput
Configure tHDF SInput to read the CustomersDatafile.

a. Inthe Schemal list, select Repository. Then, navigate to find the CustomersData generic schema metadata.

b. Nexttothe File Name box, click(...) and browse to find
/user/student/BDBasics/CustomersData.
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Your configuration should be as follows:

W% HDFSConnection(tHDFSInput_1) ===
g Property Type Repository v || [HDFS:HDFSConnection ]
Advanced settings Schema Repository | [ GENERIC CustomersData - metadata * [ editschema []
Dynamic settings [ Use an existing connection
View Version
Documentation |7Dishibuﬁon | Cloudera LIQ Version | Cloudera CDHS.8(YARN mode)  ~ | "
Validation Rules
 Connection
MameMode URT | "hdfs:{/hadoopduster:8020™ 3
Use Datanode Hostname 7
 Authentication
O use kerberos authentication 7
User name | "student” 3
File Name |‘fuserfsu.ldenn’EDBasicstustomersDam‘ & El
File Type
|7Type TextFile -~ |* |
Row Separator I'h' 3 Field Separatar I';' 3 Header IU
[ custom encoding
Compression
[ Uncompress the data |
ADD AtFilterRow COMPONENT
Add a tFilterRow component and connect it with the Main row.
FILTER THE DATA
Configure the Conditions table to filter customers living in California.
a. Inthe Component view, clickthe green plus sign below the Conditions table to add a new line.
b. Inthe InputColumun column, select State.
c. Inthe Function column, select Match.
d. Inthe Operatorcolumn, select Equals.
e. Inthe Value colum, enter "California”.
Your configuration should be as follows:
o tFilterRow_6 6| =

cascurs ]

Advanced settings Logical aperatar used ta combine cnndltlonsl»ﬂnd vl*
Dynamic settings

Conditions InputCalurn | Function

| Dperator

| Yalue

W
s State Match
Docurnentation

] e s

[ use advanced mode

In the next section, you willmap and aggregate your data.

Map and Aggregate Data

1.

ADD ATMAP COMPONENT
Add a tMap component and connect it with the Filter row.

CREATEAMAPPING OUTPUT
Open the mapping editor and create a new output named out.

Equals

"Californis"
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3. CONFIGURE THE MAPPING
Inthe row2 table, select Gender and ProductCategory and drag to the out table, as follows:

out L/’b-.'|r;|

Expression | Zolumn |
rowz, ProductCategory ProduckCategory
rowz, Gender Gender

4. SAVE THE MAPPING
Click Ok to save your configuration.

5. ADD AtAggregaterow COMPONENT
Add a tAggregateRow component and connect it with the out row.

6. CONFIGURE THE AGGREGATION AS PREVIOUSLY
Configure the Group by and Operations tables to aggregate your data by ProductCategory and Gender. The result of
the aggregation is saved in a new output column named Count.

a. Openthe Component view.

b. Editthe schema and add a new column named Count with an Integer type:

O schemaormnggregrenon S
out (Input) tAggregateRow_1 (Output)
Column |K§y |T pe I W N |DatePat‘..|Len..‘|Pre..‘|D‘.‘ ICD.. Caolumn |K§y |T pe | 1 N..|DatePat..‘|Lsn.‘.|Pre.‘.|D.‘. ICU‘
ProductCategory [ String ¥ 1} ProductCategory [ String 172 ]
Gender T String 2l 1} Gender ™ string 172 ]
il Count T integer 12 ]
el
=]
|
1 | < B
c. Click OK to save the schema.
d. Clickthe green plus sign below the Group by table and add the ProductCategory and Gender columns.
e. Clickthe green plus sign below the Operations table.
f. Inthe Output column list, select Count.
g. Inthe Function list, select count.
h. Inthe Input colum position list, select ProductCategory:
mm =l =
ﬁ tAggregateRow_1 ol =
Basic settings Schema Edit schema
Advanced settings Grodp by Qutput column | Input colurmn position |
Dynaric settings ProductCategary ProduchCategary
i Gender Gender
Documentation
Validation Rules
156 e e
Operations Qukput calumn | Function | Input column position | [ | Ignore null values |
Count count ProductCategory

3 JET e B =TT

The last steps are to sort the results and then to save them on HDFS.
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Sort and save Data

1.

ADD AtSortRow COMPONENT
Add a tSortRow component, connect it with the Main row, and then, open the Component view.

CONFIGURE THE SORTING
Configure the Criteria table to sort ProductCategory in ascending order.

a. Clickthe green plus sign below the Criteria table.
b. Inthe Schema column, select ProductCategory.
c. Inthe sort num or alpha? column, selectalpha.
d. Inthe Order asc or desc column, selectasc:
B tsortRow_1
Basic settings Schema Edi schema ]
Advanced seftings | Criteria Schema column [ sort rium or sipha? [Order asc or desce
Dynamic settings ProduckCategory alpha asc
!:::mentatlon
Yalidation Rules iI_I_I_l_l_lil
ADD A tHDF SOutput
Add a tHDF SOutput component which uses the HDF SConnection metadata.
a. Inthe Repository, under Metadata/Hadoop Cluster/TrainingCluster/HDF S, click HDFSConnection and drag it
to the Designer.
b. Inthe Components list, select tHDFSOutput.
c. Connectit with the Main row and open the Component view.

CONFIGURE THEOUTPUT FILE
Write the data in the /user/student/BDBasics/CustomersDataOut folder.

a.

b.

Inthe File Name box, enter
"/user/student/BDBasics/CustomersDataOut".

In the Action list, select Overwrite.
Your configuration should be as follows:

., HDFSConnection(tHDFSOutput_1) = =
Property Type Repository || | HDFS:HDFSConnection [ ]
Advanced settings Schema Built-In 'l Editschema [ ]
Dynamic settings [ Use an existing connection
View Wersion
Documentation |7Di5tribuﬁon | Cloudera | ; Version |Cloudera COHS 8(rARN mode) = | o |
Validation Rules
 Connection
NameNode URT [ “hafs://hadoopduster:8020° .
Use Datanode Hostname I
- Authentication
O use kerberos authentication Q
User name ["student™ v
File Name |‘fuser,{smdenthDEastchCusmmersDamout‘ * El
File Type
|7Type Text File - I* |
Action Overwrite
Row Separator I N~ 3 Field Separator I o 3

O custom encoding

Compression
|h Compress the data

O 1ndude Header

Your Job is now ready to run.
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Run the job and verify the results

1. RUNTHEJOB
Run your Job and check the results in the Console:

AL A+ e A b Ak e A o A A b+ ot b AR b ke e AP bt ¢ A b, o A Ah AR e e PSS b+ A Wk L ¢ o
[INFO ]: bdbasics.standesrdprocessing 0_1. StandardProcessing — tHDESInput_2 — Retrieving
records from the datasource.

[INFO ]: bdba=zics.standerdprocessing 0_1. StandardFrocessing — tHDESInput_ 2 — Retrieved
records count: 1000000

[INFO ]1: bdba=zics.standardprocessing (01 StandardFrocessing — tHDFSInput_2 — Done.

[INFO ]1: bdba=zics. standardproces=zing [0_1 StandardFProces=szing — tFilterRow & — Processed
records count 1000000, Matched records count:Z20401. REejected records count:979599

[INFO ]1: bdba=sics. standardprocessing 01 StandardFrocessing — tFilterRow & — Done.

[INFO ]1: bdba=ics. standardprocessing_0_1 StandardProcessing — tMap 1 - Done.

[INFO ]1: bdba=zics. standardproces=sing 0_1 StandardProces=sing — tiAggregateRow 1 AGGOUT -
Done .

[INFO ]: bdba=ics. standardproces=s=ing (0_1 StandardProcessing — tSortREow_ 1 SortOut — Start
to worl .

[INFD ]: bdba=ics.standsrdprocessing 0_1. StandsrdProcessing — thggregateRow 1 AGGIN —
Start to work.

[INFO ]: bdbasics.standesrdprocessing_ 0_1. StandardProcessing — thAggregateRow 1 AGGIN —
Fetrieving the aggregation results.

[INFO ]: bdbasics.standerdprocessing 0_1. StandardProcessing — tAggregateRow 1 AGGIN —
Done

[INFDO ]1: bdba=zics.standardprocessing 01 StandardFrocessing — tSortFow_1 SortOut — Done.
[INFO ]: bdba=zics. standardproces=ing 0_1 StandardFProcessing — tHDFSOutput_2 — Start to
work

[INFO ]1: org. apache. hadoop.conf Configuration. deprecation — f=.default name is deprecated.
In=tead. use f= defaultFS

[INFO ]1: bdba=ics. =standardproces=sing 01 StandardProcessing — tSortREow_ 1 SortIn — Start to
work

[INFO ]: bdba=ics. standardproces=sing_0_1 StandardProcessing — tSortREow_1_SortIn — Done.
[INFD ]: bdba=ics. standardproces=sing_(_1 StandardProcessing — tHDFSOutput_2 — Uritten
records count: 14

[INFO ]: bdbasics.standardprocessing 0_1. StandardProcessing — tHDEFSOutput_2 — Done.
[statistics] disconnected

[INFO ]: bdba=zics.standerdprocessing 0_1. StandardFrocessing — TalendJob:
'StandardProcessing' — Done.

Joh StandardFrocessing anded 3¢ JECFE FLoGRoFENE ferr o code=07

Your Job should execute successfully.

2. CONNECT TOHue AND VERIFY THE RESULTS
In Hue, using the File Browser, navigate to /user/student/BDBasics and open CustomersDataOut:

# Home [user /) student / EDBasics /| CustomersDataOut

clothing;M; 1464
clothing;F;1l41@
electronics;F;ld416
electronics;H; 1486
games; M; 1494
games;F; 158
handbags;F; 1452
handbags;H; 1396
movies;F;la7s
movies;H;14@@
shoes; H; 146
shoes;F; 1475
toonls;F; 1468
tonls;M;15@5

The results should be the same as in the previous lab, Processing Data with Pig.

You will now convert this Standard Job into a Big Data Batch Job, which will use the Map Reduce framework.
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Convert to a Map Reduce batch Job

Using the Studio, you can convert a standard Job to a Big Data Batch Job, and choose between a Map Reduce or Spark framework.
In this lesson, you will focus on Map Reduce Jobs.

Instead of converting your current Job, you will duplicate it as a Map Reduce based Batch Job.

1. DUPLICATE YOUR JOB
Duplicate the StandardProcessing Job and name the duplicate MRProcessing.
MRProcessing is a Big Data batch Job using the MapReduce framework.

a. Inthe Repository, right-click the StandardProcessing Job, and then, click Duplicate.
b. Inthe Input new name box, enter MRProcessing.

c. Inthe Job Type list, select Big Data Batch.
d

In the Framework list, select MapReduce:

Input new name:

MR Processing i
Cnp
Job Type: ||Big Data Bakch ) Framework: |MapRe: VI

MapReduce

o ]

e. Click OK.

2. CONFIGURE THE CONNECTION TO THE HADOOP CLUSTER
The Hadoop cluster configuration is set at the Job level in Big Data Batch Jobs. So, before duplicating your Job, you will be
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asked to choose from which component the Hadoop configuration will be retrieved:

which node do wou wank to retrieve hadoop configuration of
MRProcessing 0.1 Fram?

Il
@ HOFSConnection
=»

q:‘:‘:\; HOFSConnection
Y

oK I Cancel

3. SELECT ACOMPONENT
Selectthe HDFSConnection component with the blue arrow and click OK.

4. OPENTHEJOB
Inthe Repository, under Big Data Batch Jobs, you will find your MRProcessing Job. If you haven't done so already,
double-click to open it:

g w2 F Eﬂ“ &
Y T e T[S e
@E CTNCER R - o s T o B ETYCED] el o | R e T g
HOFSConneckion tFilterRov_6 tMap_1 taggregateRow_1 tSortRow_1 HDFSConnection
Moo ] Redue[ ] ] ™
Map| | Reduce| |

5. CONFIGURE THEOUTPUT FOLDER
Configure tHDF SOutput to write the results in the /user/student/BDBasics/CustomersDataOut_MR folder.

a. Double-clickthe tHDFSOutput componentto open the Component view.

b. Inthe Folderbox, enter
"/user/student/BDBasics/CustomersDataOut_MR".

Your standard Job is now converted to a Map Reduce Job.

Run the Job and verify the results
Before running your Job, you will check that the Hadoop cluster configuration is correct.

1. OPEN THE RUN VIEW
Open the Run view of the MRProcessing Job.

2. VERIFY THEHADOOP CLUSTER CONNECTION INFORMATION
Clickthe Hadoop Configuration tab:
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Basic Run Property Type

Hadoop Configuration "Version

istributi Cloudera ion | Cloudera CDH5.8(YARN mode;
Advanced settings Distribution I x| version | 3(Y) SR
Target Bxec Hadoop Namenode/JobTracker
Memory Run Name node "hdfs: /fhadoopduster:8020°

Resource Manager | ™ I

[ set resourcemanager scheduler address
[ set jobhistory address

O set staging directory

Use Datanode Hostname

kerberos authentication
O Use kerberos authentication

Other Configurations
User name | “student” * path separator in server | %"

*[w] Clear temporary folder

Temp folder | “ftmp”®
Compress intermediate map output to reduce network traffic.

Cloudera Mavigator
O use Cloudera Navigator

Hadoop Properties
Hadoop Properties Pr ty | Value

| x| o] o] m
As the configuration has been retrieved from a tHDF SInput component, some configurations are missing, because they

are not necessary to read/write from HDFS.
The Resource Manager address is necessary to run a Map Reduce Job, and is currently missing. If you run the Job, it will fail

with the following error message:

b S b+ bk [ e 8 A« Atk b i3 A+ A by A e A S da « AN A . S e o
jawa.io. I0Exception: Cannot initialize Cluster. Plea=e check vour configuration for
napreduce. { ramework . name and the correspond server addresses.

at org.apache. hadoop.mapreduce. Clu=ster . initialize(Cluster java:120)

at org.apache. hadoop. mapreduce. Cluster <init:{Cluster. jawva:82)

at org.apache. hadoop.mapreduce.Cluster. <init:{Cluster.java: 7?5}

at org.apache. hadoop. mapred.JobClient  init{JobClient  jawa:472)

at org.apache. hadoop.mapred.JobClient . <init:{JobClient . java:450)

at
bdbasics. mrprocessing 01 MEProcessing . setlefaultMapReduceConf ig{ HEProcessing . java 51630

at bdba=zics mrproces=ing 0_1. MREProces=ing.initMapReducelob{MREFroces=sing. java:5139)

at bdbasics.mrprocessing 01 . MEProcessing . run{MREFroces=sing. java:5071)

at org.apache. hadoop.util . ToolRunner . run{ToolRunner . java:70)

at bdba=zics mrproces=ing_ 01 MHREProcessing.runJobInTOS5(MEFProces=ing. jawva:5044)

at bdbasics.mrprocessing 01 MEProcessing.main{MEProcessing. java:5029)

[INFZ ]: org.apache. hadoop. mapreduce. Cluster — Failed to uses

org.apache. hadoop. mapred. YarnClientFProtocolProvider due to error: Doss not contain a
walid hos=t:port authority: (configuration property 'varn.resourcemnanager . address')
Job MEFrocsssing anded ¢ 15050 FleRSeSEN S fesd e codesl T
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3. CONFIGURE THE RESOURCE MANAGER ADDRESS
Tofix this, you can either use your TrainingCluster metadata, or setthe Resource Managerto "hadoopcluster:8032":

Job MRProcessing

Basic Run Property Type IREDOSihory LI |}—DFS:I—DFSComecﬁon l:‘

Hadoop Configuration "“'E'Si"”
Advenced'sebiings Distribution |Cloudera LI o Version | Cloudera CDH5.8(YARN mode) LI g

Target Exec

Hadoop MamenodeJobTracker
Mame node I "hdfs:/fhadoopduster:8020™

Resource Manager Il "hadoopduster:8032™ I

Set resourcemanager scheduler address o |'hadoopdusher:803)'
Set jobhistary address | *hadoopduster: 10020"

Set skaging directory g |',-'user'

Use Datanode Hostname q

Memory Run

kerberos authentication
O use kerberos authentication 7

Other Configurations
User name | "student”™ 3 Path separator in server I o
Temp folder | "ftmp”™ *[wl Clear temporary folder

Compress intermediate map output to reduce network traffic.

Cloudera Navigator
O use Cloudera Mavigator 7

Hadoop Properties
Hadoop Properties Pr T I T

+]x] 5] 5] 8l ]

4. RUNYOURJOB
Go back to the Basic Run tab and run your Job.

5. OBSERVE THE DESIGNER
You can check that your Job is running in the Designer view. As the different Map Reduce Jobs execute, you will see the

progress barschanging.

Firstthey are empty, then, when a Map or Reduce task starts to execute, the progress bar becomes red. When a task suc-
cessfully complete, the progress bar becomes green:

== = -
= rowl (Main] I‘—'D:LU.:ID rowé (Filter) E%E out {Main) row? (Main ‘L'E-bl: rowE (Main) LU (g‘}"
HDFSConnection tFilkerRow_& Hap_1 tAggregateRow_1 tSortRow_1 HDFSConnection

Map- Redute-

6. OBSERVE THE CONSOLE
You can also follow the execution in the Console:
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Funning job:

Job complete:
Counters: 49

FILE:
FILE:
FILE:
FILE:
FILE:
HDFS:
HDFS:
HDFS:
HDFS:
HDFS:

Total
Total
Total
Total
Total
Total
Total
Total

deprecated. Instead,

map 0% reduce 0%

map 50% reduce 0¥
map 100% reduce 0%
map 100% reduce 100X

usze mapreduce.client output . filter
job 1435742073748_0021

job 14357420737458_0021

Humber
Humber
Humber
Humber
Humber
Humber
Humber
Humber
Humber
Humber

Job Counters
Launched map
Launched reduce tasks=1
Data-

File Svy=tem Counters

of
of
of

bytes read=200

bytes written=380209
read operation==0

large read operations=0
write operation==0
bytes read=61827593
bytes written=441

read operation==9

large read operations=0
write operations=2

task=s=2

lozal map tasks=2
time =spent by all
time spent by all
time =spent by all
time spent by all

voore—seconds
woore—seconds

maps in occupied =s=lots (m=)=16661
reducesz in occupied =lots (m=)=3780
mnap tasks (m=i=1l6661

reduce tasks (m=)=3780

taken by all map tasks=16661
taken by all reduce ta=zks=3780

megabyte—=second=s taken by all map tasks=17060864
mggabyte—;econds taken by all reduce tasks=38707:20

You should see three reports, one for each Map Reduce Job launched by the Studio.
The execution of Map Reduce tasks is given with a percentage.

CONNECT TOHue
Use the Job Browser and the File Browser to check the execution and the results.

a. Fromthe Console, you can get your Job ID and find itin the Hue Job Browser:

Logs ID

Name

Status User Maps Reduces

= 435742073745 0023 BDBASICS _MRProcessing_0.1_tMRInput_tSorRow 1_row? student 100% i 11

= (4357420737458 0022 BOBASICS_MRProcessing 0.1 _trlnput_tSortRow 1 student 100% 100% [

B (455742073745 0021 BDBASICS_WMRProcessing 0.1_tHDF Slnput_2

student 100% 100% [

b. Usingthe File Browserin Hue, check the results saved in the /user/student/BDBasics/CustomersDataOut_
MR folder.
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c. Clickthe part-r-00000 file:

# Home [uger [ student/ BDEasics ! CustomersDataCut_ MR/ part-00000

clothing; M; 1464
clothing;F;141@
electronics;F; 1416
electronics;M; 1486
games;F; 1588
games; M; 1434
handbags; F; 1452
handbags;M; 1396
mowies;F;1475
mowies;M; 1428
shoes;F; 1475
shoes;M; 1468
tools;F;1468
tools;H; 1525

You should have the same results as in previous labs.
You have now covered the different ways to process tables and data stored on HDFS.
Next step

You have almost finished this section. Time for a quick review.
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Review

Recap
In this chapter, you covered how to process tables and data stored on HDFS.

The first part of the chapter was dedicated to Hive Tables. You built a Job to extract data of interest in your Hive table with a tHiveln-
put component. You processed the data, saved the resultin HDF S with a tHDF SOutput component, and you transferred the result
to a Hive table using tHiveCreateTable and tHiveRow.

Next, you used the Profiling view of the Studio to perform different levels of analyses. You started at the connection level, moved to
the Tables and column level, and ended with a custom analysis on the ProductCategory column. Each request was run as a Map
reduce Job in your cluster.

The second part of the chapter was dedicated to data processing with Pig and Big Data Batch Jobs.
You created a Job using Pig components to process your data. Each Pig request was executed as a Map Reduce Job in your cluster.

Next, you created a standard Job to process your data and reproduced the results obtained with Pig. Then, you duplicated the stand-
ard Job and created a Big Data Batch Job using the Map Reduce Framework.

Further reading

If you want to discover more about data profiling, the Talend Data Quality trainings will help you. If you are interested in discovering
more about Big Data Batch Jobs, the Talend Big Data Advanced training will give you an overview of real life use cases using Big
Data Batch Jobs.
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