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1. INTRODUCTION AND SUMMARY 

In response to the stated requirement of the Lawrence Radiation Laboratory 

for a Parallel Network Processor, Westinghouse Electric Corporation is 

pleased to submit a proposed program which it is believed will result in fill­

ing this requirement in minimum time and with highe st performance/ cost 

ratio. This program consists of two phases: a development phase during 

which all remaining de sign que stions are re solved and each system element 

fabricated and te sted and a production phase which produce s sufficient addi­

tional, identical units to build the phase I system up to operational size. 

The basic design of the parallel network computing system known as 

SOLOMON II was developed by the Westinghouse Electric Corporation under 

USAF contract AF30(602)34l 7, Multiple Processing Techniques. Since the 

completion of this contractual effort Westinghouse has continued the design 

and development of the Parallel Network Proce s sor (SOLOMON II) System, 

under corporate sponsorship, resulting in a substantial number of design re­

finements. As a result the Parallel Network Processor System described in 

this proposal is a more complete, better defined, and functionally improved 

machine design than that previously reported in the referenced AF report. 

A number of developmental areas still remain in the machine design, but 

these are well defined, and several reasonable solutions for each are avail­

able for final cost- effectivenes s determination during phase 1 of the program. 

Examples of some of the more important design areas that have not yet been 

resolved are: external interfaces with the SOLOMON II system, diagnostics, 

maintenance, power distribution and packaging. 

Section 2, the technical portion of this proposal concentrates on the design 

refinements that have been made since the above- cited AF report was prepared. 

Following a brief basic functional description of the overall system, each 

major system element is de sc ribed in detail. 
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Section 3, Management, presents relevant background and details the 

proposed Westinghouse phase 1 program.. 
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2. TECHNICAL SECTION 

2. 1 GENERAL DESCRIPTION OF SOLOMON II 

The parallel network of processing elements (PE network) making up the 

majority of the computation capability of the SOLOMON II system consists of 

a set of bit- serial arithmetic units controlled by a common source referred to 

as the network sequence unit (NSU). Each processing element has a unique 

block of core memory containing 32768 bits referred to as the processing 

element memory (PEM). The PEM provides hit- serial access in the form of 

24- bit words to all PEs simultaneously. 

The PEs are arranged in a matrix with a serial data path connecting each 

PE with the four neighboring PEs. This arrangment provides each PE with 

acce s s to its own block of memory (referred to as internal memory) and the 

memories of its four nearest neighbors. The steering of data between PEs and 

PEM is referred to as data routing. Routing applies only to the reading of 

data, the PE can write only into its internal memory. 

The data paths and the execution of instruction in the PE network are under 

the control of the NSU and the multimodal status capability of the PE. The 

NSU supplies the memory addre ss and the control signals for executing all 

network instructions. The PE mode control determines if the PE is to ex­

ecute the instruction by comparing the mode value (MV) stored in the PE 

with program mode control bits from the NSU. The PE mode value capability 

is provided by a 2- bit (4 state) register in each PE that can be unconditionally 

set by the NSU, conditionally set on the results of an instruction, stored in 

PEM, or loaded from PEM. Another condition may also be used to determine 

if the PE is to execute an instruction. This control is referred to as the 

"georn.etric control." As sociated with each column and row of the FE net­

work is a control line that must be high for the PEs of that column or row to 
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execute an instruction. These control lines are referred to as geometric 

column control and geometric row control, and are connected to two registers 

(GCR and GRR) which can be modified under a program control. One, both, 

or neither of these registers can be used to control the FE network on any 

given instruction. For a FE to execute an instruction GeR, GRR and mode 

values for that FE must correspond to the selected states in the instruction 

being executed. When the se conditions are satisfied the FE is said to be 

active and will perform the current instruction. In addition to the data paths 

between FEs and the FEM mentioned, each FE has a data path to a register that 

is common to all FEs, a data path that is common to all FEs is a row, and a 

path that is common to all FEs in a column. These registers are referred to 

as the "broadcast register" (BR), "L buffer column (LC), and "L buffer row" 

(LR). BR, LC and LR are two-way data paths controlled by the NSU. The 

broadcast register functionally is the OR of all the FE accumulators if output 

is specified, and the source of a common operand for all FEs if input is . 

specified. Transfers between BR and FE are conditional on the FE being 

active. The LC path is the OR of all FE accumulators of a column of FEs 

on a one column at a time basis if output is specified, and the source of an 

operand common to the column if input is specified. The same rules apply for 

LR transfers in the row direction of the network. Both L buffer transfers 

are conditional on the FE being active. 

The L buffer is a set of registers 24 bits in length that can be loaded bit­

serial or word (24 bits) parallel. The num.ber of registers in the L buffer 

corresponds to one dimension of the FE network. This unit allows data from 

a parallel memory to be transferred to serial memory. 

The word parallel memory in the system is referred to as the program mem­

ory (FRM), and is used to store instructions and additional data. The LB- FRM 

combination allows data to be organized by a conventional sequential processor 

and transferred to the network. It also allows conventional input- output (1- 0) de­

vices to be attached to the system. Only data is transferred between the FRM 

and the network via the LB. Between the NSU and the FRM is a conventional 
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sequential control unit referred to as the network control unit" (NCU). The 

NCU is used to process instructions before transferring them to the NSU for 

execution. The NCU performs functions such as indexing (program modifica­

tion) , input- output control, predecoding of instructions, and loading, storing, 

and sampling NSU registers. 

The set of NSU registers and indicators accessible by the NCU are: BR, 

GCR, GRR, and the indicator register (IDR). The indicator register is used 

to test network status; overflow, none, one, or more than one PE active 

on an instruction and busy conditions in the NSU and PE network. 

2.2 SYSTEM DESIGN REFINEMENTS 

This paragraph presents refinements in the proposed configuration from 

that reported in the final report submitted unde r USAF /RADC Contract 

AF30(602)3417. 

2. 2. I PE- Memory Interface 

The PEM system described in the AF report has been reorganized to allow 

greater flexibility in network size. This alteration has also significantly re­

duced the electrical problems of transmitting data between the network and 

the memory. The earlier PEM system required 8 memories for each module 

of 256 PEs. Each PE was connected to one bit position of eight 256 x 4096 bit 

rn.emory banks via a collection gate illustrated in figure 2-1. 

In the current memory interface design one 256 x 4096 bit memory is con­

nected to 32 PEs via a shift register. The contents of the 256- bit memory read/ 

write register is gated in parallel to a 256- bit shift register. Each PE is 

as signed an 8- bit segment of the shift register which allows a 1- mic ro second 

memory to supply 32 PEs with data at an 8-mc rate (figure 2- 2). This im­

plementation allows a system to be built up of blocks of 32 PEs rather than 

256. It also allows the memories to be placed much nearer the PE network 

which significantly reduce s length of the communication path. 

The implementation of the L buffer, geometric control registers, and NSU 

signal driver to the network has been modified to allow these items to be ex­

panded as blocks of 32 PEs are added to a system. 

2-3 l831A 
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• • • 
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256 

183IA-VB-3 

Figure 2-1. PE- PEM Interface for Previous 256- PE Module 

2. 2. 2 PE De sign 

Since the majority of the com.ponents, cost, and complexity in the SOLOMON 

systeITl is in the PE network, much effort has gone into optimizing and mini­

ITlizing the PEs the:mselves. A basic change has been :made in the PE design 

to perm.it operation with 24- bit words in lieu of 20- bit words as was specified 

in the AF report. To :maintain co:mpatibility with this basic change and to 

provide a safety factor in circuit requirements and NSU signal distribution 

tolerances, an 8-mc logic system. rate has been chosen. The PE logic design 

itself has undergone som.e beneficial evolution due prim.arily to the ability to 

m.odularize the PE network on the basis of 32 rather than 256, and the con­

current PEM design i:mprovem.ents outlined in the preceding paragraph. The 

algorithm.s and actual m.anipulations involved in perform.ing instructions have 

been slightly m.odified in several cases to take advantage of the aforem.entioned 
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Figure 2-2. PE-PEM Interface for Present 32-PE Module 

improvements in the basic PE network structure. Table 2-1 indicates com­

plete instruction operating times (including fetch or storage of operands) for 

the current SOLOMON II system.. In cases where m.ajor alogrithm. or functional 

changes have occurred the present system. is described in detail for each in­

struction in the following paragraphs. 

2. 2. 2. 1 PE Instructions 

Due to the large number of m.ultiply operations in me sh calculations and 

similar problems, intensive efforts have been made to arrive at an efficient 

multiply capability. Design studies have shown that a number of adders con­

nected in series is the best way to gain spe~d in this operation in a basic 

serial structure. All applicable and promising techniques were analyzed to 

determ.ine the best cost versus performance ratios. 
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TABLE 2-1 

PE OPERATION TIMES 

Command Description 

Multiply 

Any compare 

Any command that writes into memory 

Divide 

Shifts: 

1. single length left circular::: 12 

2. single length left circular < 12 

3. single length left algebraic > 12 

4. single length left algebraic < 12 

5. single length left logical > 12 

6. single length left logical < 12 

7. single length right algebraic > 12 

8. single length right algebraic < 12 

9. single length right logical > 12 

10. single length right logical < 12 

11. double length left algebraic > 12 

12. double length left algebraic < 12 

13. double length left logical::: 12 

14. double length left logical < 12 

15. double length right algebraic > 12 

16. double length right algebraic < 12 

17. double length right logical > 12 

18. double length right logical < 12 

All other commands 

Time (tJ.sec) 

19. 1 

3.8 

3.8 

84.6 

12.8 

6.4 

6.5 

3. 3 

6.5 

3.3 

6. 2 

9.4 

6.2 

9.4 

13. 5 

6.8 

13.3 

6.6 

9.8 

16.4 

16. 1 

9.6 

3.4 

Two multiply techniques were selected and evaluated in detail and their 

co st and speed charted. Scheme A was that scheme used in the 10 -mc PE 

described in the AF report, and Scheme B is described later in this section. 
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Also, a two- bit multiply scheme for each adder was costed and the speed 

charted. Table 2- 2 shows this cost breakdown with the speeds in the adjacent 

column. It was finally decided that Scheme B with 6 adders would be used in 

SOLOMON II. Furthermore, a cost decrease for the system was realized in 

that the multiplicand could come from memory through four separate accesses 

and thereby save one of the delay lines in the PEe 

TABLE 2-2 

SUMMARY CHART-PE MULTIPLY COST/EFFECTIVENESS 

Mul 
Time LOGIC COST FACTOR Scheme 
(1-1 s ec) 

31. 0 430 3x 1 B 

28.6 480 3x 1 A 

25.0 560 4x 1 B 

22.5 640 4x 1 A 

19. 1 800 6x 1 B 

17.0 920 6x 1 A 

16.0 1070 8x 1 B 

14.0 1200 4x2A 

13.0 1550 6x2B 

11. 8 1800 6x2A 

(f(l)r 24 bit (per PE) (No. of ad-
words) ders times 

No. of bits 
at a time) 

* Additional Logic cost for the rest of the FE in all schemes is approxi­
mately $1200 (cost for PE multiply with 5 adders as in 10 mc AF report 
system is approximately $680). 

After the multiply scheme was decided upon and designed, the basic gates 

for the add, Boolean mode control, etc, instructions were added. Divide was 

then designed and finally the shift instruction was added. Here again as in 

multiply considerable investigation was done to determine how shift would be 
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implemented. Using scheme 1 as a basis for hardware count, 6 schemes were 

costed and the corresponding shift times calculated. After careful analysis 

(summarized in table 2 - 3) it was decided that scheme 1 would be the most 

satisfactory solution. Scheme 1 is discus sed in more detail below. 

TABLE 2-3 

SHIFT INSTRUCTION ANALYSIS 

Shift Sc he me 

l. L shift < 13 3.3 J.Lsec 
L shift> 13 6.6 J.Lsec 
Rshift<13 9.8 J.Lsec 
R shift> 13 6.6 J.Lsec 

2. L shift < 13 3.3 J.Lsec 
L shift> 13 3.3 J.Lsec 
R shift < 13 6.6 J.Lsec 
R shift> 13 6.6 J.Lsec 

3. L shift < 13 3.3 J.Lsec 
R shift < 13 4.9 J.Lsec 

Two commands for shift> 13 J.Lsec 

4. L shift < 13 8.0 J.Lsec 
L shift> 13 8.0 J.Lsec 
R shift < 13 8.0 J.Lsec 
R shift> 13 8.0 J.Lsec 

Uses 2 fixed memory location 

5. L s hi it < 13 3. 3 J.L sec 
R shift < 13 3. 3 + SL 

Destroy all QI s not in right mode 
or store all QI s in memory 
Two commands for shift> 13 

6. L shift < 13 3.3 J.Lsec 
R shift < 13 7 . 3 + J.L seC 

Two command for shift> 13 uses 
1 fixed memory location 

Extra PE Hardware 

No hardware 

2-5 bit delays 
1- 2 bit delays 
2-diode cans 

3-5 bit delays 
1- 2 bit delays 
2-diode cans 

Save: 2 diode cans 
1- 2 bit delay 

No hardware 

No hardware 

2. 2. 2. 2 Add, Subtract, and Boolean Instructions 

The proces sing element receives all its data in the R register. The control 

signals from the NSU determine which input will be recognized. These include 

memory inputs from North, South, East, and West neighboring PEs, internal 

memory, BR, and L-buffer inputs either via row or column. 
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AEROSPACE DIVISION 



---------------------~-
From the R register data it is then directed to different flip- flops in the PE. 

depending upon the instruction. A load instruction will send data to SO. The 

word then goes through Sl then to P 25 where it is circulated. The total time 

for this instruction is 27 bit times or 3.3 microseconds. 

A load Q instruction will send this data to 0
27 

then to 0
25 

and circulation 

in the 0 line. 

If the instruction is add, R may be chosen as operand 1 in which case it is 

gated to b
O 

or operand 2 may be chosen, in which case it is gated into SO. At 

this point it is gated into the adder S 1 where an addition occurs with the other 

operand. The operand may be the contents of either P or O. The 24-bit 

addition occurs in 27 bit times. The reason for this time is that: (1) 24 bit 

times must be used for data storage itself (P 1 and delay line) and (2) one bit 

time is used to select the proper operand (SO and bOlo This selection not 

only includes the selection of R, PI' and 0
1

, but also their complements. 

This permits subtraction, and in addition, the capability exists to d~ absolute 

value instruction of P at this level, (3) one bit time to perform the actual 

addition, or logical operation whichever the case might be (S 1)' and (4) one 

bit time for selection of whe re the answer will be written. This may be 

either in P (P 25) or 0 (Q25). All additions and Booleans are merely single 

modifications of the above -mentioned operations. The additions and Booleans 

differ in the PE only in control signals necessary for S 1 and C 1· 

It seems appropriate to mention mode control at this point in that it effects 

these commands as it effects all commands. If the proper mode of the in­

struction is specified the PE will perform the specified operation and the re­

sultant bits will be circulated in the proper delay line and be ready for an­

other operation at the end of 3.4 microseconds. If, however, the PE is not 

in the proper mode the EXC flip-flop will not be set. In this state the PE must 

not alter any of the data within itself. Therefore the result of the computation 
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ITlust be rejected at (P 25) or (Q25) and the old inforITlation re stor ed in the de­

lay line s. The information also ITlust stay aligned in time with that data in 

other PEs which have been modified. 

The path for this delay is 

-
---

C
5 

- C 6 - P 25 (27-bit path) 

Q 27 --- lA - Q25 (27 -bit path) 

If an add instruction does not use a ITleITlory cell for the address of one 

operand, it ITlay in fact store one operand (P or Q) in a specified ITleITlory cell. 

Due to the peculiar nature of the ITleITlory and its association with the PE it is 

necessary to increase the time for this class of instructions to 3.8 micro­

seconds. The flip-flop used to write information is bb and will select either 

P or Q but not the result of the operation. 

The paths for this operation are 

P
EXC 

PI - 8 0 --- 8 1 - 8 3 - 8 4 --- 8 5 - 8 6 - P 25 or Q25 

P
EXC 

PI - R --- C 2 - C 3 - C 4 - C 5 - C 6 - P 25 

QEXC and EXC 

Q l --- 5 A - Q 27 --- Q26 

Within the logic for the above-ITlentioned instructions exists the capability to 

detect overflow. Overflow is detected on all add and subtract instructions. 

The OF flip-flop is set when overflow occurs and then enacts the progra:m 

options for handling ove rflow. They :may 

a. set the ITlode flip-flop to the desired states 

b. set the :mode flip-flops and jump 

c. jUITlP 

d. do nothing 

Another class of instructions is the compare commands. These instructions 

are siITlilar to the add command except the result of the operation is used to 

set the PE ITlodes accordingly. This setting of the ITlodes requires extra tiITle 

since fir st the set ITlust go to the OF flip-flop so it can control the mode states. 
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It become s convenient to choose the salTIe time for this instruction as for a 

write instruction. since the compare commands always require information to 

be rewritten in the P and Q line s. The data paths are: 

P
EXC 

and EXC 

PI - bb - C 2 - C 3 - C 4 - C 5 - C 6 - P 25 

QEXC and EXC 

Q 1 --. 5~ -- QZ 7 ---- QZ5 

~ ____ P_L_I_NE _____ ~ 

bo -OPERAND 

So-OPERAND 

Sn - ADDERn 

Cn- CARRYn 

Q 27 ,Q25 - 0 INPUT SELECT 

P25-P INPUT SELECT 

bb - OUTPUT SELECT 

R - ROUTING SELECT 

Q LINE 
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2.2.2.3 Multiply Instruction 

There is essentially only one ITlultiply instruction. This instruction causes 

R to be ITlultiplied by Q with a double length product to be stored in P and Q 

(i. e., R x Q-P, Q). A ITlultiplication of -1 x -1 (an allowable number) pro-

duces an incorrect product of -1. 

The basic ITlultiply algorithITl is shown in figure 2-3. ExaITlples 1, 2, and 

3 illustrate the ITlultiplication of two nUITlbers by use of this algorithITl. 

Figure 2-4 illustrates the logical sequence of the ITlultiply operation with 

respect to the 6 adders. Basically six ITlultiplier bits at a tiITle are stored in 

multiply control flip-flops (II - 1
6

) which perform the function of controlling 

the corresponding 6 adders. When the mUltiply control flip-flops are set, the 

multiplicand bits are transmitted serially to the 6 adders - least significant bit 

first. On the basis of the corresponding control flip-flop, the adder either 

adds or does not add the multiplicand to the partial product. Figure 2-5 

illustrates the actual sequence for the 4 cycles and figure 2-6 illustrates the 

operation of each adder and how those bits feed the next successive adder. 

For example, on the first 6-bit cycle (this refers to 6 multiplier bits) product 

bits P 47 - P 42 are generated (i. e., P 47 = A 33 , P 45 = AZI + A22 + A 23 , etc). 

Of course, if the corresponding ITlultiplier bit is zero, then the ITlultiplicand 

is not added (i. e., if M21 is zero and M22 and M 23 are 1, then P 45 = 0 + 

A22 + A
23

) each additional 6-bit cycle will generate 6 product bits and on the 

fourth cycle the remaining 29 bits are produced. 

Figure 2-7 is a block diagram of the systeITl which performs the ITlultiplica­

tion. Figures 2-8 and 2-9 refer to the tiITling necessary to iITlplernent the 

multiply. If the processing element is not in the proper mode, the ITlultiply 

must not be undertaken and no change should occur on the data within it. 

By virtue of the EXC and EXC signals, the mode distinction is made in the 

PEs. 
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AD 0 RES! NEXT 
MULTIPLIER 81T 

SEQUENCE 

START 

NO 

SHI FT PARTIAL 
PRODUCT 

, PLACE· RIGHT 

YES 

NO 

SUBTRACT MULTIPLICAND 

FROM PARTIAL PRODUCT 
(CORRECTION CYCLE) 

COMPLETE 

ADO MULTIPLICAND 
TO PARTIAL PRODUCT 

(INITIALLY=O) 

183IA-VA-5 

Figure 2 -3. Basic Multiply AlgorithIll 
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START 

SEQUENCE 8-
MUlJlPLIE R BITS 
INTO CONTROL 
FLIP-FLOPS 
(LSB FIRST) 

TRANSMIT ,....----------.4 MULTIPUCAND "IT 
10 ALL 6 ADDERS 
(LSB FI RST) .... ---.... 

ADDRESS NEXT 
MULT1PUCANO err 
IN SEQUENCE 

A DoRES! SAME 
MULTIPLICAND 

'BIT 

A OOUBLE LENGTH 
PRODUCT IS LOCATED 

IN P AND Q 

ADD NEW BIT TO 
PftESENT AOOER 
STATE PWS CARRY 
FROM PRECEDING 
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Figure 2-4. Logical Sequence of SOLOMON II Premultiply Scheme 
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MULTIPLIER 

PARTIAL. PRODUCT 

MULl1PLICAND 

An-ADDER" 
I" -MULTIPLIER BIT" CONTROLS ADDER" 
MULTIPLICAND. INPUT FROM MEMORY'INTO 
ICAND (0) AND lCAND(b) 

1831 A- VA-9 

Figure 2..;.7. SOLOMON II PE Multiply Hardware (Block Diagram) 

The nonexecute paths for multiply are: 

FORP 

P
1
-P

25 
(25-bit path) 3 cycles = 75 bit times 

P 1- bb- P 25 (26- bit path) 3 cycles = 78 bit times 

FORO 

° 1- 025 (25 - bit path) 

01- 027-025 (26-bit path) 

Each block in figures 2-8 and 2-9 refers to an operation performed by the ele­

ment shown in figure 2 -7, and the size of the blocks are identical to the 
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length of the operation except where phantom lines cut the blocks. In this case, 

the nutnber of bit titnes are specified inside the block. (Note that each 

ve rtica1 line refe rs to a bit titne. ) The entire operation requires 153 bit 

titnes for completion. 

MultiE1~ ExatnE1e s 

Exatnp1e 1 

Multiplicand = 0 0 1 0 0 1 = +9/32 
Multiplier = 0 0 1 1 0 1 = +13/32 

0 0 0 0 0 0 0 1 0 0 1 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 1 
0 0 0 0 1 0 0 1 
0 0 0 0 0 0 0 
0 0 0 0 0 0 

Product = Sign 0 0 0 0 I 1 1 0 1 0 1 = + 117/1024 

Exatnp1e 2 

Multiplicand = 0 0 1 0 0 1 = +9/32 
Multiplier = 1 0 1 1 0 1 = -19/32 

0 0 0 0 0 0 0 1 0 0 1 Correct cycle, if 
0 0 0 0 0 0 0 0 0 0 sign of tnultiplier 
0 0 0 0 0 1 0 0 1 is negative subtract 
0 0 0 0 1 0 0 1 multiplicand (i. e. , 
0 0 0 0 0 0 0 2' s cotnp1etnent and 
1 1 0 1 1 1 add) 

Product = 1 1 1 0 1 0 1 0 1 0 1 = -171/1024 

Exatnple 3 

Multiplicand = 1 0 1 0 0 1 = -23/32 
Multiplier = 0 0 1 1 0 1 = +13/32 

1 1 1 1 1 1 0 1 0 0 1 
0 0 0 0 0 0 0 0 0 0 
1 1 1 1 0 1 0 0 1 
1 1 1 0 1 0 0 1 
0 0 0 0 0 0 0 
0 0 0 0 0 0 

Product = 1 1 0 1 1 0 1 0 1 0 1 = -299/1024 

Note that sign bit of negative tnultiplicands is propagated to fortn final product. 
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2.2.2. 4 Di~lsion 

Divide within the PE can be performed on either single or double length 

dividends. The divisor is located in PE memory and its address is specified 

by R. If a single length divide is specified, the dividend is located in the P 

register (i. e. , the most significant of a double length product). If double 

length, divide is specified the least significant half of the double length 

dividend and is contained in the Q register. A single length quotient will 

be formed in either case with the quotient stored in the P register and the 

remainder "stored in the Q register. 

To illustrate in detail the divide operation, the actual divide algorithm 

is given in figure 2-10 and a block diagram for accomplishing this in the PE 

is shown in figure 2-11. Figure 2-12 illustrates the overflow tests performed 

on the operands. By observation of figure 2-10 and the divide examples 1, 

2, and 3, one can readily see exactly how division is accomplished in the PEs. 

Note that in example 2, 5/16 is the dividend and -8/16 is the divisor which 

yields a quotient of -11/16, while in example 3 with the same absolute values 

the dividend is negative and the divisor is positive the quotient is -10/16. 

Obviously then the exact quotient is not obtained in all cases since -10/16 is 

exact and -11/16 is 1/16 in error. Due to the rather simple nature of the 

PE, the correction cycles to ensure an exact divide are not implemented. 

However, in all cases the correct quotient can be obtained by considering 

the remainder with the quotient. Table 2-4 outlines the possibilities that can 

exist. 

The total time for the divide instruction is 84.6 microseconds. After 

the initial over flow test the sign of the divisor and the dividend (remainder 

after first cycle) are compared as shown in example 1 and stored in P sign. 

This then controls whether the divisor is added or subtracted from the re­

mainder. The P sign value is gated into the Q line in Q25 at the appropriate 

time. This is repeated for the 24 bits with the cycle repeating every 26- bit 

times. Note that the path is 27 bits (figure 2-11) but that a shift must be 

affected each time and this is accomplished by using 26-bit times for the 

repeat time. 
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Figure 2-10. Divide A10grithm 
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QUOTIENT (Q) 

QUOTIENT 
MEMOR'V AND OPERATION 

DETERMINE 

REMAINDER (P) A I 

ADDER 

DIVISOR 
F .. F 

MEMORY--..... 
1831A -VA-I! 

Figure 2-11. PE Divide Hardware (Block Diagram) 

The nonexecute paths to keep the operands aligned are: 

P EXC 

PI-C5-Cb-P25 (1 time) 

P 1- bb- P 25 (25 times) 

1831A 

Q EXC 

QI-Q27-~~ Q25 (1 time) 

Q1-- Q27- Q 25 (25 times) 
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Divide Example s 

Example 1 

Dividend = 11111110 = -1/64 
Divisor = 01000000 = +1/2 

°Eeration Signs Status Quotient Bits 
11111100 Shift Differ 0 
01000000 Add 
00111100 Alike 1 
01111000 Shift 
11000000 Subt 
00111000 Alike 1 
01110000 Shift 
11000000 Subt 
00110000 Alike 1 
01100000 Shift 
11000000 Subt 
00100000 Alike 1 
01000000 Shift 
11000000 Subt 
00000000 Alike 1 
00000000 Shift 
11000000 Subt 
11000000 Differ 0 
10000000 Shift 
01000000 Add 
11000000 Differ 0 
01000000 Add 
00000000 Final Remainde r 

01111100 Incorrect Quotient 
1 Correction Cycle (Change Sign) 
11111100 Final Quotient 
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Example 2 

Example 3 

1831A 

1 . 1 0 11 - 5/16 - Dividend 
O. 1000 +8/16 - Divisor 

10110 
01000 
11110 

11100 
01000 
00100 

01000 
11000 
00000 

00000 
11000 
11000 

11000 
01000 
00000 

o 

o 

1 

1 

o 

Correction Cycle 

Corrected Remainder 

o. 0110 Uncorre·cted Quotient 
1. 0110 Corrected Quotient 
1.0110 = -10/16 with 0/16 Remainder 

o . 0 10 1 5/1 6 - Dividend 
1 . 1000 - 8/1 6 - Di vi s 0 r 

01010 
11000 
00010 

00100 
11000 
11100 

11000 
01000 
00000 

00000 
11000 

o 

o 

1 

o 

11000 Remainder 1 

O. 0101 Uncorrected Quotient 
1. 0101 Corrected Quotient 
1.0101 = -11/16 with -8/16 Remainder 
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ALIKE 

SUBTRACT 
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OVERFLOW WILL OCCUR 

183IA-VA-I~ 

Figure 2-12. Divide Overflow Test 
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TABLE 2-4 

TABULATION OF POSSIBLE DIVISION RESULTS 

Divisor Dividend Quotient 
Quotient RelTIainde r 

Sign Sign Nature 

- ± Exact Exact answer Sign and lTIagnitude 
-2- 23 = divisor 

+ ± Exact Exact answer = zero 

- ± Nonexact Unrounded = negative 
(lTIagnitude is too 
large) 

+ ± Nonexact Unrounded = positive 
(lTIagnitude is too 
slTIall) 

2. 2. 2. 5 Shift Instructions 

In SOLOMON where SOlTIe PEs lTIay be operating and SOlTIe lTIay relTIain 

unchanged, all instructions lTIust be of such a length as to have the first bits 

of 

in all PEs aligned at the conclusion of the instruction. As a result the way 

chosen to effect a shift is to enter delays into the delay-line loop. The basic 

tilTIe for a left shift is approxilTIately I-word tilTIe and a delay equal to the 

shift length is added to the delay loop. For a right shift the basic tilTIe for 

the instruction becolTIes twice the word tilTIe and the delay which is added 

equals 25 lTIinus the shift length. Since the object in designing in the shift was 

to use as lTIuch existing hardware as possible, it was found that only 14 delays 

could be found without adding extra flip-flops and delay elelTIents. As a result, 

in order to do a left shift of greater than 13, two passes through the shift paths 

had to be effected. SilTIilarly, in order to do a right shift of less than 12 two 

passes had to be lTIade. 

These delays are completely dependent on shift length. For shifts that re­

quire greater than 13 delays the first pas s always is one with 13 delays and 

the second pass adds the required additional delays. 

SOLOMON PEs also have the capability to perform double length shifts 

both algebraic and logical with P being the most significant and Q the least 

significant portion of the word. 

1831A 2-28 
AEROSPACE DIVISION 



-----------@-
2.2.3 Network Control Unit Design 

The network control unit (NCU) is functionally the same unit described in 

the AF report. This section will be restricted to supplying more detail con­

cerning the interface and how the NCU functions as a system component. 

The NCU and the network are designed to operate concurrently. This 

feature allows housekeeping required for the network program to be over­

lapped with execution in the network. 

The NSU buffers two instructions to allow the network to operate at max­

imum rate. Lookahead is required because of the dynamic register in the 

PEs. At the completion of an instruction, the NSU must have the signal 

lines for the next instruction high before the end of the switching blank in the 

PE delay-line registers. If this condition is not met, a complete network 

cycle is lost, which could approach a 50 percent reduction in performance. 

Because of the concurrency between the NCU and NSU and the two instruc­

tion buffers in the NSU, all data transferred over the NCU -to-NSU interface 

must be interlocked to assure that the sequence of the program is not changed. 

The following de scription will define the inte rface. 

The network instruction set contains options that allow overflow, the 

existence of an active PE, and the existence of more than one active PE in 

the network to be detected. The NCU instruction set contains conditional 

branch instructions that use the se indicator s to determine if the branch is 

to be executed. For the NCU to execute one of these branch instructions, 

the NSU busy signal must not be present. The broadcast register, geometric 

row register, and the geometric column register are programmable registers 

that are loaded from PRM or stored into PRM by the NCU. For the NCU to 

execute these transfers, the NSU busy signal must not be present. 

The transfer of data between the LB and the PRM is controlled by the 

NCU. The transfer between the LB and the network is controlled by the 

NSU. To maintain the program sequence, the NCU must know if the NSU 

is executing or has buffered an LB transfer instruction. The NCU contains 

a two-stage up-and-down counter which is stepped up each time an LB-network 
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instruction is sent to the NSU and stepped down each time the NSU complete s 

an LB-network transfer. The NeU will execute an LB-PRM transfer only 

if the count is ze ro. 

2.2.3.1 Program Memory Interface 

In the system configuration proposed, the contents of the PRM are acces sed 

by the NeU and LB only. The NeU instruction word is 48 bits and the data 

word is 24 bits, corresponding to the NSU 48- bit instruction word and the 

network 24-bit data word. The path between the NeU and the PRM is 48 bits. 

The path between the LB and the PRM is 96 bits. The number of bits accessed 

per memory cycle is 192. The 48-bit instruction formats were selected to 

allow the PRM to be expanded if desired and the data word from PRM to be a 

multiple of the 24-bit network data word. The 96-bit path between the LB and 

the PRM allows data to be transferred between the network and PRM at nearly 

maximum rate that data can be transferred over the edge of a 32 x 32 PE 

network. In approximately 3 microseconds, 32 24- bit data words can be . 

transferred between the LB and network. Between the LB and PRM, eight 

24-bit words (19 2 bits) are transferred per memory cycle. Four I-micro­

second memory cycles will transfer 32 data words. A 96- bit path was select­

ed for this communication rather than a 48- bit path to reduce the electrical 

design problem of the interface. In principle, sufficient time is available 

to load or read the memory register during the clear or restore portion of 

memory cycle, but the detailed design of the interface indicates that this 

implementation is not practical. 

The PRM and the PEM are electrically and mechanically the same except 

for the interface. Both memories use identical electronics and packaging. 

The only difference is that the PRM accesses 192 bits per cycle and PEM 

accesses 256 bits. Four PEM's are packaged in the same enclosure for 128 

PEs. The PE network is designed to be modular in blocks of 32, which 

requires the PEM enclosure to be modular. Physically, this memory 

arrange:ment allows the PRM to be expanded in increments of 16, 000 

(48-bit words) to 64, 000, within the same physical unit. 
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The electrical design of the memory allows an additional degree of free­

dom in expanding the PRM. Additional mem.ory banks can be add~d to the 

same interface electronics, or the memories can be independent units that 

are accessed concurrently. If memory banks are added to make a larger 

single memory, the hardware required for the digit direction of the memories 

is shared. Functionally, the memories are tied together at their preampli­

fiers. If additional memories are to operate independently, a duplicate unit 

is added including the interface. A brief explanation of the details of the PRM 

interface will indicate how this is implemented. 

Each unit connected to the PRM uses a driver at its interface that is capable 

of driving as many terminated transmission lines as there are independent 

memories. The unit decodes the high-order two bits of an address to specify 

which memory bank is being requested. At each memory bank a memory 

priority circuit selects the unit to be serviced and gates the address to the 

memory access circuitry and returns an acknowledgement to the unit. The 

low-order two bits of the address are decoded at the memory to select the 

proper 48-bit word. The design that is proposed allows four memories to be 

connected in this manner to two units. This sele ction was made to corre spond 

to the estimate of the requirements of an expanded system in the near future. 

Electrically the interface can be expanded to eight with the same set of 

drivers. This is the same driver developed for distributing the NSU signals 

to the network. The number of gates that are practical to package in the 

interface and the cost of these gates are the limiting factors. The detailed 

layout of the interface cards has not been attempted, therefore the freedom. 

in expanding the interface, by leaving space for additional cards, beyond the 

pre sent de sign cannot be stated. 

2. 2. 3. 2 Priority Interrupt 

The design of the priority interrupt system has been developed to rn.ini­

m.ize the com.plexity of the hardware in the NeU and to allow m.axim.um. pro­

gram. control. The current design allows interrupts from four sources to be 

serviced. Associated with each interrupt source are two memory cells that 

will be referred to as m.ail boxes (MB). One MB is used by the program.mer 
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to store a jump instruction to enter the desired service routine, or a No-Op 

instruction to ignore the interrupt. The other MB, if required, is used by 

the interrupt source to store information to define the interrupt, if more 

than one condition can generate the interrupt. Each interrupt source con­

nected to the NCU is assigned a priority determined by the position to which 

it is wired on the interface. A simple sample and hold network is used to 

strobe the interrupt lines and select the highest order interrupt. When in­

terrupt is detected, the NCU generates an execute instruction with an address 

field corre sponding to the programmed MB. The sampling network is stopped 

when an interrupt is recognized and an acknowledgement is returned to the 

source that is going to be se rviced. 

If the execute instruction receives No-Op instruction from the MB, the 

sampling network is released to scan the interrupt lines. If a jump instruc­

tion is obtained from the MB, the interrupt lines are not scanned until an 

unlock interrupt instruction is executed. A lock interrupt instruction th~t 

stops the scan of the interrupt lines is available to the programmer. The 

status of interrupt lines can be sampled under program control by reading 

the indicator register {IDR} of the NCU, but an acknowledgement to the in­

terrupt source cannot be generated directly by the program. The interrupt 

unit will be packaged so that it can be expanded by adding additional interface 

and sample and hold stage s. 

2.2.3.3 General Purpose Computer or I-a Controller Interface 

An input-output system to control peripheral device s is not included in the 

present SOLOMON II design, but a generalized interface has been designed 

into the NCU to allow an input-output system or a general purpose computer 

to be added. The selection of the interface that will be de scribed is a re suit 

of an I-a controller designed earlier in the SOLOMON project and the desire 

to provide a flexible I-a interface for the current system without adding a 

large amount of hardware to the NCU. 

The function of the I-a interface can be illustrated by considering an I-a 

controller having an independent interface with the PRM that receives 
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commands that define the function to be executed and the area of memory to 

be used. Associated with the 1-0 controller is an MB in the PRM that is used 

to transfer commands to the 1-0 controller. The programmer loads the MB 

with the command (the name command will be used only to refer to the con­

tents of the 1-0 controller \ MB) and issues an alert instruction. The alert 

instruction will result in a signal line being raised to the 1-0 controller. The 

1-0 controller obtains the MB, and returns a signal to release the NCU. 

Command completion signals are returned via the priority interrupt system. 

The second MB associated with the priority system would be used to identify 

the command completed in a multichannel 1-0 controller. Afield of the alert 

instruction is coded to identify the alert line if more than one independent 

unit is connected to the PRM. 

Connecting a com.mercially available general purpose com.puter directly to 

the PRM in this manner cannot be similarly generalized because of the variety 

of machines that could possibly be used and the lack of specification of a par­

ticular machine and detailed information concerning the memory inte rface s, 

interrupt systems, and circuits. 

2.2.4 Network Sequencing Unit 

The function of the NSU in the proposed system. is identical to that pre­

viously described. The purpose of the NSU has been outlined in the general 

description of SOLOMON II in paragraph 2. 1 of this proposal. 

2.2. 4. 1 Network Control 

The PE network is made up of a matrix of bit- serial arithmetic units with 

a minimum. of control within the PE (detailed de sc ription of PE in paragraph 

2.2.2). The only control that is unique to the PE is the execute control. If 

the execute control is not present, the PE ignores the current instruction. The 

execute control is set by comparing the decoded value of two mode value bits 

in the PE with four-mode control signals from the NSU. If any bit position 

agrees within the PE, execute control is set and the PE is said to be active. 

The mode value (MV) in the active PE, can be unconditional set or conditional 
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set by the NSU. Overflow options and compare instructions are used to con­

ditional set the MV. The execute control of the PE is also conditional on the 

state of two othe r NSU controls, geometric row and geometric column con­

trols, which were previously described. Both of these signals must be high 

for the PE to be active. 

2.2. 4. 2 Signal Distribution 

The signal drive between the NSU and the network has been designed to 

allow the network to be expanded from. 32 PEs to 1024 PEs. The packaging 

is designed to expand the network in increments of 64 PEs to 1024 PEs 

(paragraph 2.5). A PE consists of four unique cards. In the PE door, 64 

PEs are laid out in eight rows. Within a row, the PE card type s are identi­

cal, which allows the NSU signals specifically required for a given row to be 

contained in that row. Each NSU signal required in a row has a driver located 

at the center of the row that is capable of driving 32 loads. The distance from 

the driver to any PE is less than 18 inches. The input to the row driver~ is 

supplied by a set of flip-flops at the bottom of the PE door. A clocked flip­

flop is used at this point in the NSU drive pyramid to retime the signals and 

to allow transformer coupling between the NSU and the PE door. In the NSU 

the signals are input to a clock driver that has an adjustable time delay. The 

output of the clock driver is three transformers that are capable of driving 

8 terminated lines each. One terminated line supplies a control signal for 

a door of 64 PEs (figure 2-13). As additional doors of PEs are added, the 

signal drive lines are connected to the output transformers in the NSU. 

2.2.5 PE Network Design 

The design improvements and refinements in the PEs themselves have 

been previously described in paragraph 2.2 of this proposal. The arrange­

ment of these PEs into a sim.ultaneously operating network and the inter­

faces of the PEs to the rest of the system present some unique control re­

quirements. These requirements, where difference s exist from the basic 

earlier SOLOMON II design, are presented in the following paragraphs. 
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Figure 2-13. PE Network Signal Distribution 

2.2.5. I PE Data Interfaces 

32 - PE 
ROW 

32- PE 
ROW 

183IA-VB-15 

Data are transferred bit serial as 24- bit words between the two PE delay­

line registers and the PEM, the LB, or the broadcast register. All data 

path connections are controlled by the NSU and are the same for all PEs. 

The PEM is physcially made up of linear select core banks that contain 

10
6 

bits and can access 256 bits per memory cycle. Each bank is connected 

to a 32-PE module via an eight-bit shift register (figure 2-2). The shift 

register allows a I-microsecond memory to transfer data continuously at 

an 8-mc bit-serial rate. 

Data is transferred between the LB and the network by rows or columns. 

When writing into the network all active PEs in the same row or column 

receive the same operand. When reading from the network, the output of all 

active PEs in a selected row or column are sent to the LB. 

The broadcast register is a data source or sink that is common to all 

active PEs. To write into the network the BR is gated to each of the LB-row 
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lines. To read, the LB-row lines are all "ORed" at the input of the broad­

cast register. 

2.2.5.2 Indicators 

The status of the network can be sa:mpled by testing for overflow or active. 

Overflow check on arith:metic (paragraph 2.2.2.2) instructions is a progra:m­

:ming option that can be used to set an indicator if any active PE overflows. 

The test for active (paragraph 2.2.4.1) sets one indicator if :more than one 

PE is active and another indicator if only one PE is active. 

To test overflow, the overflow flip-flop in each PE is gated to the line 

used to collect data by rows and the OR gates for loading the broadcast regis­

ter fro:m the network are opened. If a one is detected, an indicator is set. 

To te st the active status of the network, the execute flip-flop of the PE's 

are gated to the lines that collect data by rows and the lines that collect data 

by colu:mns. The collection lines are gated to a shift register that is used 

to detect the pre sence of one or :more than one bit set. If :more than one bit 

is detected in either register, only the :more than One indicator is set. If 

only one is detected in either of the registers, the one indicator is set. 

A progra:m:ming option is also available that allows the Execute FF's to be 

loaded into the Geo:metric Rowand Geometric Col. Register. The sa:me set of 

lines are used that are necessary to collect the Execute FF's. Both of the 

Geo:metric Control registers are progra:m:mable. 

2.2.6 Console 

The console that is proposed is a combination operator's and :maintenance 

console. The ability to load NCU registers, read-write the PRM, to read 

PEM, and to read PE registers are aids designed to reduce ti:me required to 

isolate failures. The console typewriter and the PE Mode Value display 

:make up the major portion of the console hardware associated with normal 

operation. 

2.2.6. 1 Console Typewriter 

The console typewriter is connected to the NCU by a six- bit data path. 

Input from the typewriter is controlled by the operator. The starting 
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location is set on the console switch and ENTER TYPEWRITER pushbutton is 

depressed to initiate a transfer. The characters typed are assembled into 

48 - bit words by the NCU and are loaded into contiguous memory locations 

until END OF TRANSFER is depressed by the operator. End of transfer will 

cause the last group of characters assembled to be loaded into the next mem­

ory location. Output to the typewriter is under program control. One 48-

bit word is output each time the output instruction is executed. 

The PRM can also be loaded from the console by setting the location and 

the value on a set of console switches and depressing the LOAD MEMORY 

switch. 

2.2.6.2 Single-Step Control 

The single - step control is designed to allow the program to be stepped 

one instruction at a time or one minor cycle of the instruction at a time. 

2.2.6.3 Halt Control 

A set of halt conditions that can be selected at the console has been pro­

vided as a maintenance aid. The NCU can be stopped by the following 

conditions: 

a. Stop if a bit of the NCU's IDR matches its corresponding console 

switch. 

b. Stop when the IC equals the value set in the console switche s. 

The stop conditions can also be used to generate a branch to a location 

specified by a set of console switches. This feature allows the operator to 

cycle on a selected segment of a program when isolating failures. 

2.2.6.4 Start Controls 

Two basic controls from the console are used to start a program. If the 

machine has been cleared, initiate is used to set the NCU IC from console 

switche s. If the machine was stopped by a halt instruction or from the con­

sole, start is used to initiate the program. 

Depressing MASTER CLEAR switch at the console clears all NCU and NSU 

register and controls. MASTER CLEAR is interlocked with halt, such that 

it has no effect if the machine is operating. 
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2. 2. 6. 5 Displays 

A complete list of the control to be displayed has not been finalized. The 

following description will outline the major displays. 

The following NeU registers will be displayed: 

a. Memory data register (48 bits) 

b. Memory address register 

c. Instruction regi ste r 

d. Instruction counter 

e. Indicator register 

f. Arithmetic registers 

g. Selected flip-flops in timing control 

The following NSU registers will be displayed: 

a. Instruction buffer 

b. Broadcast register 

c. Geometric control registers 

d. Memory address register 

e. Selected flip-flops in timing control 

Two 32-position rotary switches will be provided to allow one-bit position 

of the geometric row and the geometric column controls to be selected from 

the console for displaying the contents of the PE register or the contents of 

a PRM word or the contents of an LB location. The rotary switche s are 

interlocked with halt. To display a network register, the operator depresses 

the control corresponding to the register desired and the NSU initiates a 

timing cycle that gates the contents of the register through the network­

broadcast register path to a display register in the NSU. If a word of PRM 

is desired, the address is set on console switches and the procedure for 

reading a register is followed. The state of the network is not changed by 

generating the displays mentioned. 

The mode value flip-flops in the PE will be connected directly to console 

lamps for display. This display will physically be laid out in the same 

matrix notation manner that the network is labeled. 
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2.3 MEMORY SYSTEM 

The memory system selected for SOLOMON II serves the purpose of both 

the PEM and PRM as previously defined. Since the AF report was published, 

certain test programs have verified the selection of the memory system. 

These tests and their results are briefly described in the following paragraphs. 

2.3.1 I-Microsecond Memory Breadboard 

Four planes of 30-18 mil cores built by Lockheed Electronics Co. were 

obtained for test. Each plane consisted of a 32 x 10 section of cores fully 

wired with loose core s on each line to increase the size to 128 x 64. A 4-

wire system was used for each plane. The planes were interconnected so 

that the read-write lines were 256 cores long. Thus 2 planes formed 32 

words of 256 bits each. 

2.3. 1. 1 Test Circuits 

The drive system consisted of 12-current drivers; a l2-input LSM trans­

former, a drive-line selection transformer, and a transistor switch. The 

switch had a 68-ohm terminating resistor in its collector. 

The sense amplifier consisted of 2-differential pairs in series, trans­

former coupled to a rectifying and output stage. 

The digit driver consisted of a voltage switch transformer coupled from 

a driving stroke gate. 

2.3. 1. 2 Test Results 

A 400-milliampere pulse 250-nanoseconds wide was used to interrogate 

the word lines. Rise and fall times of the pulse was 75-100 nanoseconds. 

With a full-write pulse so that all 256 cores switched the back-voltage de­

veloped by the core s was about 13 volts. 

A l80-milliampere one-half write pulse, 400-nanoseconds wide, in con­

junction with a 100-milliampere 325-nanoseconds wide digit pulse caused 

the core to switch to a "1" state. 

The digit lines on one of the extra planes were interconnected so that a 

digit line of 32 x 64 cores or 2048 cores was formed. A sense line parallel 

to the digit line was also interconnected but in a manner so as to cancel 
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digit noise. The digit and sense line s thus consisted of 2048 core S plus one 

plane of 64 cores or a total of 2112 cores. 

The noise cancellation achieved was very good. The signal-to-noise ratio 

was also good. 

2.3. 1.3 Conclusion 

The conclusion from. the tests was that all circuits functioned well and 

that no additional information could be obtained without the use of a full-size 

stack, since all tests with the small stack were favorable and no problems 

were encountered in the system design. 

It is of interest to note that the existing coincident current memory for 

the Westinghouse 2402 computer uses access circuitry along one axis similar 

to that required in the I-microsecond linear select system. In fact, the only 

difference other than amplitude of currents, was that the 2402 system requires 

128-drive line outputs while the I-microsecond linear select system requires 

only 64 outputs. The checkout of the 2402 access circuitry has been com:­

pleted and its performance is quite satisfactory. The drive system is capable 

of providing a 350 -milliampere current pulse into a core line of 3300 cores 

terminated in 100 ohms in 40 nanoseconds. 

2.3.2 Molecular Sense Amplifiers 

The basic package of the molecular :sense amplifier consists of 3, 14-lead 

flat packs built by Texas Instruments to Westinghouse specifications. The 

molecular sense amplifiers have met or exceeded all specifications. The 

bandpass of the devices is 5.5-6 mc normally limited in circuit by a trans­

former. The delay through the molecular sense amplifier.is 60 nanoseconds. 

Common mode rejection appeared to be very good - no detectable offset using 

Tektronix 545 scope with a 2.0 -volt common mode input. 
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2. 4 POWER SYSTEM 

In view of the high currents being required at low voltages, all practical 

power distribution systems involve distributing an ac voltage, either 60 

cycles, 400 cycles, or higher frequency, to power supplies located in the 

various major computing modules. 

The choice of primary power to be distributed to the modules depends 

largely upon the use to which the computer installation is to be directed, 

and the quality of the primary power that is available at the computer 

location. 

The use to which a computer is directed determines to a large extent how 

many computer interruptions can be economically or practically tolerated, 

resulting from power line disturbances. The quality of the power refers to 

how closely it is regulated, maximum fluctuations, and the duration of the 

fluctuations. Fluctuations expected range from minor disturbances resulting 

from switching loads, more serious line variations resulting from heavy load 

changes on a poorly regulated line to complete line outages lasting from 

several milliseconds to several hours. 

A wide variety of requirements can be met by variations on a basic system 

where the incoming power is preregulated or improved in quality to a point 

where the regulators installed in the various computing modules can be quite 

economically fabricated. In the process of preregulating the power it is 

advantageous to change the frequency to higher than 60 cycles so that the 

components in the module power supplies can be smaller, lighter, more 

efficient, and more economical. In this type system the design of the power 

supplies in the individual computing modules remains fixed while the preregu­

lator is modified to fit varying requirements. 

In the design of past proposed SOLOMON systems, several divisions of 

Westinghouse, the Lima Division and the Buffalo Division, have participated 

in the design of power systems to meet the requirements for several different 

SOLOMON applications. Several outside vendors have also been contacted. 
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In general the more adverse the requirements, the more complex the sys­

tem becomes. Syste!ns considered include the following types of regulating 

systems. 

a. No preregulator - module power supply uses raw 60 cycles 

b. Brushless rotating frequency changer - with and without flywheel 

storage preregulator followed by 400 cycle or 2000 cycle input modular power 

supplies. 

c. Constant-voltage transformer -rectifier battery charger and battery 

with: 

(1) dc-to-dc !nodule converters 

(2) dc -to-400 or 2000 cycle frequency changers with module 

regulated power supplies 

d. Same as c above with standby diesel engine generator sets. 

All systems except c( 1) and (a) use the same regulator module in the computer 

module. The regulator of (a) is of similar nature but must operate over a 

wider range of input voltages and the components are larger in the rectifier 

section due to the use of 60 cycles. When the input voltage quality is not good 

and the system is large, the supply described in (b) becomes the more practi­

cal. Systems (c) and (d) are for use where line interruptions are expected 

but operation interruption is not allowable. 

The physical size of a type (b) final regulator used to supply the following 

power to one door containing 64 PE elements is: 

+6 v at 114 amps 

+9 at 32 amps 

-1. 5 at 3 amps 

Since the regulation of the high-frequency ac power is good, the power 

supplies contained in the memory and any auxiliary equipment can be corre­

s ponding 1 y s mall and effi cient . 

Due to the large number of components and dense packaging the distribu­

tion of power has received serious attention. Initial designs indicate that 

114 amperes of 6...;volts dcpower per PE door will be required. With currents 
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of this magnitude, it requires a conductor of o. 216 square -inch to carry the 

current with a voltage drop of 10 millivolts per foot. 

Since this is a reasonable sized cross section of copper, it is not practical 

to transmit this over a considerable distance from central power sources. 

This size conductor yields a 1 percent dc drop for each 6-feet of length. 

To maintain the noise on the dc voltage buses within a tolerable level, 3 

percent, it is necessary that the characteristic impedance of the bus lines 

be kept low. Since the characteristic impedance, Z, of a cable is given by: 

Z =JL/C 
. it is desirable to reduce L. This is obtained by keeping the conductor close 

to the ground return ,?us, in this application there is to be 5 mils separation. 

To further reduce the inductance, the 6 volt bus is laminated; i. e., two strips 

are paralleled and sandwiched between a ground plane on the main bus inside 

the cabinet. On the main bus inside the cabinet, capacitors are distributed 

along the bus to get the impedance sufficiently low, the amount required being 

approximately lBO-microfarad per foot for a bus of the configuration of 

figure 2-13A. 

The most serious problem occurs with the +6 volts, since it is required 

to have the lowest impedance. The +9 volts requires but 0.92-microfarad 

per foot and will be an outside conductor having a ground only on one side. 

The -1. 5 volts bus will be identical to the +9 volts. 

Figure 2 - 13A indicate s the cro s s se ctional view of the main bus in the door. 

Similar designs will be used for the branch bus; however, only one conductor 

will be used for the +6 volts and the dimensions will be smaller. 

2.5 PACKAGING 

The detailed design of the cabinets has not been completed. An analysis 

of the signal distribution problem and card count has established the geometry 

and space requirement. All analysis was made assuming a 1024 network 

was to be packaged in modules of 64 PEs. The system is modular in incre­

ments as small as 32 PEs but the analysis of the packaging indicates that it 

is more practical to package in modules of 64 PEs. 
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Figure 2-13A. Main Power Bus End View 

The distance between the PEM and PEs has the most influence on the gross 

geometry of a system larger than 256 PEs. Within a 256 network the physical 

size of the memories dictate the geometry of the enclosures. Four 256 x 

4096 memorie s can be packaged in a 6 -foot x 6 -foot x 15 -inch enclosure (figure 

2-14). Because each memory services 32 PEs, the block of 128 PEs associated 

with the memory enclosure has been packaged in two doors that hinge at oppo­

site ends of the memory enclosure (figure 2-15). Assuming four cards per 

PE and eight addition' card space s pe r 32 PE cards and O. 7 -inch card cente rs , 

64 PEs can be packaged in 8 rows, 28 inches long. The door will be larger 

than this to allow for cabling and cabinet structure. A practical dimension 

for the door appears to be 3 foot x 5 foot x 8 inches. The dimensions .of the 

memory enclosure will be longer than 6 feet to allow for power supplies and 
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Figure 2-14. Packaging Arrangement 

cabling. The power supplies that supply power for the PE doors will be 

mounted at the edge of the memory enclosure to minimize bus length between 

the supplies and the load. 

A 256-PE network consist of two 128-PE enclosures in line to form a wing 

approximately l6-feet long. A 1024-PE network consist of four wings 

positioned as a cross with a 4-foot open center section (figure 2-16). 

The cross configuration was selected to assure that no routing line in the 

sytem would exceed 40 feet and that all cabinets were easily accessible for 

maintenance. In figure 2-17 the wings have been labeled Q
1 

through Q
4 

and 

the routing paths illustrated. All lines between adjacent wings will run diag­

onally under the floor. Note that there are no routing lines between Q
l 

and 

Q3 or Q 2 and Q4. The maximum line length is between the ends of adjacent 

wings. 
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Figure 2 - 15. Cabinet Arrangement 

2.6 RELIABILITY 

The SOLOMON II computer system reliability is ensured through the use of 

silicon integrated circuits at low power levels for logic gates, flip-flops, and 

memory sense amplifiers, and through the extensive derating of components in 

the discrete component circuits used as memory drivers and in peripheral 

and auxiliary electronics. The expected level of reliability for SOLOMON II 

is shown in tables 2-5 and 2-6, which are mean time between failure (MTBF) 

figures for 32 PE and for 256 PE SOLOMON II computers respectively. The 

usual assumption of Poisson distribution of failures is made, i. e. , 

R 
- A{t-t ) = e 0 

where 

R = reliability = probability, given that the system is operating at 
time t , that the system is operating at time t. 

o 
A = system failure rate in failures/unit time. 

e = base of natural logarithms. 

Since failures are assumed independent of time, as a result they are assumed 

independent of each other. Thus the formula equates any single failure to 
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system failure. It should be noted that, due to the SOLOMON II organization, 

this definition of system failure results in a conservative reliability estimate. 

TABLE 2-5 

32 FE SOLOMON II RELIABILITY 

Component Quantity 
Failure Rate Aggregate Failure Rate 

%/1000 hr %/1000 hr 

Integrated Circuit 25,445 0.001 25.45 
{TO-5 can} 

Transistor 3,374 0.001 3.37 

Diode 26,047 0.0004 10.43 

Resistor 5,947 0.0004 2.38 

Capacitor 3, 163 0.001 3. 16 

Transformer 1,252 0.001 1.25 

Solder Connection 540,000 0.0001 54.00 

System Failure Rate 100.04 
~ 100%/1000 hr 

System MTBF 1000 hr 

TABLE 2-6 

256 FE SOLOMON II RELIABILITY 

Component Quantity 
Failure Rate Aggregate Failure Rate 

%/1000 hr %/1000 hrs 

~ntegrated Circuit 72,399 0.001 72.40 
{TO-5 can} 

Transistor 11,404 0.001 11. 40 

Diode 103,017 0.0004 41.20 

lResistor 15,369 0.0004 6. 15 

Capacitor 12, 624 0.001 12.62 

Transformer '5,634 0.001 5.63 

Solder Connection 1,043,000 0.0001 104.30 

System Failure Rate 253.70 
~ 254%/1000 hr 

Ststem MTBF 394 hr 
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It is readily shown that with the assumed failure distribution the system 

MTBF is the reciprocal of the system failure rate, which in turn is the sum 

of the component failure rates. The MTBF figures of 1000 hours for the 

32-PE system. and of 394 hours for the 256-PE system represent the high 

level of reliability which can be expected when the SOLOMON II computer 

is implemented with silicon integrated circuits and discrete components 

which are of uniform.ly high quality. For this level of reliability, these 

components m.ust be selected and applied through a high reliability program. 

which follows the m.achine from. parts vendor selection to acceptance of the 

m.achine by the custom.er. 

2.7 SOFTWARE 

2.7.1 Scope of Work 

It is Westinghouse's understanding that L. R. L. plans to develop their own 

software system for SOLOMON but would welcom.e cooperation by the m.anu­

facturer. Westinghouse desires to cooperate with L. R. L. in the software de­

velopment and will provide experienced professional personnel for this effort. 

The combination of L. R. L. s extensive software experience and Westinghouse's 

detailed knowledge of the SOLOMON System and previous software experience 

on parallel processors should provide a software package of the highest utility. 

As part of the SOLOMON project Westinghouse will produce a SOLOMON 

simulator, a functional assem.bly system., and diagnostic program.s. These 

programs are neCes sary to ensure the smooth checkout of the SOLOMON 

system. The diagnostic programs will be delivered with the system to aid 

in system. maintenance. The simulator and functional assembly system will 

be available early in the schedule and will provide the flexibility needed to 

write and check the diagnostic program.s. The functional as sembly can be 

used to bootstrap the writing of the SOLOMON assembly system., and there­

fore, program.s do not have to be written in the absolute form. 

2.7. 2 Diagnostic Programs 

Diagnostic program.s will be provided as part of the SOLOMON system. 

These program.s, used as part of the maintenance reutine, will provide a 

fast effective method of detecting and locating failures. 
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The personnel assigned to the diagnostics have had experience of working 

on diagnostics for the 3 x 3 Parallel Network Computer, the 10 x 10 Iterative 

Array Computer, and the Westinghouse 2402 Computer. As part of the 

effort to provide the best possible diagnostics, the logic designers of a unit 

will provide a specification to the diagnostic programmer on the best methods 

of checking the designer's unit. The logic designer and diagnostic programmer 

will form a team and both will benefit from the others work. 

The diagnostic programmer will have available to him an assembly system 

and simulator. The assembly system will be available early in the program 

and thus provide the diagnostic programmer with ease of programming and 

the ability to make rapid changes in the program by reassemblying. The 

simulation program will provide the means of checking the diagnostic pro­

grams. It should be noted the programming of the diagnostic routines in 

assembly language will provide a second benefit of checking the assembly 

system and programming problems associated with a parallel processor. 

2. 7. 3 Functional As sembly System 

Prior to the availability of the SOLOMON system, considerable pro­

gramming must be performed on the diagnostic programs and various check­

'out routines. The extent of programming necessitates an assembly system. 

The functional as sembler will be written for an existing computer using its 

available software. The functional assembler will accept input programs 

written in SOLOMON assembly language and provide a listing and binary tape 

to be used as input to the simulator. Thus, the programmers can assemble 

and execute SOLOMON programs during the manufacturing phase. An obvious 

use of the functional as sembler is the writing of a compiler or as sembly system 

to run on SOLOMON. 

The specification for the assembly system is contained in SOLOMON project 

Technical Memorandum No. 24, SOLOMON II Assembly Systerrl. 

2.7.4 Sim.ulation Program 

Many programs should be written for SOLOMON prior to the availability 

of the hardware. Some of these are diagnostic programs, checkout routines, 

and the assembly program. If these can be debugged or at least tested 
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beforehand, the time required for initial system checkout can be reduced. 

The simulator will provide a method of debugging these programs in advance. 

The characteristics of the simulator are: 

a. Any rectangular network from 1 by 1 to any reas onable size can be 

simulated. The size will be variable at run time. However, large networks 

will cause large increase in running time since auxiliary storage will be 

required. 

b. The PE mernory size will be variable. 

c. Snapshot dumps of various registers will be available by using 

appropriate control cards. 

d. The simulator will accept programs directly from the functional 

simulator. 

2.7. 5 Documentation 

Documentation will be provided for 

a. the functional as sembly system 

b. the simulation program 

c. machine refe rence manual 

d. the diagnostic programs. 

Preliminary ma.nuals have been written for the assembly system and the 

machine reference manual. Revised manuals will be available to Lawrence 

Radiation Laboratory early in the program. 

Final manuals provided with the system will be a :machine reference :manual 

and docu:mentation for the diagnostic programs. Documentation will consist 

of manuals, progra:m listing, flow charts, and instructions for running pro­

grams. 

2.8 GROWTH POTENTIAL 

The modularity of the SOLOMON Computer offers a unique growth poten­

tial. Fro:m the s:mallest basic syste:m, 32 PEs in a 4 x 8 :matrix, the array 

can be expanded to over a thousand :merely by adding proper groups of existing 

modules. 
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As an example, the basic system includes 32 PEs in a 4 x 8 matrix, an 

8-word L-buffer, and 8-bit geometric row register, a 4-bit geometric 

column register, the sequencer with drivers for 32 PEs, the network control 

unit, and a set of peripheral equipment. 

This sytem can be expanded in the following ways. 

The addition of a PE module of 32 PEs allows a customer to select 

the number required for most efficient solution of his particular problem. 

A single addition module, identical to the existing one, plus a memory 

module and 4-bit column geometric register increases the array to an 8 x 8 

matrix. 

The system can be expanded, if a problem requires more program memory, 

by an additional bank of 16,000 words. This expansion is presently limited to 

48, 000 words. A nearly identical memory module, differing only in interface 

hardware, can be connected into the system to expand the processing element 

memory. 

Additional speed in 1-0 operations can be obtained by the addition of a 

larger L-buffer resulting in an increase in data flow rates into and out of 

the network. The second buffer will enable the program to load LB 1 and 

then start transferring data from this L-buffer, while the PE network 

simultaneously begins loading LB2 from the program memory to have it 

ready at the completion of the unloading of LB l' 

Note that this is but a few of the basic configurations which can be built 

from the basic system modules. This flexibility is an important as set to the 

SOLOMON system. 
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3. MANAGEMENT 

3. 1 SOLOMON EXPERIENCE 

Westinghouse has 3-1/2 years of experience in the design, development, 

and construction of SOLOMON and SOLOMON -like computers to back up the 

proposed program. At the peak periods of activity as many as 50 professional 

engineers and mathematicians have been employed full-time on SOLOMON 

design, applications analyses, and software development. All key personnel 

of this well trained and highly motivated working force are available for the 

proposed program. The continuity of the project can be well illustrated by a 

summary of contractual efforts and company-spons ored efforts leading to the 

present status of design and knowledge of the machine and its uses. 

3. 1. 1 SOLOMON Program Contracts 

Westinghouse has received research and development contracts on 

SOLOMON and related techniques from the U. S. Air Force, U. S. Army, 

U. S. Navy, and N. A. S. A. These contractual efforts are summarized in 

the following paragraphs and in figure 3 -1. 

3.1. 1. 1 Contract AF30(602)2724 

This contract constituted a major research and development program 

leading to the design and construction of a small hardware system, and 

extensive application analyses of the SOLOMON I System. In the program 

a complete machine design was made, including wiring diagrams, for a 

full-scale Parallel Network Computing System. An operational machine 

containing nine processing elements was constructed and has been operated 

since January 1963. This machine was constructed to demonstrate the 

logical and electrical feasibility of parallel network computation. In addition 

12 separate application analyses for problems of various types drawn from the 

broad areas of commercial, scientific, and military data processing were 

performed under the contract. The contract effort began in March 1962 and 

3-1 1831A 
AEROSPACE DIVISION --------------------------



-@-----------

® PARALLEL NETWORK 

COMPUTER R AND 0, AND 

APPLICATION STUDIES 

USAF/USA BASIC } <D MACHINE ~IGN 
RAND D PROGRAM ®:3 X :3 ARRAY 

(SOLOMON I) - @ APPLJCATIONS 
AF 30 (602) 2724 

NASA P.D.E. APPLICATIONS 

STUDY-NAS 

USAF ADVANCED j (DDESIGN TECHNIQUES 
DEVELOPMENT PROGRAMS 
(SOLOMON II) ®PROGRAMMtNG TECHNIQUES 

USAF COMMAND AND CONTROL 

APPLICATIONS STUO't' 

USAF ITERATIVE ARRAY COMPUTER (to X 10) 

USAF NUMERICAL TECHNIQUES STUDY 

I 

I 
I 
I 
I 
I 
I 
I 

I 
I 

1 

; 

I 
I 
~ 

: 
I I 
1 I 

Ir-'---..... --.. I 
......... I_~_.....JI 

I I 

! 8 
I I 
I I 
I 
I 
I 
I 
I 
I 

I 

I 

i 
I 
I 
I 

: 

I 

I 

I 

I 

: 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
J 

113IA-V8-1 

Figure 3-1. Westinghouse - SOLOMON Chronology 

was cOInpleted in SepteInber 1963. Total contract funding was in exces s of 

$400,000. The contract was sponsored by USAF /RADC with financial support 

froIn the U. S. ArIny Signal Corps Laboratories (now ArInY Electronic COInInand 

Research and DevelopInent Laboratories). 

3.1. 1. 2 Contract NAS 5-2730 

This contract, NUInerical Solution of Partial Differential Equations on 

Parallel Digital COInputers was sponsored by the National Aeronautics and 

Space Agency and was in effect froIn June 30, 1962 until June 30, 1963. The 

contract value was approxiInately $25, 000 and represented one Inan year of 

effort in the developInent of techniques for solution of several classes of PDE's 

on SOLOMON. 

3.1. 1. 3 Contract AF30(602)3417 

This contract entitled Multiple Processing Techniques for a Parallel 

Network COInputer resulted in the basic systeIn design of the SOLOMON II 

Inachine described by LRL in the July 9, 1964 bidders conference at 
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Livermore, California. The study, sponsored by USAF /RADC, began in 

April 1963 and the final report was submitted on April 10, 1964. The final 

report on this contract has been frequently referenced in the technical portions 

of this proposal. 

3.1.1.4 Contract AF30(602)3146 

This study to develop programming techniques for a parallel network 

computer (SOLOMON) resulted in the assembly of system specifications and 

language definitions fundamental to the SOLOMON software package. This 

study which amounted to approximately $100,000 of engineering effort was 

initiated in April 1963. 

3. 1. 1. 5 Contract AF 19(628)2846 

The analysis performed in this study was oriented toward exploring the 

applications potential of SOLOMON in USAF Command and Control systems. 

Three major problem areas were analyzed in detail: communications systems 

control, information storage and retrieval, and radar data processing. The 

contract was funded for approximately $70, 000 and was in effect from March 

1963 until January 1964. 

3.1.1.6 Contract AF30(602) 3207 

The Iterative Array Computer containing 100 PEs was built and delivered 

to RADC under this contract. The machine contains 3, 500 integrated circuit 

packs identical to those specified for SOLOMON II and has thus served as the 

test bed for a majority of the SOLOMON II circuitry. In its own right the 

Iterative Array Computer is a significant computing system in that it is the 

first large scale parallel network computer. This development has already 

demonstrated that it will be the vehicle on which much parallel network 

software and programming reseach will be proven prior to the completion 

of the first SOLOMON II machine. This program was initiated in September 

1963 and the machine was accepted in July 1964 by RADC. 

3.1. 1. 7 Contract AF30(602)3313 

This contract entitled Numerical Techniques for Advanced Computers is 

intended to develop the state of the art in numerical analysis to support 
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advanced machines such as SOLOMON II. Work began on this $75,000 one­

year study in April 1964. 

3. 1.2 Internally Sponsored SOLOMON Studies 

During the design and development of the SOLOMON concept numerous 

applications studies were performed under corporate sponsorship. The over­

all list of technical memoranda and project notes is included in this section. 

In a number of cases the basic research reported in the technical memoranda 

was to some extent supported by one of the previously mentioned contractual 

efforts. These memoranda are referenced with a preceding asterisk. It 

should be noted that numerous hardware studies and experiments leading to the 

present advanced state of design and development of SOLOMON II have been 

performed under internal sponsorship. 

1. Programmed Multiply and Divide on the SOLOMON Computer (August 
1962). 

2. SOLOMON Flow Charting Conventions (September 1962). 

3. SOLOMON Floating Point Add Subroutine (September 1962). 

4. Input-Output Scheme Between the PE Matrix and the Buffer (October 
1962) . 

~:~5. Simulation of a Communications System (December 1962). 

6. Preliminary Signal Designation Format for Experimental Model 
SOLOMON Drawings. 

7. Sorting Techniques on SOLOMON II (April 1963). 

~:~8. Two Theorems and a SOLOMON Solution to a Problem in Nonlinear 
Threshold Logic (August 1962). 

~:~9. The Use of the SOLOMON Computer for Photo Data Processing 
Functions (April 1963). 

*10. Program Routine for Ephemeris Calculation (April 1963). 

~:~11. Investigation of the Application of the SOLOMON Computer to Certain 
Linear Programming Problems (January 1963). 

~:~12. A General Nerve Net Simulator (August 1962). 

~:~13. A SOLOMON Program for Solving Systems of Simultaneous Linear 
Equations (August 1962). 

~:~l4. Preliminary Numerical Weather Application Study (June 1963). 
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IS. Preliminary Study of the Reliability and Maintainability of the 

SOLOMON System (June 1963). 

16. An Improved Sorting Routine for the PEs (August 1963). 

17. Use of SOLOMON Computer Power Spectral Densities (August 1963). 

~:~18. SOLOMON Assembler System (September 1963). 

19. Simulation of a Communications System (Revised) (September 1963). 

20. Several Approaches for Using a Bryant Series 4000 Disk as a Tempo­
rary Storage Device for the PE Network (October 1963). 

*21. Inventory Control (November 1963). 

22. Programming Considerations and Examples for SOLOMON II 
(November 1963). 

23. SOLOMON II Reference Manual (November 1963). 

24. SOLOMON II Assembly System (November 1963). 

2S. SOLOMON II Physical Characteristics (November 1963). 

*26. The Use of the SOLOMON Computer for Photogrammetric Data 
Processing (November 1963). 

27. Airborne SOLOMON ELINT Signal Processor (November 1963) 
(SECRET). 

28. Satellite Threat Recognition System Feasibility Analysis (SECRET). 

*29. SOLOMON II Designers Handbook (November 1963). 

30. Study of Application of SOLOMON to a Large Matrix Type Simulation 
Problem Involving the Diffusion Equation (November 1963). 

*31. The Use of SOLOMON for Data Base Analysis and Information Re­
trieval (December 1963). 

32: Optional Table Look-up Feature for SOLOMON II (December 1963). 

33. Consideration of SOLOMON for Manned Orbital Reconnaissance 
Laboratory (January 1964). 

34. Study of the Application of the SOLOMON Computing Concept to a 
Multiplate, Phased, Reflecting Antenna for Use at Centimeter 
Wavelength (January 1964). 

3S. Ground Based Satellite Inspection System (January 1964) (SECRET). 

36. Application of SOLOMON II to Advanced Sonar Systems (February 
1964). 

37. Floating Point and Double Precision Subroutines for SOLOMON II 
(January 1964). 
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38. Computation of Multiple Target Power Special Densities with a 1024 

Processing Element SOLOMON II Computer (March 1964). 

39. Mode Status Display for the SOLOMON Computer (March 1964). 

40. Application of the SOLOMON COIllputer to Intelligence Data, Base 
Maintenance and Manipulation (February 1964). 

41. Application of the SOLOMON COIllputer to the Simulation and Control 
of Large-Scale Communication Systems (April 1964). 

42. The Application of SOLOMON II to Satellite Data Reduction and 
Analysis (April 1964). 

43. Illustration of SOLOMON Application to Digitally Controlled, Phased­
Array, Beam-Steering Computations (March 1964). 

44. A General Survey of Past and Present Investigation into the Application 
Parallel Network Computation to Intelligence Data Processing Problems 
(March 1964). 

3. 2 PROJECT ORGANIZA TION AND PERSONNEL 

The SOLOMON II project will be staffed with personnel who represent a 

major portion of the over 100 man-years of Westinghouse experience on 

SOLOMON design and development. 

The Project Manager with direct responsibility for the SOLOMON II Project 

is Mr. W. H. Leonard. Mr. Leonard has been associated full-time with the 

SOLOMON Program since December 1961 in sequential positions of direct 

line supervisor of the development program, manager of SOLOMON appli­

cations, and manager of advanced SOLOMON systems. Mr. Leonard reports 

directly to Dr. D. L. Slotnick, Manager of Data Management and Communica­

tions for the Aerospace Division of Westinghouse Defense and Space Center. 

Dr. Slotnick is the inventor of the SOLOMON concept and has been personally 

performing and directing research on parallel network computers since 1953. 

The key technological personnel in the proposed development program are 

the technical directors of hardware and software development. These positions 

are staffed respectively by Mr. J. R. Hudson and Mr. A. B. Carroll. Mr. 

Hudson has performed the function of technical director of SOLOMON hardware 

for over a year and has led the team that developed the proposed SOLOMON II 

computing system since its inception. Mr. Carroll has been in the position of 
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technical director of SOLOMON I and later SOLOMON II software development 

for two years. He has organized and directed the diagnostic procedures, 

demonstration programs, and software development for the 3 x 3 SOLOMON 

I Array, the 10 x 10 Iterative Array Computer, and the proposed SOLOMON 

II system. Messers Hudson and Carroll will report directly to the Project 

Manager. The technical directors will receive consultation services and 

support in their specific technology areas as needed from the managers and 

staffs of the hardware development group under Mr. J. G. Gregory and the 

software development group under Mr. G. Shapiro. The personnel assigned 

directly to the SOLOMON II Project are listed in their respective technology 

areas in the organization chart pre sented as figure 3 - 2 . 

AEROSPACE DIVISION 
N.\! PETROU I GENERAL MANAGER 

VICE PRESIDENT Of WESTINGHOUSE 
DEFENSE AND SPACE CENTER 

DATA WANAGEWENT AND 
COWWUNICATIONS 

D. L. SLOTNICK, WANAGER 

I j 
HARDWARE DEVElOPMENT SOLOMON :II PROJECT SOFTWARE DEVELOPMENT 

~G.GREGORY,MA~ W. H. LEONA RD , MANAGER G. SHAPIRO, WANAGER 

I I I 
PURCHASING AND SOLOMON ]I HARDWARE SOLOMON n ~RE MARKETING 
SU BCONTRACTI N G 

J. HAGUE, DIRECTOR 
DEVELOPMENT 

J. R. HUDSON, DIRECTOR 

K. a AVELLAR 
W.w. BEYDLER 
W. C. BORCK 
L R. COLLINS 
G. E. DEHM 
E. HIGGINS 
D. K. SLOPER 
R.M.TREPfJ 
J. L. PATRICK 

DEVELOPMENT 
A..B. CARROLL,DIRECTOR 

R. J. BENNETT 
M. L. GRAHAM 
R. C. MC REYNOLDS 
J. S. SQUIRE 

0. SIEGFRIED ,DIRECTOR 
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Figure 3-2. SOLOMON II Project Organization 
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Resum.es of all proposed project personnel are included on the following 

pages. Other experienced SOLOMON personnel will be assigned to the project 

from the hardware and software developm.ent groups as the need arises. 

All facilities and capabilities of the Westinghouse Defense and Space Center 

and the Aerospace Division will be available to the Project as required to 

ensure its successful completion. 
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NAME: 

EDUCATION: 

EXPERIENCE: 

Daniel L. Slotnick, Manager 

B. A. , Columbia College, 1951 
M. A., Columbia University, 1952 
Ph. D., Applied Mathematics 
New York University Institute of Mathematical Sciences, 
1956 

1951 - 1952 

1952 - 1954 

1954 - 1956 

1956 - 1957 

1957 - 1960 

Columbia University, Department of 
Mathematics. Research Fellow. Research 
in the theory of games. 

Institute for Advanced Study, Electronic 
Computer Project. Analyst. Analysis, 
programing, and logic design. 

New York University Institute of Mathemati­
cal Sciences. Research Assistant. Re­
search in celestial mechanics. 

Princeton University, Nonlinear Mechanics 
Group. Re sear ch As sistant. Consultant 
in operations research. Research in non­
linear mechanics. 

International Busine s s Machine s Corpor­
ation' Re sear ch and Advanced Systems 
Divisions. Advisory Engineer. Chief 
Engineer on communication- based data 
processing system for stock brokerage 
business. Design of scientific computer. 
Organization and operation of Analysis 
and Programing Department, Research 
Division, Scientific Computing Center. 

1960 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. 

1960 - 1963 

1963 - 19~4 

Manager. Control and computing systems, 
and advanced computing systems and digital 
techniques. Responsibilities included di­
rection of research on Residue Class Com­
puters as well as design and applications of 
the SOLOMON 'Computer. 

Defense and Spac,e Systems Operations. 
Responsible for all Computer and data pro­
cessing work in the Westinghouse Defense 
and Spac e C ente r . 

1964 - Present Aerospace Division, Manager Data Manage­
ment and communicator. 
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NAME: 

PATENTS: 

Daniel L. Slotnick (Continued) 

39 disclosures and patents pending in field of digital com­
puters. 

PUBLICATIONS: Ten articles published. 

SOCIETIES: 

1831A 

American Mathematical Society 
Society for Industrial and Applied Mathematics Secretary, 
Baltimore Chapter 
Association for Computing Machinery 
Senior Member, Institute of Electrical and Electronic s 
Engineers 
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NAME: 

EDUCATION: 

EXPERIENCE: 

Karl B. Avellar, Engineer 

B. S. E. E., George Washington University, 1960 
M. S. E. E., University of Connecticut, 1963 

1960 - 1962 Norden Division of United Aircraft Corpor­
ation, Norwolk, Connecticut. Associate 
Engineer. Test and developnlent of stable 
platfornls. De sign and developnlent of 
digital angle nleasuring equipnlent. Sys­
tenl and logic design on FMQ5 weather 
data processor. 

1962 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltinlore, Maryland. 
Associate Engineer. Logic design of 
SOLOMON cOnlputer breadboard. Engineer. 
Systenl and logic design of SOLOMON 
cOnlputer, particularly in the de sign of 
SOLOMON central control. 

3-11 1831A 

AEROSPACE DIVISION -----~--------------------



-~---------------------
NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

SOCIETIES: 

1831A 

William W. Beyd1er, Senior Engineer 

B. S. E. E., Missouri School of Mines, 1959 

1955 - 1957 U. S. Army, Radar Operator. 

1959 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltimore , Maryland. 

1959 Westinghouse Graduate Student Program. 

1959 - 1960 Assistant Engineer, Avionics System 
Section. Checkout and required redesign 
of AN/Am-81 Airborne Data Processor 
mem.ories from individual circuit boards 
to com.p1ete system.. 

1960 - 1961 Associate Engineer, Avionics System 
Section. Checkout and bench test of 
AN/APQ-81 Data Processing system. 
Integration of the system with 
AN/Am-81 Airborne pulse doppler 
radar and subsequent rooftop flight test 
program. 

1961 - 1962 Engineer, Computing Systems Section. 
Responsible for operation and main­
tenance of AN/Am-81 Data Processor 
during successful in-flight test program. 
FM ranging study for airborne pulse 
doppler radar including the data processor 
instruction programming in AN/Am-81 
languages. 

1962 - Present Advanced Data Processing Systems. 

3 disclosures 

Memory circuit design for SOLOMON 
breadboard and memory system checkout. 
Memory circuit and system design for 
SOLOMON I computer. 

Institute of Electrical and Electronics Engineers 
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NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

W. Carl Borck, Senior Engineer 

B. E. E., Rensselaer Polytechnic Institute, 1960 
Graduate Studies in Psychology, Montclair State College 

1960 

1960 - 1963 

1963 - 1964 

Westinghouse Electric Corporation, 
Pittsburgh, Pennsylvania, Graduate Student 
Program. Assistant Engineer. Worked 
on automatic digital readout for Franklin 
Institute analog computer. 

Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. Per­
formed logical design of the arithmetic and 
control units for the family WEDISC com­
puters. Engaged in system conception and 
techniques used in the Westinghouse micro­
programmed computer. Participated in a 
study of the computer specifications for a 
series of infrared systems and in ASW 
applications. Aided in studies to improve 
computing systems reliability and main­
tainability. An originator of the lbgi cal 
organization of parallel network computing 
systems. Responsible for the logical 
design of a parallel network computing 
system and the conception of control te ch­
niques for increasing programming flexi­
bility. Engaged in the study of applications 
of parallel network computers. Responsi­
ble for de sign, construction, and te sting of 
the SOLOMON breadboard. 

Project Engineer responsible for all places 
on Interative Array (10 x 10) under 
AF30( 602)3207. 

Five patents pending in the area of parallel network com­
puters, and computing system 
Numerous disclosures in logical and system design tech­
niques 

PUBLICATIONS: "Microprogramming Techniques," Paper presented at 
Digital Techniques Symposium, September 1961. 

"Numerical Analysis Considerations for the SOLOMON 
Computer, " coauthor, Proceedings of the Air Force Rome 
Air Development Center, Westinghouse Electric Corpora­
tion. Aerospace Division Workshop, Baltimore, Mary­
land, October 1962. 
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NAME: W. Carl Borck, (Continued) 

PUBLICATIONS: lIThe SOLOMON Com.puter, " coauthor, Proceedings of the 
(Continued) Eastern Joint Com.puter Conference, Decem.ber 1962. 

SOCIETIES: 

1831A 

Institute of Electrical and Electronics Engineers 
Am.erican Managem.ent As sociation 
Am.erican Museum. of Natural History 
Westinghouse Digital Techniques 

3-14 
AEROSPACE DIVISION 



------------~--------~-
NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

Arthur B. Carroll, Fellow Engineer 

B. S. E. E., Pennsylvania State University, 1958 
M. S. E. E., University of Michigan, 1962 

1951 - 1953 USAF. Military duties as radar operator 
and identification clerk. 

1958 - 1961 International Busine s s Machine s Corpor a­
tion, Federal Systems Division, Owego, 
New York. Participated in development 
and flight testing of experimental and engi­
neering models of the B-70 BNMGS. 
Assisted in assembling and checking the 
first prototype digital computer for the 
Titan Ballistic Missile Guidance System. 
Responsible for providing diagnostic pro­
grams for the B-70 and B-70 Logic Simula­
tion Program. 

1961 - 1962 University of Michigan, Graduate Student. 
Had primary responsibility for maintaining 
the Michigan Instructional Computer and 
improving a digital computer (MI~) for lab­
oratory use. Designed core memory sys­
tem for the MIC breadboard. 

1962 - Pre sent We stinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. En­
gineer, Computing Systems. As sisting in 
development of parallel organized comput­
ers for the SOLOMON concept and applica­
tion studies associated with this program. 

Three patent disclosures. 

PUBLICATIONS: "The Logical Design of a Holland Machine, "A. B. Carroll 
and W. T. Comfort, University of Michigan, Electrical 
Engineering Department Internal Report, June 1961. 

SOCIETIES: 

"Michigan Instructional Computer Core Memory System, " 
A. B. Carroll and R. L. Haken, University of Michigan, 
Electrical Engineering Department Internal Report, 
June 1962. 

Institute of Electrical and Electronics Engineers 
Association for Computing Machinery 
Eta Kappa Nu 
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NAME: 

EDUCATION: 

EXPERIENCE: 

SOCIETIES: 

1831A 

Loren R. Collins, Fellow Engineer 

B. S. Eo E., Illinois Institute of Technology, 1950 

1943 - 1944 

1944 

1950 - 1951 

1951 - 1955 

1955 - 1960 

U. S. Army Signal Corps. Radar Techni­
cian. 

U. S. Army Air Corps. Laboratory Techni­
cian. 

University of Chicago, Chicago, Illinois. 
Electronic Engineer. Designed laboratory 
instruments for monitoring and control of 
experiments. 

Ar gonne National Laboratory, E1e ctronic s 
Division, Argonne, Illinois. Electronic 
Enginee r. De signed laboratory instruments 
for monitoring, counting, and control ap­
plications. Designed dc amplifiers, pulse 
amplifiers, counters, coincid~nce circuits, 
power supplies, and radiation monitors. 

Argonne National Laboratory, Applied 
Mathematics Division, Argonne, Illinois. 
Electronic Engineer. Designed and checked 
out logic systems for George, a digital 
computer. Designed circuits and logic for 
input- output equipment for George. 

1960 - Present Westinghouse Electric Corporation. 

1960 - 1962 New Products Laboratories, Pittsburgh, 
Pennsylvania. Senior Engineer. Logic de­
sign and check-out on Prodac-X. Study 
and logic design on a small process control 
computer. 

1962 - Present Aerospace Division, Baltimore, Maryland. 
Fellow Engineer. Computer Development 
Section. System and logic design for SOLO­
MON, including arithmetic unit and data 
channel design. Supervision of logic design 
for SOLOMON. 

Institute of Electrical and Electronics Engineers 
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NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

SOCIETIES: 

Gerold E. Dehm, Associate Engineer 

B. S. E. E., University of Florida, 1960 

1957 - 1960 

1960 - 1961 

1961 - 1962 

U. S. Navy Mine Defense Laboratory, 
Panama City, Florida (part time). Cir­
cuit designer on sonar and mine sweeping 
equipment. 

Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. 
Engaged in development of high speed logic 
blocks including monostable and astable 
multivibrators, Schmitt trigger circuitry, 
and binary counter circuitry. 

Engaged in system analysis and feasibility 
studies of B-70 defense system. Also 
engaged in development of analog applica­
tions to B-70 defense system. 

Feasibility study and preliminary design of 
Orbiting Astronomical Observatory and 
ground operational equipment of observa­
tory. 

1962 - Present Logic designer and programmer for proto­
type model of Orbiting Astronomical 
Observatory Ground Operational Equip­
ment. Assisted in system coordination and 
production of prototype model. Logical de­
sign for SOLOMON. 

Analog High Duty Cycle Radar Detector 
Electronic Countermeasures Radar Mode Detector 

Institute of Electrical and Electronics Engineers 
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NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

M. L. Graham, Engineer 

B. S. in Physics, Carnegie Institute of Technology, 1958 
Westinghouse Design School, two semesters of graduate 
study in M. E. at University of Pittsburgh, 1959 
Graduate study in mathematics, Aberdeen Proving Ground 
extension, University of Delaware, 1960-1961 
Graduate study in mathematics, University of Maryland, 
1962-1963 
Numerical Methods for Nuclear Reactor Calculations, 
University of California, 1963 

1958 - 1960 

1960 - 1961 

1962 

We stinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. Sys­
terns design and programming work on a 
special purpose, high speed airborne digital 
computer. 

Ballistic Research Laboratories, Computing 
Laboratory, Aberdeen Proving Ground, as 
Lieutenant in the U. S. Army. Analysis and 
machine language programming of the 
ORDV AC and EDV AC digital computer s for 
ballistic problems. Work on a general ·pro­
gram to fit curves to data including extrane-
0us points. 

Served as Maintenance Platoon Leader 
third echelon ordnance maintenance com­
pany in Germany. 

1962 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. 
Worked on development studies for a resi­
due clas s arithmetic computer, including 
developing algorithms. Performed systems 
analysis and programming on the SOLOMON 
design. Work on a device to coordinate and 
control the simultaneous operation on an 
arbitrary collection of computers. 

Seven patent disclosures, two on the residue class computer) 
three related to SOLOMON, one on a computer complex 
control device, and one on a internal control device for 
computers. 

PUBLICATIONS: Several internal reports in the areas mentioned above 

SOCIETIES: As sociation for Computing Machinery 
Society of Industrial and Applied Mathematics 
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NAME: 

EDUCATION: 

EXPERIENCE: 

HONORS: 

John G. Gregory, Manager 

B. E. E. E., The Johns Hopkins University, 1948 

1948 - 1950 

1950 - 1952 

1952 - 1962 

General Electric Company. Test Engineer. 
Field applications engineer. 

U. S. Army 

U. S. Army, Ballistics Research Labora­
tory. Chief of the Research and Develop­
ment Section, Computer Research Branch, 
Aberdeen Proving Grounds, Maryland. 
Responsible for the development of 
EDV AC Floating Point Arithmetic Unit, 
EDVAC Magnetic Tape System. Design 
and development of BRLESC and BRLESC 
Off Line Conve rte r, believed to be 
"the world I s fastest operating computer, 
1962." 

1962 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. 
Director of SOLOMON development. 

Member BRL Scientific Staff 
U. S. Army - Sustained Superior Performance Award, 1960 
U. S. Army - Special Act Commendation, 1962 
Honorary Journalistic Fraternity 
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NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

SOCIETIES: 

1831A 

Edward R. Higgins, Fellow Engineer 

B. S. E. E., Purdue University, 1949 

1945 - 1946 

1949 - 1951 

U. S. Navy. Instructor at an aircraft elec­
tronics technician school. 

Public Service Company of Indiana. Power 
transmis sion line design engineer. 

1951 - 1952 U. S. Navy. Aircraft Electronics Technician. 
Supervisor of electronics night check crew 
for AF2S and AF2W aircraft. 

1952 - 1955 U. S. Naval Ordnance Plant, Indianapolis, 
Indiana. Developed and designed voltage 
reference unit, instrument-type magnetic 
amplifiers, and associated circuitry for the 
MK 16 AFCS. Systems engineer respon­
sible for the overall operation of the MK 
16 system. 

1955 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. 
Senior Engineer. Circuit design and 
development included the following: mag­
netic amplifier regulated ac and dc power 
supplies, overload proof transistor regu­
lated supplies, magnetic amplifier gyro 
torque drivers, instrument modulators and 
demodulator s, instrument magnetic summing 
amplifiers, photoelectric shaft to digital en­
coder drive and sense amplifiers, video 
amplifiers, complete access circuitry for 
core, drum, and thin fihn. memory arrays, 
logic circuits, gates, flip- flops, single 
shots, etc; supervision of three engineers in 
developing all circuitry supplied by 
Westinghouse for the Solomon Breadboard, 
including complete acce s s circuitry, for a 
2-microsecond coincident current core 
memory, and a line of logic circuits. 

"Voltage Regulator" and "Null Detector" U. S. Patents 
issued. 

Institute of Electrical and Electronics Engineers 
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NAME: 

EDUCATION: 

EXPERIENCE: 

William H. Leonard, Manager 

B. S., Maryland State College, Frostburg, Maryland, 1952 
Graduate Study, University of Maryland, 1955-1956 
Advanced Study in Computer Design, American University 
Washington, D. C., 1958 

1952 - 1955 

1955 - 1956 

US Army, Field Artillery and Corps of 
Engineers. Various training and opera­
tional duties including Engineer Officer's 
Candidate School (Distinquished Military 
Graduate) and theatre of operations assign­
ment. 

Teaching position in mathematics and 
science for secondary schools, Prince 
George's County, Maryland. 

1956 - Present Westinghouse Defense and Space Center, 
Bal timo r e, Ma ryland. 

1956 - 1963 

1963 - 1964 

Aerospace Division. Various com.puter 
oriented duties including logical design, 
specification, systems analysis, and pro­
gramming for aerospace, shipboa·rd, and 
ground-based defense systems. Specific 
responsibilities included systems analysis, 
technical specification, and test programs 
for equipment such as ANI APQ-81 data 
processing subsystem, ANI ALQ-24 (B-70) 
defense subsystem computers, and the 
AN I SPG - 59 (Typhon) compute r complex. 
Supervision of early phases of SOLOMON 
computer design and related research and 
development programs. 

Systems Division. Management of computer 
applications efforts, specification and pro­
gramming support for SOLOMON and other 
computer products. 

1964 - Present Aerospace Division. SOLOMON Project 
Manager. 

PUBLICATIONS: "Aircraft or Satellite Digital Signal Analysis Technique, " 
Classified Paper Eighth Annual East Coast Conference on 
Aerospace and Navigation Electronics, October 1961. 
"Aerospace Digital Computers, II Westinghouse Engineer, 
May 1962. 

SOCIETIES: Who's Who in American Colleges and Universities (1952) 
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NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

Robert C. McReynolds, Engineer 

B. S., Mathematics, Lincoln Memorial Un~versity, 1960 
Graduate work, Mathematics, University of Maryland 

1960 - Present Westinghouse Electric Corporation, Aero-
space Division, Baltimore, Maryland. Ad­
vanced Data Processing Systems. Partici­
pated in system evaluation tests on 
AN/APQ-8l Data Processor. Responsible 
for computing system analysis and prelimi­
nary design for discrimination radar com­
puter for ballistic defense system. Partici­
pated in determining computer requirements 
for OAO ground support systems. Per­
formed systems and design analysis on 
original SOLOMON cornputer concept. 
Responsible for defining instruction set 
for SOLOMON. Performed detailed analysis 
on application of SOLOMON to satellite 
surveillance problem. Re sponsible for 
advanced computer organization studies. 

Six patent disclosures pending relating to Military Special 
Purpose Computers 

Eight patent disclosures pending relating to Parallel Net­
work Computers. 

PUBLICATIONS: "Numerical Analysis Consideration for the SOLOMON 
Computer, " coauthor, Proceedings of the Air Force Rome 
Air Development Center, Westinghouse Electric Corpora­
tion. Aerospace Division Workshop, Baltimore, Mary­
land, October 1962. 

SOCIETIES: 

l83lA 

"The SOLOMON Computer, " coauthor, Proceedings of the 
Fall Joint Computer Conference, December 1962. This 
paper was chosen as the outstanding paper for FJCC 

"On the Use of the SOLOMON Cornputer, " coauthor, Pro­
ceedings of the Fall Joint Computer Conference, December 
1962. 

The Institute of Electrical and Electronics Engineers 
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NAME: 

EDUCATION: 

EXPERIENCE: 

John L. Patrick, Senior Engineer 

B. S. E. E., Wayne State University, 1958 

1951 - 1953 

1956 - 1957 

1957 - 1958 

1958 - 1959 

U. S. Army Signal Corps, Radar 
Technician. 

F. G. DaRozza, Detroit, Michigan. Di­
rected research and development experi­
ments in nonlinear magnetic device s, 
ele ctronic control systems, and central 
components. 

Dongan Electric Manufacturing Company, 
Detroit, Michigan. Responsible for trans­
formers engineering lab. Conducted open 
and short circuit test, efficiency test, and 
heating checks on power (up to 75 kva} , 
machine tool, control, ignition, and gas 
tube transformers. Directed production 
test. 

Chrysler Corporation, Warren, Michigan. 
Engineer. Designed go-no-go semiauto­
matic te st fixture. Directed "breadboard­
ing" of circuitry for system simulator test 
equipment; and build-up and installation of 
test fixture. Tlained technicians to use 
test fixture. Consultant on testing proced­
ure and fixture problems. Responsible for 
guidance and control system "black boxe s, " 
both mis sile and ground support. 

1959 - Present The Bendix Corporation, Detroit, Michigan. 
Senior Engineer. Engaged in medium speed 
digital techniques using solid state AND-
OR logic. Worked with core lines, magne­
tostrictive delay lines, diode gating, and 
transistor gating. Techniques and problems 
of integrating and packaging solid state 
digital logic with hard contact logic and 
analog circuits. Worked with digital to 
analog schemes for developing command 
signals to closed loop servos; closed loop 
servos using amplitude and phase analog 
techniques; resolvers, quantizers, Moire 
scale s, Inducto syns, and optical pulse 
generators for feedback elements in one 
speed incremental and three speed absolute 
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NAME: 

EXPERIENCE: 
( Continued) 

John L. Patrick (Continued) 

systems. Designed and developed control 
schemes using EIA, AlA, and/or JIC stand­
ards. Consultant to sales and custOIner 
service staff. Advised application engineers 
on difficult and/or new control applications. 
Consultant to production te st and che ckout 
Inechanical design, and manufacturing de­
partments' involving packaging, assembly, 
hardware, new designs, new concepts. 
Assistant engineering supervisor for engi­
neering staff of logic designers. Assistant 
project manager for design and development 
of a commercial lathe control. Project 
manager for design and development of a 
commercial turret drill control. Interpret­
ing and analyzing customer's requirements 
for continuous path contouring machine tool 
controls. Developed and incorporated a new 
systeIn of handling wiring information and 
various major logic schemes. Responsible 
for expanding storage capa bilitie s, double d 
iteration rate, improved and expanded inte­
grator circuits; designed a self-checking 
feature that checked 900/0 of the logic; de­
signed a test panel as an integral part of the 
system that reduced te st and che ckout time 
and user's down time. Responsible for 
converting logic note s into wiring and pack­
aging instructions for the construction of an 
engineering prototype. Directed activities 
of manufacturing, te sting, and evaluating 
the pr ototype. 

PUBLICATIONS: "High Reactance Transformers. " 

SOCIETIES: 

183lA 

Chairman of Student Branch of Institute of Ele ctrical and 
Electronics Engineers 
Member, Engineering College Student Board 
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NAME: 

EDUCATION: 

EXPERIENCE: 

George Shapiro, Manager 

B. A., Brooklyn College, 1947 
M. A., The Johns Hopkins University, 1948 
Additional Graduate Work and Teaching, The Johns Hopkins 
University, 1948 - 1951 

1951 - 1955 Aircraft Armaments, Inc., Senior research 
mathematician. Systems analysis of fire 
control systems, and preliminary design, 
radar, missiles, simulators, computers. 

1955 - Present Westinghouse Defense and Space Center, 
Aerospace Division, Baltimore, Maryland. 

1955 - 1962 Missile Seeker Systems Analysis. Statis­
tical detection theory and antijamming pro­
blems. Trajectory analysis and space guid­
ance problems for satellite, lunar, and 
interplanetary flight. Study of modular 
arithmetic computations. 

1962 - Present Manager of Analysis and Programming 
Research in the Computer and Data Systems 
Technology Department. Responsibilities 
include direction of research and develop­
ment in numerical analysis, programming 
languages, software, and computer organi­
zation and design techniques. 

PUBLICATIONS: Ten articles published 

SOCIETIES: Institute of Electrical and Electronic s Engineer s 
Am.erican Mathematical Society 
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NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

1831A 

David K. Sloper, Associate Engineer 

A. B., Oartmouth College, 1960 
M. S. , Thayer School of Engineering, 1961 

1961 - Present Westinghouse Electric Corporation, Aero­
space Division, Baltimore, Maryland. 

1961 - 1962 

1962 - Present 

Six disclosures 

Graduate Student Program. Engaged in 
assignments in logical design, program­
ming, etc. 

Associate Engineer. Engaged in design of 
SOLOMON breadboard model now in oper­
ation. Experience in design of SOLOMON 
central arithmetic unit. Responsible for 
local design and development of the 
SOLOMON Processing Elements and 
Network Sequencer. 

Two disclosure awards 
One patent pending 
Four disclosures pending 
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NAME: 

EDUCATION: 

EXPERIENCE: 

Jon Stuart Squire, Senior Engineer 

B. S., Electrical Engineering, University of Michigan, 1960 
M. S., Electrical Engineering, University of Michigan, 1962 
M. S., Mathematics, University of Michigan, 1963 

1960 - 1962 University of Michigan Research Institute, 
Programmer-Analyst. Development of a 
Powerful Problem Oriented Language and 
Translator. The translator produced pro­
grams in several compiler languages from 
a description of an electromechanical 
system. 

1961 - 1963 University of Michigan, Instructor, Depart­
ment of Mathematics. 

1961 - 1963 University of Michigan Research Institute, 
Assistant Research Engineer. Developed 
machine organization of a Multiple Proce s­
sor Computer. Developed a translation 
algorithm for use in producing code for the 
Multiple Processor Computer. Determined 
statistics for concurrent addres sibility of 
information in lattice connected memorie s 
by the Multiple Processor Computer. 

1963 - Pre sent Westinghouse Defense and Space Cente r, 
Defense and Space Systems Operations, 
Baltimore, Maryland, Computer and Data 
Systems Group. SOLOMON software. 

PUBLICATIONS: "Iterative Circuit Computers, " Coauthor, Computer Organ­
ization, Spartan Books, Inc., 1963 
"Programming and De sign Considerations of a Highly 
Parallel Computer, " Coauthor, Proceedings, SJCC, 1963 
"A Translation Algorithm for a Multiple Processor Com­
puter, " ACM National Conference, Denver, Colorado, 1963 
"An 11 Cryotron Full Adder, "IEEE-Transactions, Elec­
tronic Computers Correspondence, 1962. 

SOCIETIES: Institute of Electrical and Electronic Engineers 
IEEE Professional Technical Group on Electronic 

Computers 
Association for Computing Machinery 

3-27 1831A 
AEROSPACE DIVISION --------------------------



-@-----------

NAME: 

EDUCATION: 

EXPERIENCE: 

PATENTS: 

1831A 

Robert M. Trepp, Engineer 

B.S. (Eng), University of Michigan, 1960 

1960 - Pre sent We stinghouse Electric Corporation 

1960 - 1963 Graduate Student Program. Assistant 
Engineer. Engaged in as signments in sale s 
engineering, electron beam machines, 
magnetic thin films. 

1962 - Present Aerospace Division, Baltimore, Maryland. 
Design and development of SOLOMON 
component circuits. Development of elec­
trical and wiring rules for the SOLOMON 
Systems. Engaged in design and develop­
ment of molecular circuits and packages 
for the SOLOMON System. 

Several disclosures pending 
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NAME: 

EDUCATION: 

EXPERIENCE: 

R. James Bennett, Associate Engineer 

B.S. (Mathematics), University of Michigan, 1962 
B.S. (Electrical Engineering), University of Michigan, 1962 
M.A. (Mathematics), University of Michigan, 1963 

1963 - Pre sent We stinghouse Ele ctric Corporation 

1963 Pittsburgh, Pennsylvania. Graduate Student 
Training with assignments in Aerospace 
Division, Lima, Ohio, and in Baltimore 
Defense and Space Center. Worked on 
Fourier analysis of several waveforms and 
completed a FORTRAN program to compute 
Fourier coefficients on IBM 1620. Worked 
with EASE Analog Computer. 

1963 - Present Defense and Space Center, Baltimore, 
Maryland. Associate Engineer. Analysis 
and programming in FOR TRAN and Machine 
languages for IBM 7094, UNIVAC 1107 and 
SOLOMON Computers. Developing FORT­
RAN IV program to design a printed circuit 
automatically. Developing algorithms for 
floating point and double precision arith­
metic with SOLOMON Computer. Applying 
SOLOMON Computer techniques to solution 
of weather prediction problems and to re­
duction of satellite telemetry data. 
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3.3 SCHEDULE 

This paragraph details the schedules that will be maintained in the per­

formance of this contract. Figure 3-3 shows the overall hardware program 

breaking down the major units into design and manufacturing tasks. Figure 

3 -4 shows the software effort during the same period. 

I 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 

SEQUENCER AND LB 
DESIGN 
PI N LIST AND CHECK 
MANUFACTURING 
DOCUMENTATION 
UNIT TEST 

NCU 
DESIGN 
PIN LIST AND CHECK 

DOCUMENTATION 
MANUFACTURING 

UNIT TEST 

PR MEMORY 
DESIGN 
STACK TEST 
PIN TEST 
MANUFACTURING 
DOCUMENTATION 
UNIT TEST 

PE MEMORY 
PIN LIST 

MANUFACTURING 
UNIT TEST 

CONSOLE 
DESIGNS 
PIN LIST 
MANUFACTURING 

SYSTEMS TEST I 

183IA-VB-ZI 

Figure 3-3. SOLOMON II Hardware Schedule 

3.3. 1 Hardware Milestones 

These dates are based on a contract go-ahead as of 1 October 1964. 

a. 1 December 1964 

(1) Instruction repertoire, format and starting sequencers, 

completed with 6600 defined. 

(2) All cir cuits finalized and sample te sted. 
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Figure 3-4. SOLOMON II Software Schedule 

(3) First PE memory wiring tables started. Stack and compo­

nents ordered. 

(4) PE final ver sion complete and begin manufacturing the first 

sample units for test. 

b. 1 January 1965 

Preliminary Programming Manual available. 

c. 1 March 1965 

(1) L-buffer design complete. 

(2) Memory stack test completed. 

(3) NCU logic design complete. 

(4) Preliminary Sequencer and PE Units tests begin. 

(5) Console layout decided upon and design begins. 

(6) All parts ordering complete. 

d. 1 June 1965 

I 
4 

(1) L- buffer wiring table s complete and released to manufacture. 

(2) Final FE Memory released to manufacture. Final Program 

Memory released to manufacture. 

(3) All parts and components received for 32 PE System. 
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(4) NCU wiring tables cOITlpleted and released to ITlanufacture. 

(5) Sequencer finalized and wiring tables begins. 

(6) PE design finalized and tested out, and saITlple batch released 

for ITlanufacture. 

(7) Console design completed, wiring tables started. 

(8) Maintenance Manuals started. 

e. 1 September 1965 

(I) L-buffer cOITlplete and test and checkout begins. 

(2) COITlplete Me:mory and Control Unit; test and checkout begins. 

(3) Final Sequencer released for ITlanufacture. 

(4) Final PE quantitie s released for ITlanufacture. 

(5) Final Console released for ITlanufacture. 

f. 1 NoveITlber 1965 

(I) AsseITlbly of tested subunits into final configuration begins. 

(2) Diagnostic test debugging begins. 

g. 1 March 1966 

(1) SysteITl hardware checkout completed. 

(2) SysteITl turned over for software debugging. 

(3) CustoITler perforITlance tests started 

h. I April 1966 

(1) Machine available. 

3. 3. 2 PrograITlITling Mile stone s 

These dates are based on a contract start date of 1 October 1964. 

a. 1 January 1965 

(1) PreliITlinary Machine Reference Manual. 

b. 1 February 1965 

(I) Functional as seITlbly systeITl available for preliITlinary use. 

c. 1 April 1965 

( 1) PreliITlinary use of siITlulator. 
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d. I June 1965 

(I) Analysis and coding complete on diagnostic programs. Begin 

assembly and simulation process to debug programs. Provide feedback to 

as sembly and simulation. 

e. 1 July 1965 

(1) Functional assembly system available for full use. Remain­

ing effort limited to minor corrections as detected through use. 

f. 1 September 1965 

(1) Full use of simulator. Remaining effort limited to minor 

corrections and design changes. 

183lA 

g. 1 December 1965 

(1) Begin hardware checkout of diagnostics. 

h. 1 April 1966 

(1) Final Machine Reference Manual. 

(2) Diagnostic checkout complete. 
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3. 4 RELATED EXPERIENCE AND FACILITIES 

This paragraph contains descriptions of other related experience as well 

as the facilities available at the Westinghouse Aerospace Division. 

3.4. 1 Computer Experience 

a. Airborne Radar Data Processor 

In this contract, the AN/APQ-8l digital data processor was designed and 

fabricated for use in an airborne radar system. This is the fastest military 

airborne data processor currently available and provides multiple track­

while-scan capability in the pulse doppler radar system. It is a I-megacycle 

parallel-synchronous single-address system of advanced design, which permits 

reliable operation of its linear selection ferrite core memories up to +85 0 C 

with only circulating air for cooling. 

b. OAO Ground Operational Equipment 

Under NASA Contract NAS 5-814; GAEC P. O. H-94200-c, Westinghouse is 

developing the control consoles to be used in ground control stations at Goddard 

Space Flight Center; Rosman, North Carolina; Quito, Ecuador; and Santiago, 

Chile, for commanding the OAO and retrieving data from its operational life 

in orbit. Two central control station consoles and three remote station con­

soles have been delivered to Grumman Aircraft Engineering Corporation as 

a result of this work. The control consoles provide integration in the ground 

control stations of the command transmitters, telemetry receivers, general 

purpose computer, PCM-data handling equipment, and TWX terminal equip­

ment so that a contact with the satellite while over the control stations can be 

executed automatically in a very short length of time. 

The central and remote control consoles are similar in function but the 

remote consoles are less complicated in mechanization due to the limited 

decision-making abilities of operations personnel at the remote stations. 

c. OAO Mobile Station Control Consoles 

Under NASA Contract NAS 5-814; GAEC P. O. 1-43250, Westinghouse is 

also developing the control and integration equipment consoles for use in 

mobile stations which Grumman Aircraft Engineering Corporation will use to 
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control the satellite during integration and qualification tests at Grumman, 

integration tests at GSFC, and prelaunch checkout at Cape Kennedy. The 

control consoles integrate the operation of a general-purpose computer, com­

mand transmitters, telemetry receivers, and PCM-DHE in the mobile station 

so that the entire station can be operated from a single console while con­

trolling the satellite during the tests. Two consoles have been delivered to 

Grumman Aircraft Engineering Corporation for this use. 

d. Title: S-52/UK-2 International Satellite, Test Stand and Data 
Reduction Facility 

The S-52/UK-2 Test Stand and Data .Reduction Facility includes equipment 

which performs operational tests on the satellite; provides a means of process­

ing the satellite test data rapidly; records the satellite PFM telemetry data on 

magnetic and os cillographic tape; provides means of preparing the data in a 

form suitable for direct digital entry and displays selectable data words. 

e. Automatic Radar Control and Data Equipment (ARCADE) 

The Westinghouse Defense and Space Center is working on the design and 

fabrication of Automatic Radar Control and Data Equipment (ARCADE) under 

contract to the White Sands Missile Range, New Mexico. 

The ARCADE data processing equipment being fabricated consists of a 

special-purpose digital computer with a 500-kc clock rate and peripheral equip­

ment to integrate the computer into an AN/FPS-l6 radar system. 

£. ASW Radar Data Processor 

A data processor is being developed on this program to assist the operator 

by storing and sorting radar data and providing displays with live and/or stored 

information. The processor consists of a high-speed digital computer and 

several ancillary equipments for input and output. The system has a storage 

capacity for 256 l2-bit words, with an add time of 2. 0 ~sec and multiply and 

divide time, dependent upon word length, with a maximum of 48 ~sec. It also 

has a core memory with nonvolatile storage in case of power failure. 
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g. AN/GPA-35 Missile Control System 

This equipment is a complete ground control system designed and developed 

to exercise intercept control of the IM-99A and IM-99B Bomarc missiles. 

This system was designed, developed, produced, installed, and carried 

through a field evaluation program at Patrick Air Force Base and MacDill Air 

Force Base. The complete system comprised a Weapon Direction Center, 

Squadron Operation Center, and a forward Tropospheric Microwave Scatter 

Link. Some of the salient features of the system included: 

(1) Broadband video transmission over 200 miles via scatter link 

(2) Multiple loop weapon control using a large scale digital com-

puter as the central real time data processor 

(3) Automatic gated video tracking 

(4) Frequency and time multiplexed communications 

(5) Accurate video combining for display 

(6) Automatic operational test 

(7) Transmission and maintenance of missile status from multiple 

bases and squadrons. 

h. AN/FPQ-4 Modifications for Synthetic Spectrum 

The data processor required for the proposed program is similar in many 

respects to that already designed, fabricated, and tested by the Westinghouse 

Electric Corporation for the Synthetic Spectrum modification of the AN/FPQ-4 

radar. Westinghouse is currently under contract to implement the same prob­

lem as the Target Designation and Acquisition data system. The AN/FPQ-4 

Modified for Synthetic Spectrum receives pointing data from a radar site lo­

cated 100 miles away. The pointing data is transmitted over a telephone data 

link between the two sites. The Westinghouse computer then computes the 

data for steering the AN/FPQ-4 antenna with the accuracy necessary for 

satellite acquisition. This high speed data processor includes the following 

equipments: 

(1) Recording system 

(2) Display system 
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(3) High-speed, 300-channel multiplexer 

(4) Digital range tracker 

i. Optical Radar Matrix Receiver Data Processor 

An optical radar matrix receiver data processor is under development. 

The system processes data derived from a matrix of sensors. The data pro­

cessor input unit supplies threshold detection of all sensor outputs and stores 

a complete image of all returns detected. Two forms of data handling are 

required of the processor; a high speed interval timing function, and a co\" 

ordinate tracking function of a selected return in the matrix. Displays include 

a display of all data appearing in the matrix, the current coordinates of the 

tracked return, and a display in decimal form of the time interval measure­

ment. The data pr aces s or utilizes high frequency digital building blocks for 

data storage and interval timing functions, analog pulse integrators for back­

ground suppression, and beam switching tube decade counters for display of 

interval timing functions. 

j. Modular Arithmetic Techniques 

This project is to investigate the potentialities of cOITlputation techniques 

through the use of residue class arithmetic, and to evaluate the feasibility of 

a modular -arithmetic digital cOITlputer. It involves programming, logic de sign, 

and system design in addition to basic number theory investigation. 

k. Self-Adaptive COITlputer Techniques 

Westinghouse Aerospace Division has been active in research on 

self-adaptive techniques. Significant prograITls include company-sponsored 

military research studies on weighted threshold logic, ITlajority logic, redun­

dancy, and unique cOITlputer organizations especially conductive to adaptive 

programming. 

A redundancy demonstration unit has been built, tested, and demonstrated 

at Aerospace Division. This device consists of three identical adder­

subtractors tied together operationally with majority gating techniques s a that 

if anyone logical eleITlent in any chain fails (provision is ITlade in the demon­

strator to induce failure at will) the arithmetic function will not be adversely 

affected. 
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In the areas of threshold logic, Westinghouse research programs 

have produced effective synthesis algorithms and an experimental threshold 

gate element of highly desirable characteristics. It has been shown in these 

programs that a single-bit full adder can be mechanized with two threshold 

gates. 

1. Nondestructive Readout Memory Systems 

The Aerospace Division has a continuing research and development 

program in the area of nondestructive readout, random access memory 

systems. In September of 1961, a 2000-hour reliability test was completed 

on a 1024 word, random access, NDRO, multiaperture ferrite device, electri­

cally alterable memory. This memory system was designed specifically for 

read-only usage and was operated at a 0.5 IJ.sec cycle time. Currently, a 

read-write NDRO memory system is undergoing test in the Aerospace 

engineering laboratory. This system, designed specifically for Aerospace 

applications, is capable of storing 512 fifteen-bit words with a o. 6 !J.sec read 

cycle time and a 6-lJ.sec clear-write cycle time. 
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3. 4. 2 Facilitie s 

3.4.2.1 Westinghouse Defense and Space Center 

The Westinghouse Defense and Space Center in BaltiInore, Maryland, 

(figure 3 -5) a major unit of the Atomic, Defense and Space Group, is the 

focal point for military and space systems and equipment development and 

manufacture for the corporation. Its Ae rospace Division directs its basic 

efforts toward airborne and space projects in the areas of armament control, 

guidance and navigation, reconnaissance and surveillance, command and con­

trol, computer systems, and electronic warfare. Its Surface Division is con­

cerned with land and sea surface- based program.s in arm.ament control, 

surveillance, command and control, communications and electronic equip­

ment in underground defense centers. The Underseas Division is devoted to 

underwater projects in areas of ordnance, command and control, surveillance, 

and oceanography. For purposes of coordination of the efforts of all divisions, 

and other corporate resources as may be required on major systems programs 

embracing a mix of Defense and Space Center capabilities, the Defense and 

Space Systems Operations organization has been established as the fourth 

divisional entity of the Center. 

This complex, with its supporting administrative services and logistic and 

field support ope rations, occupies ove r 2, 000, 000 square feet of enginee ring, 

laboratory, manufacturing, and office space, centered principally at Friend­

ship Airport. Over 12, 000 persons are em.ployed, including 2500 graduate 

engineers and scientists. 

The Center is currently embarked on an expansion program in which ad­

ditional operating units devoted to specific product lines which will support 

the overall systems effort are being established in the surrounding metro­

politan area at locations which take best advantage of the professional and 

skilled labor market. 

3.4. 2. 2 Aerospace Division 

The Aerospace Division of Westinghouse Electric Corporation is an inte­

gral facility of the Westinghouse Defense and Space Center and a major 
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Figure 3- 5. Westinghouse Defense and Space Center, Aerospace Division 
in the Foreground 

division of the Westinghouse Atomic, Defense and Space Group. It is 

unique concentration of talent and facilities devoted exclusively to the develop­

ment and manufacture of airborne and space electronics systems. 

Since its establishment in 1951, the Aerospace Division has continually 

expanded to meet the growing demands of the aerospace industry. It now 

amounts to a 37 -million- dollar inve stment of mode rn enginee ring and manu­

facturing facilities and equipment, capable of fulfilling the requirements of 

the largest aerospace programs. It cornprises 876,423 square feet of engi­

neering space, laboratories, test facilities, and reliability and manufacturing 

areas, allocated as follows: 
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Enginee ring 

Manufacturing and product reliability 

Support facilities 

Gene ral office area 

295,021 

364,682 

136,000 

80,720 

The 364, 682 square feet of floor space used for ITlanufacturing and product 

reliability activities can accoITlITlodate 4500 workers on a three-shift basis. 

The facilities, which are aITlong the best in the industry, can produce all 

types of aerospace electronic systeITls. 

The scope of Aerospace Division a~tivity include s basic and applied re­

search, design, developITlent, and prototype or voluITle production. It ranges 

froITl ITlinor support equipITlent to ITlajor ITlilitary systeITls. It cove rs the 

spectra of radar, infrared, ultraviolet, and optical techniques and includes 

applications to aircraft, subITlarines, ITlissiles, satellites, and spacecraft. 

In recent years the Aerospace Division has had ITlajor prograITls for pulse 

and pulse doppler air inte rcept radar, ITlis sile guidance and control, electronic 

counterITleasures, subITlarine weapons control, satellites and spacecraft, 

cOITlputer systeITls, and surveillance. 

Aerospace Division personnel nUITlbered 3828 as of 23 May 1964. These 

eITlployees were assigned and classified as follows: 

De;eartITlent Class NUITlber Total 

Engineering Profe s sional 1171 
Nonprofe s sional 700 1871 

Manufacturing Production 1210 1210 

Product reliability Production 491 491 

Marketing and 152 152 
adITlinistration 

Astroelectronic s 104 104 
laboratory 

3828 

Although Aerospace is only one of ITlore than 50 Westinghouse divisions, it 

eITlploys over 10 percent of Westinghouse scientists and engineers. Of these, 

over 700 have bachelor of science degrees, approxiITlately 140 have ITlaster 
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of science degrees, and 35 have doctor of philosophy degrees. In addition, 

the professional talent and facilities of other related Westinghouse divisions 

are available to support Aerospace projects. Through visits and other ITleans 

of cOITlITlunications, specialized help can be obtained quickly when it is needed. 

The ITlanagement of the Aerospace Division is geared to the dynaITlic charac­

ter of the aerospace industry. It cOITlbines the skills and talents of the best 

scientists, engineers, and business adITlinistrators available today. This 

alert, aggressive, and informed ITlanageITlent enables the division to study 

and unde rstand cOITlplex ITlilitary weapon systeITl requireITlents and to direct 

re search and developITlent effort to ITleet those needs. 

SOITle of the Aerospace facilities and services are described briefly in the 

following paragraphs. 

a. COITlputer DevelopITlent Laboratory 

The COITlputer DevelopITlent Laboratory was created for the exclusive 

purpose of developing, ITlanufacturing and fabrication techniques as applied 

to SOLOMON II and other digital computers. The laboratory has an area of 

12,000 square feet which is subdivided as follows: 8000 square feet of floor 

space is devoted to ITlanufacturing and fabrication techniques, 2000 square 

feet to developITlent and evaluation of digital circuits, and 2000 square feet 

for test and checkout. 

In the ITlodern plating rOOITl, which incorporates a high degree of control 

and ITlaintains ".clean" conditions, printed circuit boards with plated-through 

holes are fabricated. Holes as sITlall as 0.010 inch in diaITleter are plated, 

first with copper, then with a choice'of precious and nonprecious ITletals. At 

present, printed circuit boards are being plated with nickel, tin-lead, gold, 

silver and rhodiuITl. 

With the aid of a highly controllable etching ITlachine, etching capabilities 

have been developed to the point where conductor ribbon widths of 0.005 inch 

are COITlITlon and O. 001 inch are achieved on 2-ounce copper, double -clad 

laminates. This is possible because plating growth is on the order of 0.0005 

inch. 
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Printed circuit board assembly techniques are developed to handle 

molecular electronic devices and "cordwoodtl modules at low cost and high 

production rates. The techniques result in a high reliability printed circuit 

assembly. To keep cost down, assembled printed circuit boards are wave 

soldered. If package density demands it, electronic assemblies can be 

resistance-welded or thermal-bonded. 

b. Engineering Model Shop 

The Model Shop constructs experimental models, prototypes, and produc­

tion equipment in small numbers for Ae rospace Division research and devel­

opment programs. The total shop area is 16, 000 square feet. 

The Model Shop has extensive experience in machining tool steel, stainless 

steels, aluminum, magnesium, copper, brass, titanium, invar, and kovar. 

It has fabricated precision components such as antenna gimbals and gyroscopes 

and complete radar systems such as the AN/DPN -34, and AN/DPN- 53 pulse 

and pulse-doppler radars. Modules for the Gemini and UK-Z/S-52 .satellites 

and the Pathfinder countermeasures system models were constructed here. 

Model Shop personnel, numbering 180, include expert model makers, 

machinists, sheet metal workers, and assembly and wiring specialists. The 

lZO technicians average 8 years experience. Wiring specialists average 14 

years. Flexible operating procedures permit close working relationships be­

tween engineers and craftsmen, facilitating the incorporation of changes 

necessary for design modifications and equipment experimentation and testing. 

The overall floorspace occupied by the Model Shop at present totals 16,000 

square feet; however, a standing authorization permits expansion into the 

Manufacturing Department as required for specific programs. 

c. Manufacturing Facilities 

Approximately 370, 000 square feet of floor space at the Aerospace Divi­

sion is used for fabrication, assembly, and factory testing. Machinery, 

tools, and equipment on hand are valued in excess of $4 million. Under a 

5-year facilities plan approved by corporate headquarters in 1963, this entire 

manufacturing area is being improved at a cost of $Z. 3 million to permit 
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complete manufacturing environmental control and the addition of a new 

printed circuit board facility. 

The environmental control system for the Aerospace Division building is 

being constructed to maintain gene ral space conditions at 75 0 F in both sum­

mer and winter, regardless of thermal load fluctuations. Sufficient flex­

ibility is to be incorporated in the system to pe rmit relocation of departments 

and/or sources of high thermal loads within the plant with a minimum of 

physical changes to the original installation. Clean rooms furnished with 

complete environmental control systems will be provided as necessary to 

meet specific system fabrication requirements. Facilities provided will 

ensure control of factory environmental conditions necessitated by the quality 

assurance requirements associated with each contract. A centralized control 

panel and motor control center will provide means of monitoring temperatures, 

humidity, and wate r flow rate s at selected points in the distribution system. 

d. Solid State Systems Technology Laboratory 

Established at the Aerospace Division to support the Westinghouse Defense 

and Space Center in the design and development of advanced electronic sys­

tems, the Solid State Systems Technology Laboratory designs, develops, 

and fabricates advanced solid state structures, for the purpose of achieving 

more reliable, smaller, and lighter aerospace systems. By direct contact 

between device design engineers of the Solid State Systems Technology Lab­

oratory and system design engineers of Molecular Engineering Systems and 

other Aerospace design groups, the most recent concepts in solid state 

technology are applied to the design of advanced communication, guidance, 

detection and compute r systems. 

3.5 RELIABILITY AND QUALITY ASSURANCE CONTROL 

The reliability program at the Aerospace Division of Westinghouse has 

been developed to a high degree of effectiveness through ten years of applica­

tion to airborne and space systems. Programs susch as the Rendezvous Radar 

for the Gemini Spacecraft and the UK-Z/S-52 International Satellite have 

provided Aerospace with detailed knowledge of the problems involved in 
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de signing and developing circuitry and systeITls for reliability and long life 

in the space environITlent where conditions are obviously extreITle. 

Successful cOITlpletion of the qualification tests of the UK-2/S-52 satellite 

at stresses greater than those expected during launch and orbit has proven 

the reliability of the de sign, packaging technique s, and in-proce s s ITlanufac­

turing controls applied to the Westinghouse-built structure and associated 

electronic s. During qualification te sts the satellite was in ope ration for 

over 1400 hours. 

The UK- 2/S- 52 satellite was designed for a reliability objective of approxi­

ITlately one year in orbit. The realization of such an objective requires care­

ful attention to all phases of design and fabrication. The reliability require­

ITlent s of the proposed SoloITlon II equipITlent will also require careful parts 

selection and control" design adherence to redundancy and derating require­

ITlents, careful ITlanufacturing processes and techniques, elaborate testing 

of cOITlponents, and an effective quality assurance prograITl. 

3.5. I Parts Selection and Control 

The Aerospace Division provides, as one of its ITlajor activities, the ITleans 

of selecting parts of proven reliability. The priITlary objective is to ensure 

that each part is suited to its application. Components engineering special­

ists, experienced in the different classes of cOITlponents, are available to a 

assist the design engineers in this task. 

COITlponents engineers investigate new products, analyze failures, advise 

other departITlents, and provide liaison with suppliers. They also publish 

standards, standard parts lists, and preferred parts lists. An engineer will 

be responsible for assisting the design engineers in the selection of reliable 

parts to ITleet the design requirements. He will prepare a "preferred parts 

list" and give it to each engineer. This standardizes the part types froITl 

which selection can be ITlade. Parts on this list have been carefully evaluated 

through extensive usage on test prograITls, and their reliability paraITleter s 

have been accurately deterInined. Parts that have proved reliable on previous 

systeITls will be used wherever practical on the proposed equipITlent. 
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3. 5. 2 Design 

It is during the design phase that the inherent level of quality for the pro­

posed equipment will be established, since it is well known that quality must 

be designed and built into equipment and cannot be inspected into it alone. 

Thus, sufficient controls must be placed on the program to ensure that the 

fundamental design principles are upheld. Design engineers for this program 

will conduct frequent consultations with specialists from the Components, 

Materials, Standards, Reliability, and Manufacturing Departments. Early 

in the design phase, the design engineer will supply specific part information 

concerning application, derating, operating temperatures, etc, to the com­

ponents specialists who will in turn prepare a system parts list which has 

all the information necessary for a reliability analysis. 

The philosophies, concepts, and designs generated during the design phase 

become firm requirements in the form of enginee ring drawings and equip­

ment specifications. This information is then released for fabrication of 

equipment either within the Aerospace Model Shop or from outside suppliers. 

3. 5. 3 Quality Assurance Program 

The basic objective of the Product Reliability Department at Westinghouse 

Aerospace is to provide the control necessary to convert a reliable design 

into equipment without degradation of the inherent reliability. 

The Product Reliability Department of the Aerospace Division functions 

under the direction of the Manager of Product Reliability, who is responsible 

to the Division General Manager for overall quality. This department has the 

or ganization and neces sary authority to maintain control of quality throughout 

the Division. It is the prime re sponsibility of the Product Reliability Depart­

ment to ensure that production ope rations and all related efforts are conducted 

in a manner which will result in a quality product and will assure reliable per­

formance of the end product. 
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Aerospace's quality control system is based on the requirements of MIL­

Q-9858 and MIL-Q-2l549. It is maintained to meet the latest quality assurance 

requirements of applicable Government specifications, including: MIL-G-2550, 

MIL-E-4l58, MIL-E-5400, MIL-E-8l89, MIL-W-94ll, NASA NPC 200-1, 

200-2, and 200-3. Westinghouse realizes that strict compliance to the applic­

able MIL specs with the associated documentation is necessary on production 

contracts of long term duration. Where no maintainability or logistics support 

is required to conforrn to the applicable MIL-spec, a lesser arnount of docu­

rnentation is proposed at no sac rifice of quality or reliability. Appreciable 

cost savings are realized by this approach. If the customer desires a cornplete 

MIL- spec prograrn, the additional cost can be negotiated. 

All the necessary controls to ensure cornpliance to the required quality 

will be used in the SOLOMON II prograrn. 

The Product Reliability Department prepares various reliability pro­

cedures controlling Aerospace operations, including: the quality control 

rnanual, product reliability station instructions, and test specifications. The se 

procedures cover inspection, test operations, and documentation (including 

station records, control tags, and perforrnance data). 

The control of supplier reliability is rnaintained by receiving inspection 

which has the responsibility of verifying the quantity, quality, and conforrnance 

of all purchased rnaterials and parts. Mechanical inspections and electrical 

te sts check iterns against We stinghouse, rnilitary, and vendor drawings, 

specifications, and instructions. These docurnents specify the required quality 

levels. 

Iterns passing electrical and rnechanical inspection are sarnple tested for 

environrnental requirernents. Iterns that fail are entered on a Material Re­

jection Notice and reviewed by Product Reliability, Engineering, Purchasing, 

and the custorner's representatives for disposition. Rejected iterns are re­

turned to the supplier. !terns accepted with rninor discrepancies are forrnally 

docurnented by the Material Review Board procedure with vendor requested 

to answer with corrective action to prevent future discrepancies. 
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For each contract, the flow of materials and parts through Receiving, 

Manufacturing Assembly, and Shipping is studied to determine the location 

of inspections and tests to ensure maximum reliability. Both in-process 

(prior to the completion of an operation) and final (at completion of an ope ra­

tion) inspections and tests are performed. 

Controls (initiated and monitored by the Product Reliability Department) 

necessary to produce a product of high reliability are listed as follows: 

a. Stock control (identification and protection of parts) 

b. Statistical process control (control charts and statistical studies) 

c. Manufacturing inspection (of fabrication operations) 

d. Control and calibration of tools, gages, and electrical measuring 

equipment 

e. Special proce sses control (welding, heat-treating, penetrant in­

spection, plating, painting, embedding of transforme rs and molded units, 

printed circuits, solde ring, manufacture of hydraulic parts, and packaging). 

3. 5.4 Reliability Analysis 

A reliability analysis is, in essence, a task to develop the ground rules 

as to what constitutes a failure, how such a failure can occur, what the effect 

of the failure will be, and when it is most likely to occur. The prediction as 

to the most likely time of occurrence is a conclusion based on a series of 

as sumptions and approximate data, this data having the form of component 

part failure rate s. 

In a typical reliability program at Westinghouse, an informal reliability 

document is prepared Which includes a reliability analysis and prediction, a 

parts list and numerical tabulation of parts by subsystem and system, and a 

failure mode (effect of failure) analysis. 

3. 6 SUBCONTRACTOR SELECTION 

3. 6. 1 RFP Preparation 

When the major subcontract areas have been established during the program, 

bid packages are prepared. To assure timely receipt of subcontractor's 

proposals, and completely fair proposal evaluation, complete bidder's 
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packages are prepared in each major subcontract area. A general specifi­

cation is prepared which becomes a part of all bidder's packages. This spec­

ification includes all technical requirements of a general nature applicable 

to all subcontract requirements, such as engineering data, reports and draw­

ing requirements, spare parts requirements, applicable reliability and 

quality control requirements, required design reviews, PER T/COST 

report requirements, etc. The various engineers assigned technical re­

sponsibility will prepare technical specifications for their particular require­

ments. These specifications outline specific technical requirements including 

test and acceptance procedures for each major subassembly or piece of hard­

ware. Concurrent with the engineering effort, a qualified bidder's list is 

established in each area. A detailed review of prime terms and conditions 

will be made with Contract Administration personnel, and a standard contrac­

tual format will be prepared for use with all subcontracts. Standard cost break-

down formats will be prepared requiring sufficient detail to assure thorough 

cost and price evaluation and analysis, fair and accurate comparison of 

bidders in like areas, and timely and complete cost control. Finally, a formal 

request for proposal will be prepared in each area detailing all requirements 

and items to be covered in the proposal, setting forth schedules, establishing 

reports and control requirements along with instructions for the use of various 

attachments. In order to establish complete rapport between Westinghouse 

and subcontractors, pre-bid conferences, technical briefings, and seminars 

will be conducted. When interface requirements exist between subcontractors, 

j oint seminars will be conducted by We stinghouse to as sure optimum inte­

gration. 

3.6.2 Selection of Bidders 

During the past years, Westinghouse has accumulated a wealth of knowl­

edge on subcontractors who are qualified to supply equipment to the Westing­

house Defense and Space Center. New equipment suppliers are added con­

tinuously to the qualified lists, but only after a thorough formal technical 

and administrative evaluation. Moreover, subcontractor organizations proven 

3-49 1831A 
AEROSPACE DIVISION ---------------------------



-@--------------
inadequate due to substandard performances, inordinate delivery delays, or 

poor product quality are removed from approved lists and must pas s a 

stringent requalification to be reinstated. 

In the selection of a supplier for any given job, proposals are solicited 

only from those bidders who have been technically and administratively eval­

uated and are known to be capable of performing the required work. The 

extent of the evaluation of capabilities is tempered by past experience, the 

magnitude of the job, and the schedule requirements of a given program.. In 

the evaluation of prospective bidders (and to select those qualified to receive 

invitations to bid), as a minimum, the following factors will be considered: 

(1) Technical Reputation of the Company - A company worth con­

sidering has a good reputation with the Government and with the companies 

who have procured its material or services. The overall reputation is a major 

factor in analyzing and selecting potential bidders. 

(2) Technical Capability - Ability to satisfy the requirements of 

the basic specifications and depth of technical experience and capability that 

can be brought to bear on technical problems. 

(3) Financial Consideration - Analysis of Dun & Bradstreet 

Reports or other financial reports containing essential information about 

business concerns. 

(4) Past Performance - The ability of a company to provide 

materials and services within a reasonable time at a competitive or reason­

able price is an important factor in the selection of qualified bidde rs. If a 

co:mpany has perfor:med in the past, it can be extended an opportunity to bid 

on future purchases falling within its capabilities. 

(5) Manufacturing Capability - Ability to :manufacture quality 

products within the time required to satisfy the needs of the procure:ment. 

(6) Capability to Meet Schedules - Ability to comply with the re­

quired or proposed deli ve ry schedule conside ring all existing co:m:me rcial 

and :military business co:mrnit:ments. 

l83lA 3-50 
AEROSPACE DIVISION 



-----------@-

(7) Geographic Location - When items (1) through (6) are con­

sidered approximately equal, consideration will be given to geographic loca­

tion where this could have a significant effect on time and cost relative to liai­

son by engineering, manufacturing, and purchasing personnel. 

(8) Small Business - The buyer shall give adequate and timely 

consideration to having a fair portion of small business concerns selected 

as prospective bidde rs to the extent practical and consistent with their capa­

bilities. 

(9) Distressed Labor Areas - The buyer shall give adequate 

time and consideration to the placement of concerns on the bidder's list which 

are located in distressed labor areas, to the extent practical and consistent 

with their capabilities. 

An evaluation and selection report of qualified subcontractors is prepared. 

Recommendations contained in this report are used as a base by Program 

Management in making a final subcontractor selection. When necessary, an 

evaluation team consisting of qualified personnel from Engineering, Manu­

facturing, and othe r departments are called togethe r to review the qualifica­

tions of subcontractors. Proposals are screened by the members of the eval­

uation team to eliminate those subcontractors who are obviously unacceptable 

from a technical standpoint. Upon completion of the preliminary sc reening, 

a detailed study of the remaining bids is made, including the technical and 

management proposal, as well as a complete cost analysis. 

Upon completion of the proposal review, the team visits facilities where 

necessary. During these visits, the proposals are discussed in detail, ques­

tions prepared in advance by the team are presented, discussions are held 

with their management, and surveys of the plants and facilitie s are made. 

The evaluation team prepares the evaluation and selection report for presen­

tation to the Program Manager for approval. This report forIns the basis for 

selection or any further investigation that may be required. 
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3. 6. 3 Evaluation of Proposals 

A program for complete and comprehensive evaluation of proposals by 

evaluation teams is established. Upon receipt of proposals, technical exhibits 

will be forwarded to the cognizant engineering personnel for review, while 

management and cost proposals will be reviewed by the appropriate personnel 

of the program management organization. Cost and price information in 

each major area will be charted to facilitate comparison and evaluation. 

Following this initial review, the members of the review team will meet 

together for final evaluation and selection. This effort will begin with a report 

by the technical representatives on those bidders in each major area felt to be 

best qualified from a technical standpoint. A detailed review of proposals, 

as well as a complete analysis of costs, will then be made. The following 

repre sent some of the non- cost areas to be considered: 

( 1) Technical Qualification 

(2) Manufacturing Capability 

(3) Reliability and Quality Control Capability 

(4) Purchasing Capability 

(5) Management Capability 

The detail with which the above and other criteria will be covered depends 

upon the requirements governing the area in which the subcontractor proposes 

to participate. Supplemental information will be requested where necessary 

to clarify information contained in proposals or to cover points previously 

overlooked. 

3. 6.4 Selection of Subcontract Type 

Where pos sible, firm fixed price type contracts are used when the specifi­

cations contain sufficient information for bidders to quote an accurate price.' 

The Aerospace Division is presently administering cost plus fixed fee, fixed 

price redeterminable, firm fixed price, and time and material subcontracts. 

In keeping with recent Department of Defense emphasis on incentive -type 

contracts, an extensive educational program has been conducted to ensure 

-that all subcontract personnel are prepared to utilize these types of contracts, 
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whenever the proper circumstances arise. In these circumstances, the 

incentive areas will be selected to effect the optimum performance of the 

requirements of the prime contract. In arriving at the best type of subcon­

tract, the following factors are considered: 

(1) Type and complexity of items. 

(2) The availability and completeness of ordering information 

such as specifications, work statements, etc. 

(3) The degree of competition present. 

(4) Availability of pricing data to determine reasonableness of 

prices and costs. 

(5) Problems as sociated with lack of production experience or 

instability of design. 

(6) Subcontractor's technical and financial capabilities. 

(7) Prior experience on the part of Westinghouse and the subcon­

tractor in relation to the item to be procured. 

(8) Administrative costs of both buyer and subcontractor. 

3.6.5 Negotiation 

The Purchasing and Subcontracting Director has the responsibility of 

ne gotiating a final contract based on the evaluation and selection report. He 

will secure the best price, terms, and conditions possible. To fulfill the 

responsibility he utilizes the services of engineering personnel, cost analysis, 

the Westinghouse Contract Administrator of the prime contract, and other 

personnel who can assist him in this effort. Complete contract packages 

are forwarded to the cognizant Administrative Contracting Officer for 

approval in accordance with prime contract requirements. 

3. 6. 6 Subcontract Control 

a. Gene ral Administration 

The Purchasing and Subcontracting Director is completely responsible for 

the administration and control of the subcontract from the time of award until 

its successful completion and closeout. He is "Westinghouse" to the sub­

contractor, and as such, is the leader and coordinator in all contacts with the 
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subcontractor. The Purchasing and Subcontracting Director will require that 

all reports and correspondence go out and come in through him or his repre­

sentative' with copies to him. No amendment of any kind can be made to the 

subcontract unless signed by him. This provides both Westinghouse and the 

customer with one individual constantly prepared to report on subcontract 

status. He will make certain that subcontractors having major second tie r 

subcontracting efforts are required to apply the same emphasis on quality, 

performance, cost control, and delivery as the prime contractor. 

The Purchasing and Subcontracting Director will supp~ement reports with 

frequent visits to the subcontractor's plant to check progress. He will establish 

and lead a coordination team that will meet re gularly with the subcontractor to 

review progress and resolve problems. He will be in constant contact with the 

Westinghouse resident representatives and request their assistance whenever 

necessary to check progress. Upon completion of the subcontract, he will 

expedite the final audit and promptly negotiate an equitable settlement anq. 

closeout. Westinghouse is well aware that, to a large extent, its perfortn-

ance on a program of this type will only be as good as that of its major sub­

contractors. For this reason, all necessary steps are taken to as sure 

prope r subcontract administration. 
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