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INTRODUCTORY COMMENTS

This study guide is designed to help in the preparation for the Society of Actuaries Exam P-
Casualty Actuarial Society Exam 1. The study manual is divided into two main parts. The first
part consists of a summary of notes and illustrative examples related to the material described in
the exam catalog as well as a series of problem sets and detailed solutions related to each topic.
Many of the examples and problems in the problem sets are taken from actual exams (and from
the sample question list posted on the SOA website).

The second part of the study manual consists of eight practice exams, with detailed solutions,
which are designed to cover the range of material that will be found on the exam. The questions
on these practice exams are not from old Society exams and may be somewhat more challenging,
on average, than questions from previous actua exams. Between the section of notes and the
section with practice exams | have included the normal distribution table provided with the exam.

| have attempted to be thorough in the coverage of the topics upon which the exam is based. |
have been, perhaps, more thorough than necessary on a couple of topics, particularly order
statistics in Section 9 of the notes and some risk management topics in Section 10 of the notes.

Section 0 of the notes provides a brief review of afew important topics in calculus and algebra.
This manual will be most effective, however, for those who have had courses in college calculus
at least to the sophomore level and courses in probability to the sophomore or junior level.

If you are taking the Exam P for the first time, be aware that a most crucial aspect of the exam s
the limited time given to take the exam (3 hours). It isimportant to be able to work very quickly
and accurately. Continual drill on important concepts and formulas by working through many
problems will be helpful. It isalso very important to be disciplined enough while taking the
exam so that an inordinate amount of time is not spent on any one question. If the formulas and
reasoning that will be needed to solve a particular question are not clear within 2 or 3 minutes of
starting the question, it should be abandoned (and returned to later if time permits). Using the
exams in the second part of this study manual and simulating exam conditions will also help give
you afeeling for the actual exam experience.

If you have any comments, criticisms or compliments regarding this study guide, please contact
the publisher, ACTEX, or you may contact me directly at the address below. | apologizein
advance for any errors, typographical or otherwise, that you might find, and it would be greatly
appreciated if you bring them to my attention. Any errors that are found will be posted in an
erratafile a the ACTEX website, www.actexmadriver.com .

It is my sincere hope that you find this study guide helpful and useful in your preparation for the
exam. | wish you the best of luck on the exam.

Samuel A. Broverman April, 2010
Department of Statistics
University of Toronto E-mail: sam@uitstat.toronto.edu or 2brove@rogers.com

Wwww.sambroverman.com

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability






NOTES, EXAMPLES

AND PROBLEM SETS






SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

SECTION O- REVIEW OF ALGEBRA AND CALCULUS

In thisintroductory section, afew important concepts that are preliminary to probability topics
will be reviewed. The concepts reviewed are set theory, graphing an inequality in two
dimensions, properties of functions, differentiation, integration and geometric series. Students
with a strong background in calculus who are familiar with these concepts can skip this section.

SET THEORY

A set isacollection of elements. The phrase " = isan element of A" isdenoted by = € A, and
"z isnot an element of A" isdenotedby = ¢ A .

Subset of aset: A € B meansthat each element of the set A isan element of the set B.

B may contain elements which arenot in A, but A istotally contained within B. For instance, if
Aisthe set of all odd, positive integers, and B isthe set of all positive integers, then
A={1,3,5,...} and B={1,2, 3,...}.Forthesetwo setsitiseasy toseethat A C B,
since any member of A (any odd positive integer) isamember of B (isapositive integer).

The Venn diagram below illustrates A as a subset of B.

a

Union of sets:. AU B isthe set of al elementsin either A or B (or both).
AUB={z|ze€ Aor z € B}

AUB
If Aistheset of all positive evenintegers (A = {2, 4,6, 8,10, 12, ...}) and B isthe set of
all positive integers which are multiplesof 3 (B = {3, 6,9, 12, ...}), then
AuB=1{2,3,4,6,8,9,10, 12, ...} istheset of positive integers which are either
multiples of 2 or are multiples of 3 (or both).
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2 SECTION O- REVIEW OF ALGEBRA AND CALCULUS

| nter section of sets: A N B isthe set of dl elementsthat arein both A and B.
ANB={z|ze€ Aand x € B}

ANB
If A isthe set of all positive even integers and B isthe set of all positive integers which are a
multipleof 3,then AN B = {6, 12, ...} istheset of positive integers which are amultiple
of 6. Theelementsof A N B must satisfy the properties of both A and B. In this example, that
means an element of A N B must be amultiple of 2 and must also be amultiple of 3, and
therefore must be a multiple of 6.

The complement of the set B: The complement of B consists of all elementsnot in B, and
isdenoted B’, Bor ~ B. B' = {z |z ¢ B}. When referring to the complement of aset, it is
usually understood that there is some "full set”, and the complement of B consists of the elements
of the full set which are not in B. For instance, if B isthe set of all positive even integers, and if
the "full set" isthe set of al positive integers, then B’ consists of all positive odd integers. The set
difference of "set Aminus B" is A — B = {x |z € A and = ¢ B} and consists of all
elementsthat arein A but notin B. Notethat A— B=ANB’'. A— B canasobe
described as the set that results when the intersection A N B isremoved from A.

A-B=ANnKH

I
S/

B/

Example 0-1: Verify the following set relationships (DeMorgan's Laws):

(i) (AuB) = A'nB" (thecomplement of the union of A and B istheintersection of the
complements of A and B)

(i) (AnB) = A" U B’ (thecomplement of theintersection of A and B is the union of the
complements of A and B)
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

Solution: (i) Sincetheunionof A and B consists of all pointsin either A or B, any point not

in AU Bisinneither A nor B, and therefore must be in both the complement of A and the

complement of B; thisisthe intersection of A’ and B’. The reverse implication holdsin asimilar

way; if apoint isin the intersection of A’ and B’ thenitisnotin A anditisnotin B, soitisnot
in AU B, and thereforeitisin (AU B)" . Therefore, (AU B) and A’ N B’ consist of the same
collection of points, they are the same set.

W

(ii) Thesolutionisvery similar to (i).
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Empty set: The empty set isthe set that contains no elements, and is denoted (). It isaso
referred to asthe null set. Sets A and B arecalled digoint setsif AN B = ().

Relationshipsinvolving sets:

o v DN P

AUB=BUA; ANB=BNA; AUA=A; ANA=A

AUp=A; ANp=¢; A—gp=A

AN(BUC)=(ANB)U(ANC)

AUu(BNC)=(AUuB)N(AUC)

If AC B, then AUB=Band AN B = A (thiscan be seen
from the Venn diagram in the paragraph above describing subset)

6. ForanysetsAandB, ANBCACAUB and ANBCBCAUB

(AUBY =A'NB and (ANBY = A UB

8. Forany set A, ¢ C A (theempty set is asubset of any other set A)
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4 SECTION O- REVIEW OF ALGEBRA AND CALCULUS

An important rule (that follows from point 4 above) is the following.
For any two sets A and B,wehave A= (ANB)U(ANPB’).

vl

Related to thisisthe property that if a finite set ismade up of the union of digjoint sets, then

ANDB A

the number of elementsin the union isthe sum of the numbersin each of the component
sets. For afinite set .S, we define n(.S) to bethe number of elementsin S.
Two useful relationshipsfor counting elementsinaset are
n(A) =n(ANB)+n(ANB') (truesince AN B and AN B’ aredigoint), and
n(AU B) = n(A) + n(B) — n(AN B) (cancelsthe double counting of AN B).
Thisrule can be extended to three sets,
n(AUBUC) =n(A) +n(B) +n(C)

—n(ANB) —n(ANC) —n(BNC)

+n(ANBNC).

The main application of set algebraisin a probability context in which we use set algebrato
describe events and combinations of events (this appearsin the next section of this study guide).
An understanding of set algebraand Venn diagram representations can be quite helpful in
describing and finding event probabilities.

Example 0-2: Suppose that the "total set" S consists of the possible outcomes that can occur
when tossing asix-faced die. Then S = {1,2,3,4,5,6}. We define the following subsets of S:
A = {1,2,3} (anumber less than 4 istossed) ,

B ={2,4,6} (an even number istossed) ,

C = {4} (adistossed) .

Then AUB={1,2,3,4,6} ; ANB={2};

Aand C aredigointsince ANC =0 ; C C B ;

A" ={4,5,6} (complementof A); B ={1,3,5}; AUB=1{1,2,3,4,6};

and (AU B) = {5} = A’ n B’ (thisillustrates one of DeMorgan's Laws).

Thisisillustrated in the following Venn diagrams with setsidentified by shaded regions.
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 5

Example 0-2 continued:

A B AUB
1 2 3 1 2 3 1 2 3
4 5 b 4/5\ b 4/5\ b
A’ B (AUB) =A'NB
1 2 3 1 2 3 1 2 3

Venn diagrams can sometimes be useful when analyzing the combinations of intersections and
unions of sets and the numbers of elementsin various. The following examplesillustrates this.

Example 0-3: A heart disease researcher has gathered data on 40,000 people who have suffered
heart attacks. The researcher identifies three variables associated with heart attack victims:

A -smoker , B-heavy drinker , C - sedentary lifestyle.

The following data on the 40,000 victims has been gathered:

29,000 were smokers ; 25,000 were heavy drinkers ; 30,000 had a sedentary lifestyle ;
22,000 were both smokers and heavy drinkers ;

24,000 were both smokers and had a sedentary lifestyle ;

20,000 were both heavy drinkers and had a sedentary lifestyle ; and

20,000 were smokers, and heavy drinkers and had a sedentary lifestyle.

Determine how many victims were:

(i) neither smokers, nor heavy drinkers, nor had a sedentary lifestyle;

(if) smokers but not heavy drinkers;

(iii) smokers but not heavy drinkers and did not have a sedentary lifestyle?

(iv) either smokers or heavy drinkers (or both) but did not have a sedentary lifestyle?
Solution: It isconvenient to represent the datain Venn diagram form. For asubset S,

n(S) denotes the number of elementsin that set (in thousands). The given information can be
summarized in Venn diagram form as follows:
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6 SECTION O- REVIEW OF ALGEBRA AND CALCULUS

Example 0-3 continued:

Q@Q

= 29,000 (smoker) n(B) = 25,000 (heavy drinker) n(C') = 30,000 (sedentary
Ilfestyle)
c
1
n(AN B) = 22,000 n(ANC) = 24,000 n(BNC) = 20,000

(smoker and heavy drinker)  (smoker and sedentary lifestyle) (heavy drinker
and sedentary lifestyle)

-
. fé’

n(ANBNC)=20,000 (smoker and heavy drinker and sedentary lifestyle)

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 7

Example 0-3 continued:
Working from the inside outward in the Venn diagrams, we can identify the number within each
minimal subset of all of the intersections:

A typical calculation tofill in this diagram is as follows. We are given n(AN BN C) = 20,000
and n(AN B) = 22,000 ; we use the relationship

22,000 =n(ANB)=n(ANBNC)+n(ANnBNC") =20,000+n(ANBNC")

toget n(ANBNC’) = 2,000 (this shows that the 22,000 victimsin A N B who are both
smokers and heavy drinker can be subdivided into those who also have a sedentary lifestyle
n(ANBNC) = 20,000, and those who do not have a sedentary lifestyle, n(A N BN C’), the
other = 2,000). Other entriesare found in asimilar way. From the diagram we can gain
additional insight into other combinations of subsets. For instance, 6,000 of the victims have a
sedentary lifestyle, but are neither smokers nor heavy drinkers; thisis the entry "6", which in set
notationis n(A’ N B'NC) = 6,000 . Also, the number of victims who were both heavy
drinkers and had a sedentary lifestyle but were not smokersisO.

We can now find the requested numbers.

(i) The number of victimswho had at |east one of the three specified conditionsis

n(AU BU C) , which, from the diagram can be cal culated from the disjoint components:
n(AUBUC) = 20,000+ 2,000 + 4,000 + 0 + 3,000 + 3,000 + 6,000 = 38,000 .

The "total set" in this example isthe set of all 40,000 victims. Therefore, there were 2,000 heart
attack victims who had none of the three specified conditions; thisis the complement of
n(AUBUC). Algebraicaly, we have used the extension of one of DeMorgan's laws to the case
of threesets, "noneof AorBorC" = (AUBUC) =A" NnB'NC’"="not A" and "not B"
and "not C" .
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8 SECTION O- REVIEW OF ALGEBRA AND CALCULUS

Example 0-3 continued:
(ii) The number of victimswho were smokers but not heavy drinkersis
n(ANB") = 3,000+ 4,000 . Thiscan be seen from the following Venn diagram

(iii) The number of victims who were smokers but not heavy drinkers and did not have a
sedentary lifestyleis n(AN B NC’) = 3,000 (part of the groupin (ii)).

(iv) The number of victims who were either smokers or heavy drinkers (or both) but did not have
asedentary lifestyleis n[(A U B) N C’]. Thisisillustrated in the following Venn diagram.

C
1
A— +<-B
n[(AU B) N C'] = 3,000 + 2,000 + 3,000 = 8,000 . O
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

GRAPHING AN INEQUALITY IN TWO DIMENSIONS

The joint distribution of apair of random variables X and Y is sometimes defined over atwo
dimensional region which is described in terms of linear inequalitiesinvolving z and y. The
region represented by the inequality y > ax + b istheregion above theliney = ax + b (and
y < az + b isthe region below theline).

Example 0-4: Usingthelines y = — %x + g and y = 2z — §, find theregion in the z-y
plane that satisfies both of theinequalities y > — 3z + 3 and y <2z —8 .

Solution: We graph each of the straight lines, and then determine which side of thelineis
represented by the inequality. The first graph below is the graph of theline y = — %x + % ,
along with the shaded region, which istheregiony > — %x + % , consisting of al points
"above" that line. The second graph below is the graph of theline y = 22 — 8 , along with the
shaded region, which istheregiony < 2z — 8 , consisting of all points "below" that line.
Thethird graph is the intersection (first region and second region) of the two regions.

\y > —.haxf+ 4.5
\\y > —.5x + 4.5

o . y < 2x — 8
u x =
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10 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

PROPERTIES OF FUNCTIONS

Definition of a function f: A function f(x) is defined on a subset (or the entire set) of real
numbers. For each z, the function defines anumber f(z). Thedomain of the function f isthe set
of z-valuesfor which the function isdefined. Therange of f istheset of all f(z) valuesthat
can occur for z'sin the domain. Functions can be defined in a more general way, but we will be
concerned only with real valued functions of real numbers. Any relationship between two real
variables (say = and y) can be represented by its graph in the (x, y)-plane. If the function

y = f(z) isgraphed, then for any = in the domain of f, the vertical line at = will intersect the
graph of the function at exactly one point; this can also be described by saying that for each value
of z thereis (at most) one related value of .

Example 0-5: (i) y = x? definesafunction since for each x there is exactly one value 2. The
domain of the function is all real numbers (each real number has a square). The range of the
functionis all real numbers > 0, since for any real z, the squareis z% > 0 .

(i) y* = = doesnot define afunction sinceif = > 0, there are two values of y for which

y? = x. Thesetwovauesare + \/E Thisisillustrated in the graphs below

Functions defined piecewise: A function that is defined in different ways on separate

intervalsis called a piecewise defined function. The absolute value function is an example of a
—x for <0

piecewise defined function:  |z| = {:r for 2>0 °
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 11

Multivariate function: A function of more than one variable is called a multivariate function.

Example0-6: z = f(x,y) = ¢** isafunction of two variables, the domain isthe entire 2-
dimensional plane (the set {(x, y)| ,y are both real numbers}) , and the range is the set of strictly
positive real numbers. The function could be graphed in 3-dimensional z-y-z space. The domain
would be the (horizontal) x-y plane, and the range would be the (vertical) z-dimension.

The 3-dimensional graph is shown below.

The concept of the inverse of afunction isimportant when formulating the distribution of a
transformed random variable. A preliminary concept related to the inverse of afunction is that of
a one-to-one function.

One-to-onefunction: Thefunction f iscalled aone-to-oneif the equation f(z) =y hasat
most one solution z for each y (or equivalently, different z-values result in different f(x) values).
If agraph isdrawn of aone-to-one function, any horizontal line crosses the graph in at most one
place.

Example0-7: Thefunction f(z) = 3z — 2 isone-to-one, since for each value of y, the
relation y = 3z — 2 hasexactly one solution for z intermsof y; = = y%? The function

g(z) = z* with the whole set of real numbers asits domain is not one-to-one, since for each

y > 0, there are two solutions for « in terms of y for therelation y = 22 (those two solutions
ae z=,/y and z = —,/y; notethat if werestrict the domain of g(z) = x? tothe positive

real numbers, it becomes a one-to-one function). The graphs are below.
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12 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

g =3x — 2

L
¥

ik

[y

74 O

Inverse of function f: Theinverse of the function f is denoted f~'. Theinverse exists only if
f isone-to-one, inwhich case, f~!(y) = z isthe (unique) value of = which satisfies f(z) =y
(finding theinverse of y = f(x) meansthat we solvefor z intermsof y, = = f~!(y) ). For
instance, for the function y = 22° = f(z),if x = 1then y = f(1) = 2(1%) = 2, sothat

1= f71(2) = (2/2)"/3 . For the example just considered, the inverse function applied to y = 2
isthe value of z for which f(x) = 2, or equivalently, 22 = 2, fromwhich we get = = 1.

Example 0-8: (i) Theinverse of the function y = 5z — 1 = f(x) isthefunction

r = y\,)il = f~!(y) (wesolvefor z in terms of ).

(ii) Giventhefunction y = 22 = f(z) , solving for z interms of y resultsin = = + VY, 50
there are two possible values of x for each value of y; this function does not have an inverse.
However, if the function is defined to be y = 22 = f(z) for = > 0 only, then

r= + \f = f~!(y) would be the inverse function, since f is one-to-one on its domain which

consists of non-negative numbers. O

Quadratic functions and equations. A quadratic function is of the form

p(z) = ax? + bx + c. Theroots of the quadratic equation ax? + bx +c =0 are
r1,Ty = bty b —dac szf_‘lac . The quadratic equation has

() distinct real rootsif b? — 4ac > 0,

(i) distinct complex rootsif b2 — 4ac < 0, and

(iii) equal real rootsif b2 — 4ac = 0.
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 13

Example 0-9: The quadratic equation z> — 6z + 4 = 0 hastwo distinct real solutions:
r=3=+ \/3 The quadratic equation 2> — 42 + 4 = 0 hasboth rootsequal: x = 2.
The quadratic equation 2> — 22 + 4 = 0 hastwo distinct complex roots; = 1 + z\/§ .

Exponential and logarithmic functions: Exponential functions are of the form f(z) = b* ,
where b > 0, b # 1, and the inverse of this function is denoted log;(y) .

Thus y = 0" < logy(y) = x. Thelog function with base e is the natural logarithm,

loge(y) = Iny (also written log y). Some important properties of these functions are:

=1 logy(1) =0

domain(f) = R = range(f~)range(f) = (0, + 00) = domain(f™')
bleg®) = for y > 0 logy(b*) = x for dl z

b = emin? logi(y) = Tt

(b™)Y = bp™ logy(y*) =k - logy (y)

b*bY = b Y logy(yz) = logy(y) + logy(2)
b* /oY = bV logy(y/z) = logy(y) — logy(2)

For the function e”, we have ¢/"¥ =y foran y > 0, and for the natural log function, we have
Ine” = x for any real number z.
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14 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

LIMITSAND CONTINUITY

I ntuitive definition of limit: Theexpression limf(xz) = L meansthat as z getscloseto

(approaches) the number ¢, the value of f(x) getscloseto L.

Example0-10: lim(z+3) =4, lim e =0 and [imZ+2=3 _jim(z + 3) = 4 (for
z—1 z—+00 z—1 T~ z—1
2 —
thislast limit, note that £+20=3 — H30=D) _ o4 3 if 5 £ 1, butin taking thislimit we are

22 422—3

: = 0 gtz = 1 does not
r—1 0

only concerned with what happens "near" = = 1, that fact that

mean that the limit does not exist; it means that the function does not exist at the point z = 1).01

Continuity: Thefunction f iscontinuous at the point = = ¢ if thereisno "break" or "hole"
inthegraph of y = f(x), or equivaently, if lim f(z) = f(e). In Example 0-10 above, the

third function is not continuousat «x = 1 because f(1) = 8 is not defined. Another reason for a

discontinuity in f(x) occurring at « = c isthat the limit of f(z) is different from the left thanitis
from theright.

Example0-11: (i) If f(x) =Inz and ¢ =0 then f isdiscontinuousat ¢ = 0 sincethe
function In x isnot defined at the point « = 0 (thiswould aso be the case for the function

1
Il x

@) If f(x) = {O - , then f(z) isdiscontinuousat « = 0 since even though f(0) is
|

defined, lim/ (x) £ 1(0)( lim/(x) doesnit exist).

12
¥y = In{x) 1 i
11 ¥ = x+F
11
+ + RE————]
T N ;
- -1
L +2 [
. |
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 15

DIFFERENTATION

Geometric interpretation of derivative: The derivative of the function f(z) at the point
x = xy isthe slope of the line tangent to the graph of y = f(z) at the point (xo, f(xy)). The

derivativeof f(z) at x =z, isdenoted f'(zo) or %

Thisis also referred to as the derivative of f with respect to  at the point = = x.
The agebraic definition of f'(x) is
f/(x()) _ }Ilirrng(Io_Fh}z_f(xO) — lim f(@)—f(x0) )

T—x) T—xo

Tangent Line
Slope is f’{xa}

£ (xp2

/T

The second derivative of f at x isthe derivative of f’(x) at the point z,. Itisdenoted f”(x() or

. The n-th order derivative of f at z (n repeated applications of

T=Tq

d2
S@ (o) or d_;;

_ af
- dl’”

differentiation) is denoted £ (z()

T=Xq

Thederivative asa rate of change: Perhaps the most important interpretation of the
derivative f'(z() isasthe" instantaneous' rate at which the function isincreasing or
decreasing asz increases (if f' > 0, thegraph of y = f(z) isrising, with thetangent line
to the graph having positive dlope, and if f/ < 0, thegraph of y = f(z) isfalling), and if
f'(zo) = 0 then thetangent line at that point is horizontal (has slope 0). Thisinterpretation isthe
one most commonly used when analyzing physical, economic or financial processes.

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



16 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

Thefollowing is a summary of some important differentiation rules.

Rules of differentiation: f(x) f(z)

¢ (aconstant) 0
Power rule - cx" (n € R) cnz" !

g(x) + h(x) g'(x) + h'(x)
Product rule - g(z) - h(x) d(x) - h(x)+g(x) - h(x)

u(z)v(z)w(z) uw'vw + wv'w + uow'
Quotient rule - % h(x)gl(ﬁl)(;%gx)h,(x)
Chainrule- g(h(x)) g (h(x)) K (x)

e9(x) J(x) - e9(x)

In(g(x)) o

a” (a > 0) a®lna

e’ e’

Inz %

l 1

gk xInb

sinw cos T

cosx — s8N

Example 0-12: What isthe derivativeof f(x) = 4x(x? + 1)3?

Solution: We apply the product rule and chainrule: f(x) = g(x) - h(x),

where g(z) =4z, h(z) = (22 +1)*, ¢ () =4, W(x) =3(2* +1)* - 2z.

(@) =4z -3(z* +1)* 2z + 4(2* + 1) = 4(2* + 1)} (72> + 1) .

Noticethat h(z) = (2 +1)* = [w(z)]® = h(w(z)) , where h(w) = w* and w(z) =2? + 1.
Thechainruletellsusthat »/(z) = h'(w) - o' (z) = 3w? - (22) = 3(2* +1)%- (22) . 0O
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 17

L'Hospital'srulesfor calculating limits. A limit of the form Iim% issaidto bein

Tr—cC

indeterminate form if both the numerator and denominator go to O, or if both the numerator and
denominator goto + co. L'Hospital'srules are:

0] I|mf( ) —Li_rgg(x) =0, and '
1 {(,,) F(c) exists, and THEN limZ2) — e
(i) ¢'(c) existsandis # 0 o

(i) limf(z) = limg(xz) = 0, and
2. IF { (i) fandgaedifferentiablenearc, and  THEN Iim£®) — |imL®)

r—c (ZE) r—c (IE)
(iii) Ilmf,(( )) exists ! ’

In1or 2, theconditions limf(z) =0 and limg(z) = 0 can be replaced by the conditions

Tr—cC

limf(x) = £ oo and limg(z) = = oo, and the point ¢ can be replaced by =+ co with the

r—c

conclusions remaining valid.

3/—3

Example0-13: Find I|m — -

Solution: The limitsin both the numerator and denominator are O, so we apply I'Hospital's rule.

z/2,1
Ay =33 and L372 =37 Lin3, sothat lim35E = lim 2 uE — L This

limit can also be found by factoring the denominator into 3% — 9 = (3*/2 — 3)(3*/2 4 3) , and
then canceling out the factor 3%/2 — 3 in the numerator and denominator. O

Differentiation of functions of several variables- partial differentiation:
Given the function f(z, y), afunction of two variables, the partial derivative of f with respect to
x at the point (z, yo) isfound by differentiating f with respect to = and regarding the variable y
as constant - then substitute in the values x = =, and y = yy. The partial derivative of f with
respect to x is usually denoted g—i. The partial derivative with respect to y is defined in asimilar
way: "Higher order” partial derivatives can be defined - 24 = 2 (91 2/ _ 0. ( 9Ly .
&y. Hig p 922 = 9zx\9x /) 3y T g\ ay/)
and "mixed partial" derivatives can be defined (the order of partial differentiation does not

2
usually matter) - af —ar(ﬁ) 8y(8f): o°f

Oy ox Oy dx *
E - ) 1 af 62f
xample 0-14: If f(z,y) =¥ for z,y >0 thenfind 3 " l)and Gl
5 2
Solution: g = ya¥~! =(5)@) =1, and
(47§>
O — 2 (i) and 2 =at(ino)| | =4t =2(nd) O
43
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18 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

INTEGRATION

Geometric interpretation of the " definiteintegral” - the area under the curve:
Given afunction f(x) on theinterval [a, b], the definite integral of f(z) over theinterval is
denoted f(f f(x)dz ,and isequa to the "signed" area between the graph of the function and the
z-axisfrom x = a to x = b. Signed areaiis positivewhen f(x) > 0 and is negative when
f(z) < 0. What is meant by signed area here is the area from the interval (s) where f(x) is
positive minus the area from the intervals where f(z) is negative.

Integration is related to the antiderivative of a function. Given afunction f(z), an antiderivative
of f(x)isany function F'(z) which satisfiestherelationship F’(x) = f(z). According to the
Fundamental Theorem of Calculus, the definite integral for f(x) can be found by first finding
F(z), an antiderivative of f(z). The basic relationships relating integration and differentiation
are:

() If F'(z) = f(z)for a <z <b,then ['f(z)dx = F(b)— F(a).

(i) If G(z) = [[g(t)dt, then G'(z) = g(x)

Example 0-15: Find the definite integral of the function f(x) = 2 — z ontheinterval [ — 1, 3].
Solution: The graph of the function is given below. Itisclear that f(z) > 0 for z <2, and
f(z) <0 for x > 2. An antiderivative for f(z) is F(x) =2z — ‘%2 . The definite integral will

b 3 — — 3 (G2
e [[2-2)de=F3)-F(-1)=(6~-%)—(—-2~-"5~)=4.Notethat the area
1

between the graph and the z-axisfrom z = — 1 to x =2 is 3(3)(3) =

5 and the signed area

Thetotal signed

9

2 )
1
5

between the graph and the z-axisfromz = 2toz = 3is — 1(1)(1) = —

S

ie 9 1 _
area|55—5—4.
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 19

Antiderivatives of some frequently used functions:

f(x) [ f(z)dz (antiderivative)
g(x) + h(x) [g(z)dz + [h(z)dz +c
" (n# —1) fl”_:+c
% Inz +c
e’ e’ —l— c

¥ (a>0) lna +c
e 372 — ea—z +c.
sinx —cosx +c
cosx stnr +c

Integration of f on [a,b] when f isnot defined at a or b, or when a or b is =+ oco:
Integration over an infinite interval (an "improper integral") is defined by taking limits:

J;"f (@) de = lim [?f(x) da , with asimilar definition applyingto [*__f(x) dx

and [* f(z)dx = IiT [° f(z)dx

If fisnotdefined at « = a (also called an improper integral), or if f isdiscontinuousat = = a,
then fabf(w) dz = ’|im+f(:bf($) dz

A similar definition appliesif f isnot defined at z = b, or if f isdiscontinuousat z = b.

If f(z) hasadiscontinuity at the point « = ¢ intheinterior of [a, b], then

P f@)de = [ f(x)dz+ ["f(z) da

Example 0-16:

}—nmz 2./cl =2,

c—0*t

€) f ~dz = IImf '2712dz = lim [2:61/2

c—0*

Tr=c

oo 1 dx—llmf x’1/2dx—llm{2:r1/2

1 f c—00
r=b
(b) f*“ldx_nm[ ]:Iim[—

b—oo

}zllm[Q c—2]= +00.

Cc—00

—_

r=

S I'—‘
=

- (-] =
=1
() f o Ldzx. Note that - hasadlscontlnmtyat x = 0, so that
fjoop de = [° 5 dv+ fO — dx . The second integral is
01 # dx :ali_)rp+ fal % dz :aILr(EL[ -1+ %] = + oo, thus, the second improper integral

does not exist (when lim/ isinfinite or does not exist, the integral is said to "diverge"). O
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20 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

A few other useful integration rules are:

(i) forinteger n > 0 and real number ¢ >0 [ 2" e " dz = s

(ii) if G(a >—ff<”f< >du then G'(x) = f[h(x)] - W' (),
(i) if G(z) = ["f(u)du, then G'(z) = — f(z),

(iv) if G<> Sy F (0 )du,then G'(z) = — flg(@)] - ¢ (@),

V) if G(z) = [} f(u)du, then G'(z) = f[h(x)] - W' (z) - flg(x)] - o (&) .

Doubleintegral: Given acontinuous function of two variables, f(z,y) on the rectangular
regionboundedby z =a,z =0, y=c and y = d, itispossible to define the definite integral
of f over theregion. It can be expressed in one of two equivalent ways.

LS f @ y) dyda = [ ) f(w,y) de dy
Theinterpretation of the first expression is f:[fcdf(:v, y) dy] dz , in which the "inside integral” is
fcdf(w, y) dy , and it is calculated assuming that the value of = is constant (it is an integral with
respect to the variable y). When this definite "inside integral” has been calculated, it will bea
function of x alone, which can then be integrated with respect to = from =z = a to x = b. The
second equivalent expression has asimilar interpretation; fab f(z,y) dz iscalculated assuming
that y is constant; this resultsin a function of ¢y alone which is then integrated with respect to y
from y = ¢ to y = d. Double integration arises in the context of finding probabilities for ajoint
distribution of continuous random variables.

Example0-17: Find [} 1”—2dyda:.

y=2
Solution: First we assume that z is constant and find f1 2 dy =z*(lny)| =2*(In2).
y=1
=1
Thenwefind [ [22(In2)] dz = (In2) - ‘% =z
=0
We can also writetheintegral as [ [ ‘f— dx dy , and first find
. 1 y=2
12 " 21 1 1
fO ? dr = @ zzo . Then, f dy = g(ln y) - §(ln 2) O

For double integration over the rectangular two-dimensional region a < x <b, c <y <d,as
the expression fabf:lf(x, y)dydz = fffff(x, y)dz dy indicates, it is possible to caculate
the double integral by integrating with respect to the variablesin either order (y first and x second
for theintegral on the left, and x first and y second for the integral on theright of the" = " sign).
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SECTION O0- REVIEW OF ALGEBRA AND CALCULUS 21

Formulations of probabilities and expectations for continuous joint distributions sometimes
involve integrals over a non-rectangular two-dimensional region. It will still be possibleto
arrange the integral for integration in either order (dy dz or dx dy), but care must be taken in
setting up the limits of integration. If the limits of integration are properly specified, then the
double integral will be the same whichever order of integration is used. Note also that in some
situations, it may be more efficient to formulate the integration in one order than in the other.

Example 0-18: Which of the following integralsis equal to fol 03””f(:z:, y) dy dx
for every function for which the integral exists?

A [S [ fay)dady B [} [y f(zy)dedy  C) [) [y flx,y)dady
D) fo " fw.y)dzdy  B) [} [ f(x,y) dedy

Solution: The graph at theright illustrates 3
the region of integration. Theregionis
0<z<1,0<y< 3z Writing y =3z 2 Fy=3x
as r = % , we see that the inequalities
tranateinto 0 <y <3,and ¥ <z < 1. 1r
Answer: E O x=o3
X 1

Example 0-19: Thefunction f(z,y) isto be integrated over the two-dimensional region
defined by the following constraints: 0 <z <1 and 1 — 2z <y < 2. Formulate the double
integration inthe dy dx order and then in the dx dy order.

Solution: The graph at theright illustrates f1 fO x,y) dz dy to cover the square area
the region of integration. The region is above y=1. O
0<zr<1,1-—2<y<2 Theintegral can Y
be formulated inthe dy dx order as g
folfixf(x.y) dy dx ; for each z, the ? .
integral in the vertical direction starts on the
line y =1 — x and continues to the upper
boundary y = 2. To usethe dx dy order, I
we must split the integral into two double
integrals; fol fllfy f(z,y) dx dy to cover the 18.5
triangular areabelow y = 1, and i
1 x
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22 SECTION O0- REVIEW OF ALGEBRA AND CALCULUS

There are afew integration techniques that are useful to know. The integrations that arise
on Exam P are usually straightforward, but knowing a few additional techniques of
integration are sometimes useful in simplifying an integral in an efficient way.

The Method of Substitution: Substitution is a basic technique of integration that is used to
rewrite the integral in a standard form for which the antiderivative iswell known. In genera, to
find [ f(z)dz wemay make the substitution w = g(z) for an "appropriate" function g(z).
We then define the "differential” du tobe du = ¢/(z) dz , and wetry torewrite [ f(z)dz as
an integral with respect to the variable u.

For example, tofind [ (z® — 1)Y32%dz , welet u = 2* — 1, sothat du = 3z%dzx , or

equivalently, % -du = x%dx ; thentheintegral can bewrittenas [u'/? - 5 du, which has
C 1 1 1 W3 1 gy

antiderivative [u*/?®. 3 du= 5 [u3du =3 - 7= zuP(+c).

We can then write the antiderivative in terms of the original variable x -

[(2® = 1)¥322dx = %u”?’ = %(:c3 —1)7/3 .

The main point to note in applying the substitution technique is that the choice of u = g(x)
should result in an antiderivative which is easier to find than was the original antiderivative.

Example 0-20: Find [ja\/1 — 22dz .
Solution: Let u=1— 22 Then du = — 2xdx ,sothat — % -du = zdz,andthe

2
antiderivative can be written as [u!/2 - ( — %)du = - %u3/2 = — %(1 — 22)3/2 . The déefinite

=1
integral isthen folzv\/ 1 —22dx = — %(1 — )32 ) =

= —0— (-
=0

Note that once the appropriate substitution has been made, the definite integral may be

calculated in terms of the variablew: u(0) =1 and w(1) =0 -

u=0
1 / u(1)=0 1 1
fOIIf 1—$2dx = fu((())) 1U1/2'(— §)du = — §U3/2

~—

W=
Wl

u=1
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I ntegration by parts:

This technique of integration is based upon the product rule

%[f(:r) cg9(x)] = f(z) - ¢ (z) + f'(z) - g(x) . Thiscan berewritten as

flz)-¢(z) = %[f(:v) -g(x)] — f'(x) - g(x) , which means that the antiderivative of

f(z)- ¢ (x) canbewrittenas [ f(z)- ¢ (z)dz = f(z)-g(x) — [f(z) g(z)dx .
Thistechniqueisuseful if f'(x) - g(x) hasan easier antiderivativeto find than f(x) - ¢/ ().
Given anintegral, it may not be immediately apparent how to define f(z) and g(x) so that the
integration by parts technique applies and resultsin a simplification. 1t may be necessary to apply
integration by parts more than once to simplify an integral.

Example 0-21: Find [ze™ dz, where a isaconstant.
Solution: If wedefine f(z) =z and g(z) = <, then ¢(z) = ¢* , and
Jrzedr = [ f(x)g (x)dx = f(x)g(zx) — [ f(x)g(x) dx.

ar

Since f'(x) =1, itfollowsthat [ f'(x)g(z)dx = [“~dz = ea—Q , and therefore
Jze®® dx = %ﬂz — %+c.

An alternative to integration by partsis the following approach:
%feazda)=fxeawdx and ifeazdx=i £=%

da da a a
. ar ___ ,ar axr axr
soitfollowsthat [ze®®dx = 92L& ¢ =2 €
a a a

Thisintegral has appeared a number of times on the exam, usually with a < 0 (it isvalid
for any a $ 0) and it isimportant to be familiar with it. O

NOTE: An extension of Example 0-21 shows that

for integer n>0and ¢ >0 [ z"e “dx = C,’}—ll

Thisisanother useful identity for the exam.
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GEOMETRIC AND ARITHMETIC PROGRESSIONS

Geometric progression: a, ar, ar?, ar®, ..., sumof thefirst n termsis

a+a1‘+a7“2+"'-|-a7“n_1:CL[1+T+7"2+"'+TH_1]:&‘T:__ll =q - 11—_7-: ’

a

if —1 < r < 1thentheseriescanbesummedtoco, a + ar + ar? + --- = g

Arithmetic progression: a, a+d, a+2d, a+3d, ...,
n(n—1)

2 H
aspecial caseisthe sum of thefirst n integers- 1 +2+ - +n = "(”QH)

sum of thefirst n terms of the seriesis na + d -

Example 0-22: A product sold 10,000 units last week, but sales are forecast to decrease 2% per
week if no advertising campaign isimplemented. If an advertising campaign isimplemented
immediately, the sales will decrease by 1% of the previous week's sales but there will be 200 new
sales for the week (starting with this week). Under this model, calculate the number of salesfor
the 10-th week, 100-th week and 1000-th week of the advertising campaign (last week isweek O,
thisweek isweek 1 of the campaign).
Solution: Week 1 sales: (.99)(10,000) + 200,
Week 2 sales: (.99)[(.99)(10,000) + 200] + 200 = (.99)%(10, 000) + (200)[1 + .99]
Week 3sales: (.99)[(.99)(10,000) + (200)[1 + .99]] + 200

= (.99)3(10,000) + (200)[1 + .99 + .99?]

Week 10 sales: (.99)1°(10, 000) + (200)[1 + .99 + .99% + --- + .99]
— (.99)1(10,000) + (200)[£=222] = 10, 956.2.

1-.99
Week 100 sdles: (.99)%°(10,000) + (200)[ 1721 — 16,339.7.
Week 1000 sdles: (.99)!%(10,000) + (200)[17257] = 19,999.6. O
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PROBLEM SET O
Review of Algebra and Calculus

1. The manufacturer of a certain product is conducting a market survey. The manufacturer started
amajor marketing campaign at the end of last year and istrying to determine the effect of that
campaign on consumer use of the product. 15,000 individuals are surveyed. The following
information is obtained.

- 4,500 used the product last year,

- 7,500 used the product this year, and

- 4,000 used the product both last year and this year.

Of those surveyed, determine:

(i) the number who used the product either last year or thisyear, or both years,

(ii) the number that did not use the product either last year or thisyear,

(iii) the number who used the product last year but not this year, and

(iv) the number who used the product this year but not last year.

2. A group of 5000 undergraduate college students were surveyed regarding the following
characteristics:

- participate in extracurricular activities,

- have a double major, and

- have a part-time job .

The following data was obtained.

2600 participated in extracurricular activities , 1200 had a double mgjor,

2500 had a part time-job

400 both participated in extracurricular activities and had a double major

1000 both participated in extracurricular activities and had a part-time job ,

300 both had a double major and had a part-time job ,

200 participated in extracurricular activities and had a double major and had a part-time job.
Determine each of the following.

(i) The number who had a double major but did not participate in extra-curricular activities and
did not have a part-time job.

(ii) The number who had a double major and either participated in extra-curricular activities or
had a part-time job , but not both.

(iii) The number who neither participated in extracurricular activities nor had a part-time job.
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26 PROBLEM SET O

3. A group of 1000 patients each diagnosed with a certain disease is being analyzed with regard
to the disease symptoms present. The symptoms are labeled A, B and (', and each patient has at

least one symptom. The following information has also been determined:
- 900 have either symptom A or B (or both),

- 900 have either symptom A or C' (or both),

- 800 have either symptom B or C' (or both),

- 650 have symptom A,

- 500 have symptom B,

- 550 have symptom C'.

Determine each of the following.

(i) The number who had both symptoms A and B.

(if) The number who had either symptom A or B (or both) but not C'.
(iii) The number who had all three symptoms.

. 5N
4. lim N =

N—o00

A) 0 B) C) 5inb D) + E) Noneof A,B,C,D

1
2

5. Which region of the plane represents the solution set to the inequalities
{(zy) : 20 +y>24U {(z,y) 2+ 2y < -2} 7

2xty=2 2xty=2

A)

©)

E)
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6. For what real values of k aretherootsof kz2 + 3z — 2 = 0 not real numbers?

Ak<-2 Bk<? Ok>-2 Dk<-3 Br<}

7. 1f f(z) = f(z) then f(z) may equal:
A) 27 B) o C) 1 D) = E)

-

8. Let f(x) = z%e®. Determinethe nth derivative of f at = = 0.
A) 0 B) 1 C) n(n—1)(n — 2) D) n(n—1)(n —2)(n — 3) E) n!

9. A mode for world popul ation assumes a population of 6 billion at reference time 0, with
population increasing to alimiting population of 30 billion. The model assumes that the rate of
(A
continuous variable. According to this model, at what time will the population reach 10 billion
(nearest .1)?

A) .3 B) 4 C) 5 D) .6 E) .6

population growth at time ¢ > 0 is ( ok billion per year, where t isregarded as a

10. Cadculate the area of the closed region in the zy-plane bounded by y =2 — 5
and > =22 +5.

As B E of D) 22 E) 128

11. Let F(a)= [*"V1+tidt. F/(0)=
A)0 B) 3 C) 3 D) 1 E) Does not exist

12. Let f beacontinuous functionon R? and let I = fof — f(z,y)dydz.

Which of the following expressionsis equal to 7 with the order of integration reversed?
A) [2, )5 f (@, y) dedy D) [V ) dady

B) fQQfﬁfmyda;dy E) f0f2 (z,y)dx dy

() fof f x,y)dx dy
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13. Cdculate [ [, 13 dyda.

A)1-in2 B)$im2 © I D)i+m2 B

Question 14 and 15 relate to the following information. Smith begins anew job at asalary of
100,000 . Smith expectsto receive a 5% raise every year until he retires.

14. Suppose that Smith works for 35 years. Determine the total salary earned over Smith's career
(nearest million).
A) 5 B) 6 C) 7 D) 8 E) 9

15. At the end of each year, Smith's employer deposits 3% of Smith's salary (for the year just
finished) into afund earning 4% per year compounded each year. Find the value of the fund just
after the final deposit at the end of Smith's 35th year of employment (nearest 10,000)

A) 450,000 B) 460,000 C) 470,000 D) 480,000 E) 490,000
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PROBLEM SET 0 SOLUTIONS

1. The"total set" isthe set of all those who were surveyed and consists of 15,000 individuals.
We define the following sets:

L - those who used the product last year,

T - those who used the product this year.

We aregiven n(L) = 4,500 , n(T") = 7,500 and n(L NT) = 4,000 .

This can be represented in VVenn diagram form as follows (not to scale):

L*nT* 7888

(i) The number who used the product either last year or thisyear, or both yearsis
n(LUT) = 500 + 4000 + 3500 = 8000 .

(ii) The number that did not use the product either last year or thisyear is
n[(LUT)] =n(L'NT") = n(tota set) — n(L UT) = 15,000 — 8,000 = 7,000 .

(iii) The number who used the product last year but not thisyear isn(L N T") = 500 .

(iv) The number who used the product this year but not last year is n(L' N'T") = 3500 .

2. Following the same method applied in Example 1-4 of the notes of this study material, we get
the Venn diagram entries below for the numbers in the various combinations.

E = participated in extracurricular activities,

D = had adouble mgjor , and

J = had a part-time job.

An exampleillustrating the calculation of one of the entriesisthe following. Since there are
1000 who both participated in extra-curricular activities and had a part-time job, and since 200
were in al three groups, the number who both participated in extra-curricular activities and had a
part-time job but didn't have a double magjor is 1000 — 200 = 800 (thiswould be

n(END' N.J)).
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(i) The number who had a double major but did not participate in extra-curricular activities and
did not have apart-timejobis n(DNE' N J") = 700.

(ii) The number who had a double major and either participated in extra-curricular activities or
had a part-time job , but not both is
n(DNENJ)+n(DNE NJ) =200+ 100 = 300 .

(iii) The number who neither participated in extracurricular activities nor had a part-time job is
n(E'NJ") =n[(EFUJ)] =700+ 200 =900 (thosein (E U J) with double major and those
in (E U J)" without double mgjor).

3. Thisisquite similar to the previous problem, but the information is based on different
combinations of sets. We are given

n(A) = 650, n(B) = 500, n(C) = 550, n(AU B) = 900, n(AUC) = 900,

n(BUC) = 800 and n(AU BUC) = 1000 .

(i) Weareasked for n(A N B) . We can use the relationship

n(AUB) =n(A)+n(B) —n(ANB) toget n(AN B) =650 + 500 — 900 = 250.

In order to solve (ii) and (iii) we can use the given information to fill in the numbers for the
component subsets. Wehave n(ANC) =n(A)+n(C)—n(AUC) =300,

n(BNC) = 250. Wethen use

n(AUBUC) =n(A)+n(B)+n(C)—n(ANB)—n(ANC)—n(BNC)+n(ANBNCQC)
sothat 1000 = 650 4 500 + 550 — 250 — 300 — 250 + n(A N BN C') , from which we get
n(ANBNC)=100. We can express the numbers in the component sets in the following Venn
diagram.
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(if) The number who had either symptom A or B (or both) but not C' is
n[(AU B)NC'] =200+ 150 + 100 = 450 . Thisrepresented in the following Venn diagram.

(iii) The number who had all three symptomsis n(A N BN C) , which we have already
identified as 100.

':SS—?'(%)O":O. Answer: A
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5. The graphs of thelines are illustrated in the following graph.

2x+y=2

Theinequality 2z +y > 2 isrepresented by the region "above" theline 2z +y =2 :

2x+y=2

Theinequality = + 2y < — 2 isrepresented by theregion "below" theline = + 2y = — 2

2x+y=2

The union of the two regionsis:

2x+y=2

Answer: B

6. The quadratic equation ax? + bz + ¢ hasnoreal rootsif b* — 4ac < 0.

Thus,9+8k:<o-.k<—§. Answer: A

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PROBLEM SET O

7. 1/1/x) == . Answer: D

8. 1stderivative- e*(z* + 423) ; 2nd derivative- e*(z* + 823 + 122?)

3rd derivative - (2t + 1223 + 3622 + 24x)

4th derivative - e”(x? 4 162° + 7222 + 962 + 24)

It might be possible to determine a general expression for the nth derivative in terms of n then
substitute = 0. However, note that the 1st, 2nd and 3rd derivatives (n = 1, 2, 3) must be 0 if
z = 0, but the 4th derivativeisnot 0 at x = 0. This eliminates answers A, B, C and E.

9. We define F'(t) to be the population at time¢. Then F'(0) =6, tlimF(t) =30,

and F'(t) = ﬁ . Then (using the substitution u = .024 + e'), we have
F(s) = F(0) = [yF'(t)dt = [y ﬁ dt = — Ghre : = AT~ TTire
sothet F(s) =6+ 77 — Doiter

Then  lim F(s) =6+ Grarg =30~ Tz =24 - A=4615.

Therefore, F'(s) =30 — 942%fe . Inorder tohave F(t) =10, wehave

30 — gt =10 - s = .325. Answer: A

10. Theline and the parabolaintersect at y-values that are the solutions of
y+5=1(*—5),0tha y= —3(x=2),5 (= 10).

The graph below indicates the closed region bounded by the line and the parabola.
Theareaof theregionis [°,[(y +5) — 1 (4> —5)] dy = 2.

(2.-3)

/
\

Answer: E
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11. F(z) = f(g(z)) , where g(z) = z'/3 and f(z) = [;+/1+t*dt. Applying the
Chain Ruleresultsin F'(z) = f'(g(z)) - ¢/ (z) = f’( V3 2™ = T+ (@) 32?3

1

o - Answer: E

At z = 0, this becomes

12. Theregion of integration isillustrated in the graph below. For each x between

0and 2, wehave —/z <y < ./z ,orequivdently, for —\/2<y<+/2,we
have ¢ < « < 2. Theintegral becomes f_@ J2f(w,y) de dy.

# (2,42}

=—uJx
% (2.-42)

Answer: D

1p1 1 1 1 ! 1
13. fomedydl’:fonyTdel’dy f01 2d —1ln(1+y) :§ln2

Note that if we try to solve the integral directly as written, we get
101 1 1 1 1
fo fx T2 dydr = fo [arctan(y)‘m] dr = fo [% — arctan(z)] dz

which isamore difficult integral to determine. Answer: B

1.05%—1
14. Total salary = 100, 000[1 + (1.05) + (1.05)* + --- + (1.05)*'] = 100,000 - 5 5=—
= 9,032,031 . Notethat salary in 35th year has grown for 34 years since the first year of

employment. Answer: E

15. Vaue at end of 35 years of depositsis
100,000(.03)(1.04)3* + 100, 000(.03)(1.05)(1.04)3* + 100, 000(.03)(1.05)%(1.04)%? +
-~ +100,000(.03)(1.05)%3(1.04) + 100, 000(.03)(1.05)3*
=100, 000(.03)[(1.04)3* + (1.05)(1.04)% + (1.05)%(1.04)*
+ -+ (1.05)%3(1.04) + (1.05)34]
(this represents accumulation of 1st yr. deposit, 2nd year deposit, 3rd year deposit,
., 34th year deposit, and 35th year deposit) . If we factor out (1.04)3* the sum becomes
100, 000(.03)(1.04)*[1 + 105 4 (£03y2 4 .y (103433 4 (L0331

(1g1)*—1
=100, 000(.03)(1.04)34[~ go ] =470,978. Answer: C
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SECTION 1-BASIC PROBABILITY CONCEPTS

PROBABILITY SPACESAND EVENTS

Sample point and sample space: A sample point is the simple outcome of a random
experiment. The probability space (also called sample space) is the collection of all possible
sample points related to a specified experiment. When the experiment is performed, one of the
sample points will be the outcome. The probability space isthe "full set" of possible outcomes of
the experiment.

Mutually exclusive outcomes. Outcomes are mutually exclusive if they cannot occur
simultaneously. They are also referred to as digjoint outcomes.

Exhaustive outcomes. Outcomes are exhaustive if they combine to be the entire probability
space, or equivaently, if at least one of the outcomes must occur whenever the experiment is
performed.

Event: Any collection of sample points, or any subset of the probability spaceis referred to
asan event. We say that "event A has occurred” if the experimental outcome was one of the
sample pointsin A.

Union of events A and B: A U B denotes the union of events A and B, and consists of
all sample pointsthat arein either A or B.

Union of events A;, Ao, ..., A, AiUAU---UA, = 0 1A,L- denotes the union of
1 =

theevents A, A,, ..., A, , and consists of al sample pointsthat arein at least one of the A;'s.
This definition can be extended to the union of infinitely many events.

Intersection of events A1, As, ..., A, AiNAN---NA, = A 1Ai denotes the
Z fry

intersection of the events A, As, ..., A, , and consists of all sample pointsthat are
simultaneoudly in all of the A;'s. (AN B isasodenoted A- B or AB).
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Mutually exclusiveevents A, A, ..., A,,: Two events are mutually exclusive if they
have no sample pointsin common, or equivalently, if they have empty intersection. Events
Ay, Ay, ..., A, aremutualy exclusiveif A, N A; =0 forall i # j, where () denotes the empty
set with no sample points. Mutually exclusive events cannot occur simultaneously.

Exhaustiveevents By, Bs, ..., B,,. If BiUBy,U---U B, = S, the entire probability
space, then theevents B, B, ..., B, arereferred to as exhaustive events.

Complement of event A: The complement of event A consists of all sample pointsin

the probability space that are not in A. The complementisdenoted A, ~ A, A’ or A° andis
equal to {z : x ¢ A}. When the underlying random experiment is performed, to say that the
complement of A has occurred isthe same as saying that A has not occurred.

Subevent (or subset) A of event B: If event B contains all the sample pointsin event
A, then A isasubevent of B, denoted A C B. The occurrence of event A impliesthat event B
has occurred.

Partition of event A: Events C, (s, ...,C, formapartitionof event Aif A = 0 1(J,L-
1 =

and the C;'s are mutually exclusive.

DeMorgan'sLaws:

(i) (AuB) = A'Nn B, tosay that A U B has not occurred is to say that A has not occurred
and B has not occurred ; thisrule generalizes to any number of events,

(iglAi)' — (A UAU-UA,Y :AgmA;m.-.mA;:iﬁlA;

(i) (AnB) =A"UB ,tosaythat AN B hasnot occurred isto say that either A has not
occurred or B has not occurred (or both have not occurred) ; this rule generalizesto any
!
number of events, ( _ A 1A7¢> =(ANA4AnNn---NA,) =AUAU---UA, = GlA;
1= 1 =

1if zeA
Indicator function for event A: Thefunction I4(z)= { istheindicator

0if z¢A

function for event A, where x denotes a sample point. 74 (z) is1if event A has occurred.

Basic set theory was reviewed in Section O of these notes. The Venn diagrams presented there
apply in the sample space and event context presented here.
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Example 1-1: Suppose that an "experiment” consists of tossing asix-faced die. The
probability space of outcomes consists of the set {1, 2, 3,4, 5, 6}, each number being a sample
point representing the number of spots that can turn up when the dieistossed. The outcomes 1
and 2 (or more formally, {1} and {2}) are an example of mutually exclusive outcomes, since
they cannot occur simultaneously on one toss of the die. The collection of all the outcomes
(sample points) 1 to 6 are exhaustive for the experiment of tossing a die since one of those
outcomes must occur. The collection {2, 4, 6} represents the event of tossing an even number
when tossing adie. We define the following events.

A ={1,2,3} = "anumber lessthan 4 is tossed"
B = {2,4,6} = "an even number istossed" ,
C ={4} ="a4distossed" ,
D = {2} ="a2istossed" .
Then () AuB=1{1,2,3,4,6} ,
(i) An B = {2},

(iii) A and C are mutually exclusivesince AN C = (whenthedieistosseditis not
possible for both A and C' to occur),

(ivyDc B,
(v) A’ = {4,5,6} (complement of A),
(vi) B' ={1,3,5},

(vii) AUB ={1,2,3,4,6} ,sothat (AU B) = {5} = A’ N B’ (thisillustrates one of
DeMorgan'sLaws). O
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Some rules concer ning oper ations on events:

(AN (BiUBysU---UB,)=(ANB)U(ANBy)U---U(ANB,) and
AU(BlmBgmmBn):(AUBl)m(AUBQ)mm(AUBn)foranerentS
A7B15B27"'7Bn

(i) If By, Bo,..., B, areexhaustive events ( ¥ 1B,L- = S, the entire probability space),
1 =

then for any event A,
A=AN(BiUByU---UB,)=(ANB)U(ANB)U---U(ANB,).

If By, B, ..., B, areexhaustive and mutually exclusive events, then they form a

partition of the probability space. For example, theevents B; = {1,2}, B, = {3,4} and
B; = {5,6} form apartition of the probability space for the outcomes of tossing asingle die.
The general idea of apartition isillustrated in the diagram below. As a special case of a
partition, if B isany event, then B and B’ form a partition of the probability space. We then
get the following identity for any two events A and B:
A=AN(BUB)=(ANB)U(ANDPB’);notedsothat ANB and AN B forma
partition of event A.

(iii) Forany event A, AU A’ = S, the entire probability space,and AN A" =)

(iv) ANB ={z:2€ Aandz ¢ B} issometimesdenoted A — B, and consists of
all sample pointsthat arein event A but not in event B

() If AcBthen AUB=Band ANB=A.
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PROBABILITY

Probability function for a discrete probability space: A discrete probability space (or
sample space) isaset of afinite or countable infinite number of sample points. Pla;] or p;
denotes the probability that sample point (or outcome) a; occurs. There is some underlying
"random experiment” whose outcome will be one of the a;'s in the probability space. Each time
the experiment is performed, one of the a;'swill occur. The probability function P must satisfy
the following two conditions:

(i) 0 < Pla;] <1 for each a; inthe sample space, and

(i) Plai] + Plag] + --- :alzlz' Pla;] = 1 (total probability for a probability spaceis always 1).

This definition applies to both finite and infinite probability spaces.

Tossing an ordinary die is an example of an experiment with a finite probability space
{1,2,3,4,5,6} . Anexample of an experiment with an infinite probability spaceis the tossing of
acoin until the first head appears. The toss number of the first head could be any positive
integer, 1, or 2, or 3, .... The probability space for this experiment is the infinite set of positive
integers {1, 2, 3, ...} since thefirst head could occur on any toss starting with the first toss. The
notion of discrete random variable covered later is closely related to the notion of discrete
probability space and probability function.

Uniform probability function: If aprobability space has a finite number of sample points,
say k points, ai,as, ..., a; , then the probability function is said to be uniform if each sample
point has the same probability of occurring ; Pla;] = % foreach i =1,2,...,k . Tossing afair

die would be an example of this, with & = 6.

Probability of event A: Anevent A consists of a subset of sample pointsin the probability
space. In the case of a discrete probability space, the probability of A is
PlA]= X AP[ai] , the sum of P[a;] over al sample pointsin event A.

a; €

Example 1-2: Intossing a"fair" die, it is assumed that each of the six faces has the same
chance of % of turning up. If thisistrue, then the probability function P(j) = % for
j=1,2,3,4,5,6 isauniform probability function on the sample space {1,2,3,4,5,6}.
The event "an even number istossed" is A = {2,4, 6}, and has probability

1 1 1 1
P[A]Zg-i-g-i-g:i. O
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Continuous probability space: An experiment can result in an outcome which can be any
real number in someinterval. For example, imagine a simple gamein which a pointer is spun
randomly and ends up pointing at some spot on acircle. The angle from the vertical (measured
clockwise) is between 0 and 27r. The probability spaceistheinterval (0, 27| , the set of possible
angles that can occur. We regard this as a continuous probability space. In the case of a
continuous probability space (an interval), we describe probability by assigning probability to
subintervals rather than individual points. If the spinis"fair", so that all points on the circle are
equally likely to occur, then intuition suggests that the probability assigned to an interval would
be the fraction that the interval is of the full circle. For instance, the probability that the pointer
ends up between "3 O'clock” and "9 O'clock” (between 7/2 or 90" and 37/2 or 270" from the
vertical) would be .5, since that subinterval is one-half of the full circle. The notion of a
continuous random variable, covered later in this study guide, isrelated to a continuous
probability space.

Some rules concer ning probability:

(i) P[S]=1 if Sistheentireprobability space (when the underlying experiment is
performed, some outcome must occur with probability 1; for instance S = {1,2,3,4,5,6}
for the die toss example).

(i) P[@] = 0O (the probability of no face turning up when wetossadieis 0).

(iii) If events A, Ao, ..., A, aremutually exclusive (also called disjoint) then
PbGfﬂ:PMﬂh@UmuAd=PMﬂ+PMﬂ+~+PMJ=ZPMﬁ
et i=1

This extendsto infinitely many mutually exclusive events. Thisruleis similar to the rule
discussed in Section 0 of this study guide, where it was noted that the number of elementsin the
union of mutually digjoint setsis the sum of the numbers of elementsin each set. When we have
mutually exclusive events and we add the event probabilities, there is no double counting.

(iv) Foranyevent A, 0 < P[A] <1.

(V) If AcC B then P[A] < P[B].
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(vi) Forany events A, Band C', P[AU B] = P[A] + P[B] — P[AN B].

This relationship can be explained as follows. We can formulate A U B as the union of three
mutually exclusive eventsasfollows: AUB =(ANB)U(ANB)U(BNA').

Thisis expressed in the following Venn diagram.

ANB ANB BnA

Since these are mutually exclusive events, it follows that
P[AUB]|=P[AnB|+P[AnB]+ P[BNA'].

From the Venn diagramwe seethat A = (AN B')U (AN B), so that
P[A] = P[ANnB'|+ P[AN B] ,andwedsoseethat P[BN A’'] = P[B] — P[AN B].
It then follows that

P[AUB]=(P[ANnB'|+ P[ANB])+ P[Bn A'] = P[A] + P[B] — P[AN B].

We subtract P[A N B] because P[A] + P[B] counts P[AN B] twice. P[AU BJisthe

probability that at least one of the two events A, B occurs. Thiswas reviewed in Section 0,
where a similar rule was described for counting the number of elementsin AU B .

For the union of three sets we have
P[AUBUC|=P[A]+ P[B]+ P|[C] - P[ANnB]—-P[ANnC|—-P[BNC|+ P[AnBNC]

(vii) Forany event A, P[A'] =1 — P[A].

(viii) For any events A and B, P[A] = P[AN B]+ P[AN B]
(thiswas mentioned in (vi), it isillustrated in the Venn diagram above).

(ix) For exhaustiveevents By, Bs, ..., B, , P|. § 1Bi] =1.

—
If By, Bs,..., B, are exhaustive and mutually exclusive, they form apartition of the
entire probability space, and for any event A,

P[A] = P[ANBy]+ P[AN By] +--- + PIAN B,] = >.P[AN Bj].

(x) If Pisauniform probability function on a probability space with k points, and if event

A consists of m of those points, then P[A] = % .
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(xi) Thewords" percentage" and " proportion" are used as alternativesto " probability"” .
Asan example, if we are told that the percentage or proportion of a group of people that are of a
certain typeis 20%, thisis generally interpreted to mean that a randomly chosen person from
the group has a 20% probability of being of that type. Thisisthe "long-run frequency”
interpretation of probability. As another example, suppose that we are tossing afair die. In the
long-run frequency interpretation of probability, to say that the probability of tossingalis % is
the same as saying that if we repeatedly toss the die, the proportion of tosses that are 1's will
approach % .
(xii) forany events Ay, As, ..., A, , P[i § 1Ai] < iP[Ai] , with equality holding if

= 1=1

and only if the events are mutually exclusive

Example 1-3: Supposethat P[AN B]=.2, P[A]=.6, and P[B]=.5.
Find P[A'UB/|, P[A'NB], P[A'nB] and P[A’'UB.
Solution: Using probability rules we get the following.

PAUB]=P[(ANB)]=1-P[ANB] = 8.

P[AUB]=P[A]+ P[B]-P[ANB]=6+.5—2=.9
- P[AANB|=P[(AUB)]=1-P[AUB]=1—-9=.1.

P[B| = P[BNA]+ P[BNA] > PANB]=5-.2=.3.
P[A'UB] = P[A|+ P[B|—P[ANB]=4+5-3=26.

The following Venn diagrams illustrate the various combinations of intersections, unions and
complements of the events A and B.
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Therelationship P[A U B] = P[A] + P[B] — P[AnN B] isexplained in the following Venn

The components of the events and their probabilities are summarized in the following diagram.

ALuBY=A"nB

We can represent a variety of eventsin Venn diagram form and find their probabilities from the
component events described in the previous diagram. For instance, the complement of A isthe

combined shaded region in the following Venn diagram, and the probability is

P[A'] = .3+ .1=.4. Wecan get this probability also from P[A']| =1—- P[A]=1—.6 = .4.
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Another efficient way of summarizing the probability information for events A and B isin the
form of atable.

P[A] = .6 (given) P[A]
P[B] = .5 (given) P[AN B] = .2 (given) P[A'N B]
P[B] P[AN B P[A'N B]

Complementary event probabilities can be found from P[A’] =1 — P[A] = .4 and
P[B'l=1- P[B] =.5. Also, across each row or along each column, the "intersection
probabilities* add up to the single event probability at the end or top:
P[B]=P[ANB]+PANB|-+.5=.2+PANB|-»PANB]=.3,
P[A]=P[ANB|+P[ANB|-».6=2+P[AnB| > P[ANnB]=.4,and
P[A1=PANB|+PANB]—».4=3+PANB|->PANB]=.1o0r
P[B|=P[AnB |+ PANB]—».5=4+PANB]->PANB]=.1.

These calculations can be summarized in the next table.

P[A] = .6 (given) = P[A]=1-P[4] =4
) )
P[B] =5 < P[AnB]=.2 -+ P[AA'nB]=.3
+ +
PB1=.5 < P[AnB]=4 + PANB]=.1 O

Example 1-4: A survey is made to determine the number of households having electric

appliancesin acertain city. Itisfound that 75% have radios (R), 65% have electric irons (1),

55% have electric toasters (17), 50% have (I R), 40% have (RT’), 30% have (IT), and 20% have

al three. Find the probability that a household has at |east one of these appliances.

Solution: P[RUIUT] = P[R] + P[I] + P[T]

—P[RNI|-—P[RNT|—-P[INT]+PRNINT]

=.74+.65+.55—-.5—.4—3+.2=.95.

The following diagram deconstructs the three events.
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The entries in this diagram were calculated from the "inside out". For instance, since
P(RNI)=.5(given),andsince P(RNINT)=.2 (asogiven), it follows that
P(RNINT') =.3,since
S5=P(RNI)=P(RNINT)+P(RNINT)=2+PRNINT)
(thisusestherule P(A)=P(ANB)+ P(ANB'),where A=RNI and B=T1T).
Thisisillustrated in the following diagram.

Thevalue".05" that isinside the diagram for event R refersto P(R NI’ NT") (the proportion
who have radios but neither irons nor toasters). This can be found in the following way.

First wefind P(RNI'):

75=PR)=P(RNI)+P(RNI')=5+P(RNI')> P(RNI")=.25.
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P(R N I')isthe proportion with radios but not irons; thisisthe ".05" inside R combined with the
".2" inthe lower triangleinside RNT. Thenwefind P(RNI'NT):
A=PRNT)=P(RNINT)+PRNI'NT)

=24 P(RNI'NT) » P(RNI'NT)=.2.
Finaly wefind P(RNI'NT'):
25=PRNI')=P(RNI'NT)+P(RNI'NT")

=24PRNI'NT") > P(RNI'NT") =.05.

The other probabilities in the diagram can be found in asimilar way. Notice that

P(RUIUT) isthesum of the probabilities of all the disjoint piecesinside the three events,
P(RUIUT)=.054+.05+.064+.1+.2+.34+.2=.95.

We can also usetherule
P(RUIUT)=PR)+P(I)+P(T)—P(RNI)—P(RNT)—PUINT)+P(RNINT)
=.754+.65+.55—.5—.4.-3+.2=.95.

Either way, thisimplies that 5% of the households have none of the three appliances. O

It is possible that information is given in terms of numbers of unitsin each category rather than
proportion of probability of each category that was given in Example 1-4.

Example 1-5: Inasurvey of 120 students, the following data was obtained.

60 took English, 56 took Math, 42 took Chemistry, 34 took English and Math, 20 took Math and
Chemistry, 16 took English and Chemistry, 6 took all three subjects.

Find the number of students who took

(i) none of the subjects,

(ii) Math, but not English or Chemistry,

(iii) English and Math but not Chemistry.

Solution:

Since ENM has34 and ENMNC has6,itfollowsthat ENM NC’ has 28.

The other entries are calculated in the same way (very much like the previous example).

(i) Thetotal number of students taking any of the three subjectsis F U M U C' , and is

16 +28+6+4 10+ 8+ 14+ 12 =94 . Theremaining 26 (out of 120) students are not taking
any of the three subjects (this could be described astheset E' N M’ N C").

(i) MNE' NC’ has8 students.

(iii) ENM NC' has 28 students .
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Example 1-5 continued
The following diagram illustrates how the numbers of students can be deconstructed.
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PROBLEM SET 1
Basic Probability Concepts

1. A survey of 1000 people determines that 80% like walking and 60% like biking, and

al like at least one of the two activities. What is the probability that arandomly chosen personin
this survey likes biking but not walking?

A) 0 B) .1 C) .2 D) .3 E) 4

2. A survey of 1000 Canadian sports fans who indicated they were either hockey fans or lacrosse
fans or both, had the following result.

800 indicated that they were hockey fans

600 indicated that they were lacrosse fans

Based on the sample, find the probability that a Canadian sports fan is not a hockey fan given that
she/heisalacrosse fan.

At B3 Of D3 B1

3. (SOA) Among alarge group of patients recovering from shoulder injuries, it is found that 22%
visit both aphysical therapist and a chiropractor, whereas 12% visit neither of these. The
probability that a patient visits a chiropractor exceeds by 0.14 the probability that a patient visits
aphysical therapist. Determine the probability that a randomly chosen member of this group
visitsa physical therapist.

A) 0.26 B) 0.38 C) 0.40 D) 0.48 E) 0.62

4. (SOA) Anurn contains 10 balls: 4 red and 6 blue. A second urn contains 16 red balls and an
unknown number of blue balls. A single ball is drawn from each urn. The probability that both
balls are the same color is0.44 Calculate the number of blue ballsin the second urn.

A) 4 B) 20 C) 24 D) 44 E) 64
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5.(SOA) Aninsurer offers a health plan to the employees of alarge company. As part of this
plan, the individual employees may choose exactly two of the supplementary coverages A, B, and
C, or they may choose no supplementary coverage. The proportions of the company’ s employees

that choose coverages A, B, and C are 1 1 and 2 respectively. Determine the probability that

43 12°
arandomly chosen employee will choose no supplementary coverage.
47 1 97 7
A) O B) i C) 5 D) il E) 9

6. (SOA) An auto insurance company has 10,000 policyholders.

Each policyholder is classified as

(i) young or old;

(ii) male or femae; and

(iii) married or single.

Of these policyholders, 3000 are young, 4600 are male, and 7000 are married. The policyholders
can also be classified as 1320 young males, 3010 married males, and 1400 young married
persons. Finaly, 600 of the policyholders are young married males. How many of the company’s
policyholders are young, female, and single?

A)280 B)423 C)486 D)880 E)89%

7. (SOA) An actuary is studying the prevalence of three health risk factors, denoted by A, B, and
C, within a population of women. For each of the three factors, the probability is 0.1 that a
woman in the population has only this risk factor (and no others). For any two of the three
factors, the probability is 0.12 that she has exactly these two risk factors (but not the other). The

probability that awoman has all three risk factors, given that shehas A and B, is % What isthe
probability that awoman has none of the three risk factors, given that she does not have risk

factor A?
A) 0.280 B) 0.311 C) 0.467 D) 0.484 E) 0.700
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8. (SOA) The probability that avisit to a primary care physician’s (PCP) office resultsin neither
lab work nor referral to a specialist is 35% . Of those coming to a PCP' s office, 30%

arereferred to specialists and 40% require lab work. Determine the probability that avisit to a
PCP’ s office results in both lab work and referral to a specialist.

A) 0.05 B) 0.12 C)0.18 D) 0.25 E) 0.35

9. (SOA) Youaregiven P[AUB] = 0.7and P[AUB’| = 0.9. Determine P[A].
A) 0.2 B) 0.3 C) 0.4 D) 0.6 E) 0.8

10. (SOA) A survey of agroup’s viewing habits over the last year revealed the following
information:

(i) 28% watched gymnastics

(ii) 29% watched baseball

(iii) 19% watched soccer

(iv) 14% watched gymnastics and baseball

(V) 12% watched baseball and soccer

(vi) 10% watched gymnastics and soccer

(vii) 8% watched all three sports.

Calculate the percentage of the group that watched none of the three sports during the last year.
A) 24 B) 36 C)41 D) 52 E) 60
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PROBLEM SET 1 SOLUTIONS

1. Let A ="likewaking" and B = "likebiking" . We use the interpretation that " percentage"
and "proportion” are taken to mean "probability".

Wearegiven P(A) = .8, P(B)=.6 and P(AUB) =1.

From the diagram below we can seethat since AUB = AU (BN A’) wehave
P(AUB)=P(A)+ P(ANB)-> P(A N B)=.2 isthe proportion of people who like biking

but (and) not walking . Inasimilar way weget P(ANB') = 4.
A B

An algebraic approach isthe following. Usingtherule P(AU B) = P(A) + P(B)—P(ANB),
weget 1=.84.6— P(ANB)—-» P(ANB)=.4. Then, using therule
P(B)=P(BNA)+PBNA),weget P(BNA)=.6—.4=.2. Answer: C

2. From the given information, 400 of those surveyed are both hockey and lacrosse fans,

200 are lacrosse fans and not hockey fans, and 400 are hockey fans an not lacrosse fans.

Thisis true because there are 1000 fansin the survey, but a combined total of

800 + 600 = 1400 sports preferences, so that 400 must be fans of both. Of the 600 lacrosse fans,
400 are also hockey fans, so 200 are not hockey fans The probability that a Canadian sports fans

is not a hockey fan given that she/heisalacrossefanis % = % . Answer: C

3. C - chiropractor visit; T - therapist visit.

Weaegiven P(CNT)=.22 , P(C'NT)=.12, P(C)=P(T) + .14.

88=1-PC'NnTY=P(CUT)=P(C)+P(T)—P(CNT)
=P(T)+ .14+ P(T)— .22 » P(T) = .48. Answer: D

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PROBLEM SET 1 53

4. Suppose there are B blue ballsinurn 1.

P[both balls are same color] = P[both blue U both red] = P[both blue] + P[both red|
(the last equality is true since the events "both blue" and "both red" are digjoint).
P[both blue] = P[blue from urn | N blue from urn 11]

= P[bluefromurn ] - P[blue from urn I1] (choices from the two urns are independent)

6\ _B
= (15)(36x8) -
P[both red] = Pred from urn | N red from urn |1]
= Plredfromurn|] - P[red fromurnll] = ( )(16+B)
: 6\ B 4,_16 6B+64 _ _
Wearegiven (15)(75,5) + (15)(7615) = 44 = Toerp = 44> B=4.

Answer: A

5. Since someone who chooses coverage must choose exactly two supplementary coverages, in

order for someone to choose coverage A, they must choose either A-and-B or A-and-C. Thus, the

proportion of 5 of individuals that choose A is

P[ANB]+ P[A NC| = Z (where this refers to the probability that someone chosen at random

in the company chooses coverage A). Inasimilar way we get

P[BNAJ+P[BNC] =% and P[CNA]+P[CNB]= 5.

Then, (P[AN B] -|—P[AHC}) (P[BN A] -|—P[BOC]) (P[CNA]+ P[CnN B
=2(P[ANB]+ P[ANC]+ P[BNC]) = 4 +3 L 12 =1.

Itfollowsthat P[AN B]+ P[ANC]+ P[BN C] =5

Thisisthe probability that arandomly chosen individual chooses some form of coverage, since if

someone who chooses coverage chooses exactly two of A,B, and C. Therefore, the probability

that arandomly chosen individua does not choose any coverage is the probability of the

complementary event, which isalso % Answer: C

6. Weidentify the following subsets of the set of 10,000 policyholders:
Y = young, with size 3000 (so that Y’ = old has size 7000) ,

M = male, with size 4600 (so that M’ = female has size 5400), and
C = married, with size 7000 (so that ¢’ = single has size 3000).
Wearealsogiventhat Y N M hassize 1320, M N C hassize 3010,
Y NC hassize1400,and Y N M N C hassize 600 .

We wish to find the size of thesubset Y N M N C" .

We use the following rules of set theory:
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6. continued

(i) if two finite sets are digoint (have no elements in common, also referred to as empty
intersection), then the total number of elementsin the union of the two setsis the sum of the
numbers of elementsin each of the sets;

(i) foranysets Aand B, A= (ANB)U(ANDB),and ANB and AN B aredigoint.
Applying rule (ii), wehave Y = (Y N M) U (Y N M"). Applying rule (i), it follows that the
sizeof Y N M’ must be 3000 — 1320 = 1680.

We now apply rule (ii)to YNC toget YNC =(YNCNnM)U(YnCnM) .
Applying rule (i), it followsthat Y N'C' N M’ hassize 1400 — 600 = 800.

Now applying rule (ii)to Y N M' weget YNM =Y nM nC)uYnM nC).
Applying rule (i), it followsthat Y N M’ N C’ hassize 1680 — 800 = 880 .

Within the "Y oung" category, which we are told is 3000, we can summarize the calculationsin
the following table. Thisisamore straightforward solution.

Married Single
1400 (given) 1600 = 3000 — 1400
Male 600 (given) | 720 = 1320 — 600 |
1320 (given)
Femae | 800 = 1400 — 600 | | 880 = 1600 — 720 |
1680 =
3000 — 1320 Answer: D
7. We aregiven The following Venn diagram illustrates the
P[ANB NC'|=PAANnBNC'|=PlA situation:
NB'NCl=.1
(having exactly one risk factor means not A

having either of the other two).

We are also given
P[ANBNC'|=P[AnB' nC] = P[A
NBNC|=.12.

And we are given c

PIANBNC|ANB] =3
Weareaskedtofind P[A'NnB NnC'|A].

From P[ANBNC|AN B] = § weget B
P[ANBNC] 1
P[ANB] — 3

P[ANBNC]=1-P[ANDB].

and then
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7. continued

Weseethat PIANBNC| =z and P[AN B] =z + .12, sothat
r=1%-(z+.12) >z = P[ANBNC]=.06.

Alternatively, we can usetherule P[D] = P[D N E]+ P[D N E'] to get
P[ANB]=P[ANBNC]+P[ANBNC'|=P[ANBNC]+.12.

Then, P[ANB]=P[ANBNC]+.12=1%-P[ANB]+.12» P[AN B] = .18
and P[ANBNC] =5 -(.18) =.06.

We can also see from the diagramthat P[AN B’} = .1 +.12 = .22.

Alternatively, we can use the rule above again to get
P[ANB]=P[ANB'NC]+P[ANB NC'| =12+ .1 = .22.

Then, P[A] = P[ANB]+P[ANB|=.18+.22=4,and P[A]=1-P[A] = 6.

Weareaskedtofind P[4’ n B N C'|A] = P[Apm[i,]”m — PARBAC]
P[A'nB'NnC']. Fromthe Venn diagram, we see that

PIANBNCT=1—-(14+.1+.14.124.12+.12+.06) = .28.

Finally, P[A'n B NC'|A] = P[A;[i,fc] — PADEOCT _ 25 _ 467. Answer: C

, SO we must find

8. Weidentify events asfollows:

L : lab work needed

R : referral to aspecialist needed

Wearegiven P[L' N R']= .35, P[R] = .3, P[L] = .4. Itfollowsthat

P[LUR]=1- P[L' " R'] = .65, and then since

P[LUR] = P[L] + P[R] — P[LN R],weget P[LNR]=.3+.4—.65=.05.
L'nR’ .35

(

These calculations can be summarized in the following table

L, A4 L', 6
given 6=1—-4
R, .3 LNR L'NR
given 05=.4-.35 25=.3-.05
R, .7 LNR L'nR , 35
7=1-23 35=.7—.35 given Answer: A
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9. P[AUB] = P[A]+ P[B] - P[ANnB], P[AUB'| = P[A] + P[B'| — P[An B].
We usetherelationship P[A] = P[AN B]+ P[An B'] . Then
P[AUB|+ P[AUB'| = P[A]+ P[B] - P[ANnB| + P[A]+ P[B'] — P[AN B

=2P[A] +1— P[A] = P[A] +1 (since P[B]+ P[B'|=1).
Therefore, .7+ .9 = P[A]+ 1 sothat P[A] = .6.
An alternative solution is based on the following Venn diagrams.

P[AuB] = .7 P[AuB'] = .9

P[{AUB’}’] = P[A’nB] = .1

In the third diagram, the shaded area is the complement of that in the second diagram
(using De Morgan'sLaw, wehave (AU B') = AN B" = A'NnB). Thenitcanbe
seen fromdiagrams1and 3that A = (AU B) — (A’ N B) , sothat
P[A]=P[AUB]|—-P[ANB|=7—-1=6. Answer: D
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10. Weidentify the following events:
G - watched gymnastics , B - watched baseball , S - watched soccer .
Wewishtofind P[G' N B'NS’]. By DeMorgan's rules we have
P[G'NnB'NnSl1=1-P[GUBUS].
We use the relationship
P[GU BUS] = P[G] + P|B] + PI|S]

— (P[GNB]+P[GNS]+P[BNS])+P[GNBNS].
Wearegiven P[G| = .28 ,P[B] = .29, P[S] = .19,
P[GNB]=.14,P[GNS]=.10,P[BNS] =.12, P[GNBNS] = .08.
Then P[IGUBUS] = .48and P[G'NB' NS'|=1—-.48=.52. Answer: D
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SECTION 2- CONDITIONAL PROBABILITY AND INDEPENDENCE

Conditional probability of event B given event A:
If P[A] > 0, then P[B|A] = % iss defined to be the conditional probability that event B
occurs given that event A has occurred. Events A and B may be related so that if we know that
event A has occurred, the conditional probability of event B occurring given that event A
has occurred might not be the same as the unconditional probability of event B occurring if we
had no knowledge about the occurrence of event A. For instance, if afair 6-sided die is tossed
and if we know that the outcome is even, then the conditional probability isO of tossing a 3 given
that the toss is even. If we did not know that the toss was even, if we had no knowledge of the
nature of the toss, then tossing a 3 would have an unconditional probability of 1 , the same as dl

other possible tosses that could occur.

When we condition on event A, we are assuming that event A has occurred so that A becomes the
new probability space, and all conditional events must take place within event A (the new
probability space). Dividing by P[A] scalesall probabilities so that A isthe entire probability
space, and P[A|A] = 1. To say that event B has occurred given that event A has occurred means
that both B and A (B N A) have occurred within the probability space A. This explainsthe
numerator P(B N A) in the definition of the conditional probability P[B|A].

Rewriting P[B|A] = % , the equation that defines conditional probability, resultsin

P[BnN A] = P[B|A] - P[A], whichisreferred to as the multiplication rule.

Example 2-1: Suppose that afair six-sided dieistossed. The probability spaceis

S =1{1,2,3,4,5,6}. Wedefine the following events:

A = "the number tossed iseven" = {2,4,6} , B = "thenumber tossedis < 3" = {1,2,3} ,
C = "thenumber tossedisal ora2" = {1,2} ,

D = "the number tossed doesn't start with the letters'f' or 't" = {1,6} .

The conditional probability of B given A is

P[B|A] = P[{1],32[,{32}727{62},]4,6}] = PE[Q{,EE}] = % = % . The interpretation of this conditional

probability isthat if we know that event A has occurred, then the toss must be 2, 4 or 6. Since the
original 6 possible tosses of adie were equally likely, if we are given the additional information
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Example 2-1 continued

that thetossis 2, 4 or 6, it seems reasonable that each of thoseis equally likely, each with a

probability of % Then within the reduced probability space A, the (conditional) probability that
1

event B occursis the probability, in the reduced space, of tossing a 2; thisis 3.

For events B and C' defined above, the conditional probability of B given C'is P[B|C] = 1.
To say that C' has occurred means that the tossis 1 or 2. It isthen guaranteed that event B has
occurred ( thetossisal, 2 or 3),since C C B.

The conditional probability of A given C'is P[A|C] = % O

Example2-2: If P[A] =3 and P[B] = 3, and P[A|B] + P[B|A] =
find P[AN B
Solution: P[B|A] = P}[A} —6P[ANB] and P[A|B] = 2408l _ 2 pry g

P[B] 5
~ (6+%). PIANB] = & - PANB] = O

L
12 -

IMPORTANT NOTE: The following manipulation of event probabilities arises from time to
time: P[B] = P[B|A]- P(A) + P[B|A']- P(A)).

Thisrelationship isaversion of the Law of Total Probability. Thisrelationship isvalid since for
any events Aand B, wehave P[B| = P[BN A]+ P[B N A’] . We then use the relationships
P[BN A] = P[B|A]- P(A) and P[BN A'] = P[B|A’]- P(A") . If weknow the conditional
probabilities for event B given some other event A and if we also know the conditional
probability of B given the complement A’, and if we are given the (unconditional) probability of
event A, then we can find the (unconditional) probability of event B. An application of this
concept occurs when an experiment has two (or more) steps. The following example illustrates
thisidea

Example 2-3: Urn | contains 2 white and 2 black balls and Urn I contains 3 white and 2 black
balls. An Urnischaosen at random, and aball israndomly selected from that Urn. Find the
probability that the ball chosen is white.
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Solution: Let A bethe event that Urn | ischosen and A’ isthe event that Urn Il ischosen. The
implicit assumption is that both Urns are equally likely to be chosen (thisis the meaning of "an
Urnischosen at random"). Therefore, P[A] = % and P[A] = % . Let B be the event that the
ball chosen iswhite. If we know that Urn | was chosen, then there is % probability of choosing a
white ball (2 white out of 4 balls, it is assumed that each ball has the same chance of being
chosen); thiscan bedescribedas P[B|A] = % . Inasimilar way, if Urn |l is chosen, then
P[B|A] = % (3 white out of 5 balls). We can now apply the relationship described prior to this
example. P[BN A] = P[B|A]- P[A] = (3)(3) = 1 . and

P[BN A = P[B|A]- PIA] = (2
P[B]=P[BNA]+PBNnA]=

3 .
1g - Finaly,

The order of calculations (1-2-3) can be summarized in the following table
A Al
B 1. P(BN A) = P[B|A] - P[A] 2. P(BNnA') = P[B|A'] - P[A]
3. P(B)=P(BNA)+P(BNA)

An event tree diagram, shown below, is another way of illustrating the probability relationships.

A Black=F

Conditional
Civen A

PB'|AT) = ¢

F(EN AN P(B n A"
P[ENA4) = FE'NA) U ; ; i
P(B|A) x P(A) =;1:=(B~'1|,4 ><1F|{Aj - é{filrf!; )_xg(zij _F(Bzrwjix FEA;)
=3%x3=7 =3%X2714 572710 =5Xx3=5
P(B)=P(BNA)+PBNA) =]+ =35 O
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IMPORTANT NOTE: An exam question may state that "an item is to chosen at random"
from a collection of items". Unless there is an indication otherwise, thisisinterpreted to mean
that each item has the same chance of being chosen. Also, if we are told that afair coin is tossed
randomly, then we interpret that to mean that the head and tail each have the probability of .5
occurring. Of coursg, if we aretold that the coin is"loaded" so that the probability of tossing a
head is 2/3 and tail is 1/3, then random toss means the head and tail will occur with those stated
probabilities.

Bayes ruleand Bayes Theorem (basic form):

For any events A and B with P[B] > 0, P[A|B] = PE;‘}EF] = P[B},‘TLT[A] .

The usual way that thisis applied isin the case that we are given the values of

P[A] , P[B|A] and P[B|A’] (from P[A] weget P[A'] =1 — P[A)),

and we are asked to find P[A|B] (in other words, we are asked to "turn around" the conditioning

of the events A and B). We can summarize this process by calculating the quantitiesin the
following table in the order indicated numerically (1-2-3-4) (other entries in the table are not
necessary in this calculation, but might be needed in related calculations).

A, P(A) given A', P(A’) given
B P[B|A] given P[B|A’] given
1. P[BNA] = P[B|A] - P[A] 2. P[BN A'] = P[B|A'] - P[4
Y Y

3. P[B] = P[BN A] + P[BN A/

Also, we can find

P[B'|A] =1 - P|B|4] P[B'|A'| =1 - P[B|A]
P[B'n A] = P[B'|A] - P[A] P[A'NB'|=P[B'|A'] - P[A']
and P[B'|=P[B'NnA]+ P[B'nA|
(but we could havefound P[B’] from P[B'] =1 — P[B],once P[B] wasfound).

B/

P[ANB|

Step 4: P[A|B] = PTE]
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This can also be summarized in the following sequence of calculations.

P[A], P[B|A4], given P[A’) =1- P[A], P[B|A'], given
4 Y
P[BN A] P[BN A
= P[B|A] - P[A] = P[B|A] - P[A']
Y

P[B] = P[ BN A]+ P[BN A’

Algebraically, we have done the following cal culation:
P[ANB] P[ANB] P[B|A]-P[A]

PIA|B] = =pipr = PBAAlT PIBAA] = PIBIATPIA| L PBIATPIA]

where all the factorsin the final expression were originally known. Note that the numerator is

one of the components of the denominator. The following event treeissimilar to theonein
Example 2-3, illustrating the probability relationships.

F(AN

Known Proh.

P(B|4) F(B'|4) P(B|A") F(B'|4)

Known

Conditional
Proh.

Known
Conditional
Proh.

F(BNA) P(B' N A) F(ENA) P(B'NA")
= P(B|A) x P{A) =P(F|A)x P(4) =P(B|A")x P(A) =F(B|4")x P4

P(B) = P(BNA)+ P(Bn &) P(E')=P(B nA4)+ P(B N 4)

Note that at the bottom of the event tree, P(B’) isaso equal to 1 — P(B).

Exam questionsthat involve conditional probability and make use of Bayesrule
(and its extended form reviewed below) occur frequently. Thekey starting point is
identifying and labeling unconditional events and conditional events and their probabilities
in an efficient way.
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Example 2-4: Urn| contains 2 white and 2 black balls and Urn I contains 3 white and 2 black
balls. Oneball is chosen at random from Urn | and transferred to Urn 11, and then aball is chosen
at random from Urn I1. The ball chosen from Urn Il is observed to be white. Find the probability
that the ball transferred from Urn | to Urn Il was white.

Solution: Let A denote the event that the ball transferred from Urn | to Urn |1 was white and let
B denote the event that the ball chosen from Urn Il iswhite. We are asked to find P[A|B] .
From the simple nature of the situation (and the usual assumption of uniformity in such a
situation, meaning that all balls are equally likely to be chosen from Urn | in the first step), we
have P[A] = 1 (20f the4ballsin Urn| are white), and P[A’] = 3

If the ball transferred iswhite, then Urn Il has 4 white and 2 bI ack balls, and the probability of
choosing awhite ball out of Urn |1 |s ; thisis P[B|A] =

If the ball transferred is black, then Urn Il has 3 white and 3 black balls, and the probability of
choosing awhite ball out of Urn Il is 1 ; thisis P[B|A'| = %

All of the information needed has been identified. From the table described above, we do the
calculationsin the following order:

1. P[BN Al = P[B|A]- P[A] = (3)(5) = %

2 P[BNA]=P[B|A]-PIA]=(1)(3) =1

3 PB=PBNA+PBnA|=t4+1_-T

4. PlAB =Tl ==t -

Example 2-5: Identica twins come from the same egg and hence are of the same sex. Fraternal
twins have a 50-50 chance of being the same sex. Among twins, the probability of afraternal set
isp and anidentical setis ¢ = 1 — p. If the next set of twins are of the same sex, what isthe
probability that they are identical?

Solution: Let B bethe event "the next set of twins are of the same sex", and let A be the event
"the next sets of twinsareidentical". Wearegiven P[B|A] =1, P[B|A|=.5

PlA]=q , P[A]=p=1—q. Then P[A|B]= % iss the probability we are asked to
find. But P[BN A] = P[B|A]- P[A] =q, and P[BN A’ = P[B|A']- P[A'] = .5p.
Thus, P[B]=P[BNA|+PBNA|l=q+.5p=q+.5(1-¢q)=.5(1+¢),and

PIAIB] = 5115
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Example 2-5 continued
This can be summarized in the following table

A = identical, P[A] = ¢ A" = notidentical P[A'] =1—¢q
B = same sex P[B|A] =1 (given) , P[B|A’] = .5 (given)
P[Bn A] P[Bn A
= P[B|A]- P[A] = ¢ = P[B|AT- P[A'] = .5(1 —q)
4
P[Bj=P[BNnA|+PBNnA]=q+.5(1—-¢q)=.51+¢q).
__ P[BnA] q
Then, P[A|B] = PIB = B(i+q) -
The event tree shown on page 63 can be applied to this example. O

Bayes ruleand Bayes Theorem (extended form):

If Ay, A, ..., A, formapartition of the entire probability space S, then
P[BNA] P[BNA)] P[B|A,]-P[Aj]
P[Aj|B] = = =

PIBL " S~pina)  yop(BlA)-PlA)

foreach j=1,2,...,n.

For example, if the A'sform apartition of n = 3 events, we have
[AinB] P[B|A,]-P[A]
P[B] — P[BNA|]+P[BNAy]+P[BNA;]

— P[B|A]-P[A]
~ P[BIAy]-P[Ai]+P[B| Ay} P[A2]+ P[B| A3]- P[A3]

playB =~

Therelationship in the denominator, P[B] = Y P[B|A;] - P[A;] isthe genera Law of Total
i=1

Probability. The values of P[A;] arecalled prior probabilities, and the value of P[A;|B] is
called a posterior probability. The basic form of Bayes ruleisjust the case in which the partition
consists of two events, A and A’. The main application of Bayes rule occursin the situation in
which the P[A;] probabilities are known and the P[B| A;] probabilities are known, and we are
asked to find P[A;|B] for oneof the j's. The series of calculations can be summarized in atable
asin the basic form of Bayes rule. Thisisillustrated in the following example.
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Example 2-6: Three dice have the following probabilities of throwing a"six": p,q,r,
respectively. One of the dice is chosen at random and thrown (each is equally likely to be
chosen). A "six" appeared. What isthe probability that the die chosen was the first one?
Solution: Theevent " a6 isthrown" isdenoted by B and A;, A; and A3 denote the events that

diel, die 2 and die 3 was chosen.

P[AINB] _ P[B|A]-P[A] _ P3
PIAB) = =pr = ——pr = P -
But P[B] = P[BN A+ P[BN Ay] + P[BN Aj]

= P[B|Ai]- P[Ai] + P[B|Ay] - P[As] + P[B|A3] - P[A;]

1 1
_ .1 1 1 _ prgr — b5 _ Py D
=pgtagtrg="g = PAIB =P = graaT = e

These calculations can be summarized in the following table.

Diel, P(A) = 3 Die2, P(A) =3 Die3, P(As) =3
(given) (given) (given)
P[B|Ai] = p (given) | P[B|As] = q (given) | P[B|As] = r (given)
Toss P[B N Al] P[B N AQ] P[B N Ag]
"6", B| = P[B|A1]- P[A)] = P[B|Ay] - P[Ay] = P[B|A3] - P[A3]
=p- % =q- % — . %

1 1 1 1
HBFWT§+QQ+W'§=§@+q+ﬂ.

In terms of Venn diagrams, the conditional probability isthe ratio of the shaded area probability
in the first diagram to the shaded area probability in the second diagram.

Die 2
Die 1 e Die 3
L e e i
Toss a 6 BT De 2
6" 0 Die 1 "6 n Die 3
Mot a 6
A
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Example 2-6 continued
Die 2
Die 1 e Die 3
_,__,——'—‘——_
Toss a 6 sl
"6 0 Die 1 "6'" n Die 3
Mot a 6
S -

The event tree representing the probabilities has three branches at the top node to represent the

three die types that can be chosen in the first step of the process.

Don't
Toss 6

Don't Don't
%‘HI:ISS 6 Toss 6
Toss 6

Toss 6
Given Die 3

Toss 6

Given Die 1
Given Die 2
P(BIA1) N
—p (Bl4z) =g P(BlAz) =7
P(BN4) F(BNAp) FP(BNAg)
= P{Toss 6N Die 1) = P(Toss 6 N Die 2) = P{Toss 6N Die 3)
1_49g — 1 _ 7
=T X 3= 3

1 £ 1_ 9
-3

=PX3=3 =gX 3
\ l

P(Toss i) = P(ENA; )+ FIENAy)+ F(EN A3z)
= P(Toss 6 N Die 1) 4+ P(Toss 6 M Die 2) + F{Toss 6 N Die 3)

SOA Exam P/ICAS Exam 1 - Probability
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In Example 2-6 thereis a certain symmetry to the situation and general reasoning can provide a
shortened solution. In the conditional probability P[diel]"6"] = W
of the denominator as the combination of the three possible waysa"6" can occur, p+ q + r,

, we can think

and we can think of the numerator asthe "6" occurring from die 1, with probability p. Then the

p
ptq+r

that each die was equally likely to be chosen, so thereisa % chance of any one die being chosen.

conditional probability is the fraction . The symmetry involved here isin the assumption

1
This factor of £ cancels in the numerator and denominator of p—"‘] . If we had not had this
3 (p+q+r)-3

symmetry, we would have to apply different "weights" to the three dice.

Another example of this sort of symmetry is avariation on Example 2-3 above. Suppose that Urn
| has 2 white and 3 black balls and Urn |11 has 4 white and 1 black balls. An Urnischosen at
random and aball is chosen. The reader should verify using the usual conditional probability
rules that the probability of choosing awhitei |s . This can aso be seen by noting that if we
consider the 10 balls together, 6 of them are Whlte so that the chance of picking awhite out of
the10is -+ . Thisworked because of two aspects of symmetry, equal chance for picking each

urn, and same number of ballsin each Urn.

Independent events A and B: If events A and B satisfy the relationship

P[AN B] = P[A] - P[B], then the events are said to be independent or stochastically
independent or statistically independent. The independence of (non-empty) events A and B is
equivalentto P[A|B] = P[A],anddsoisequivdentto P[B|A] = P[B].

Example 2-1 continued: A fair six-sided die is tossed.

A = "the number tossed iseven" = {2,4,6} , B = "thenumber tossedis < 3" = {1,2,3}
C = "thenumber tossedisal or a2" = {1,2}

D = "the number tossed doesn't start with the letters'f' or 't"' ={1,6} .

We have the following probabilities: P[A] 1 , P[B] = 5, P|C] = %
Events A and B are not independent since z = P[AN B] P[A]- P[B
P[B].

= P[B] - P|C] (alsosince

]). Events A and C' are independent, since

“wi= )

see that A and B are not independent because P[B|A] = % # %
Also, Band C are not independent, since P[BNC] = 3 Ly %
P[B|c1—1¢§= PB
P[ANC] = § = § - 5 = P[A] - P[C] (dtematively,
P[A|C] = § = P[A], sothat A and C' are independent).
The reader should check that both A and B are independent of D. O
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Mutually independent events. Events Aq, A,, ..., A,, aresaid to be mutually
independent if the following relationships are satisfied. For any two events, say A; and 4;, we
have P(A; N A;) = P(A4;) - P(A;). For any three events, Say A;, A;, A;. , we have |
P(A;NA;jNA) =P(4) - P(Aj) - P(Ag). Thismust be true for any four events, any five
events, etc.

Some rules concer ning conditional probability and independence are:
(i) P[An B] = P[B|A]- P[A] = P[A|B] - P[B] for any events A and B

(i) If P[A,nAyN---NAuy]>0,then
P[A; N Ay NN Ay = P[A] - P[As|A] - P[A3]|A; 0 As]-P[An] Ay N Ay 0 -+ 0 Apy]
(iii) P[A’|B] =1 — P[A|B]

(iv) P[AU B|C]| = P[A|C]+ P[B|C] — P[AN B|C]
(v) if AC Bthen P[A|B] = P};“[gf] - ﬂg} . and P[B|A] =1 : properties (iv) and (v)
are the same properties satisfied by unconditional events

(vi) if A and B are independent eventsthen A’ and B are independent events,
Aand B’ areindependent events, and A’ and B’ are independent events

(vii) since P[0] = P[0 N A] =0 = P[0] - P[A] forany event A, it followsthat } is
independent of any event A

Example 2-7: Suppose that events A and B are independent. Find the probability, in terms of
P[A] and P[B], that exactly one of the events A and B occurs.
Solution: Plexactly oneof Aand B] = P[(ANB')U (A’ N B)].
Since AN B and BN A" are mutually exclusive, it follows that
Plexactly oneof Aand B] = P[AN B'| + P[A'N B].
Since A and B areindependent, it followsthat A and B’ are also independent, asare B and A’.
Then P[(ANB)U(A' N B)]=P[A]-P[B']|+ P|B]- P[A]
= P[A|(1 — P[B]) + P[B|(1 — P[A]) = P[A] + P|B] — 2P[A] - P|B] O
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Example 2-8: Inasurvey of 94 students, the following data was obtained.

60 took English, 56 took Math, 42 took Chemistry, 34 took English and Math, 20 took Math and
Chemistry, 16 took English and Chemistry, 6 took all three subjects.

Find the following proportions.

(i) Of those who took Math, the proportion who took neither English nor Chemistry,

(ii) Of those who took English or Math, the proportion who also took Chemistry.

Solution: Thefollowing diagram illustrates how the numbers of students can be deconstructed.
We calculate proportion of the numbers in the various subsets.

)

(i) 56 studentstook Math, and 8 of them took neither English nor Chemistry.
P(E’ A C’|M) _ P(E'NC'NM) 8 1

P(M) — 56 7

(i) 82(=8+14+6+28+ 16+ 10 in E U M) students took English or Math (or both), and
30ofthem(=14+6+ 10 in (FU M) N C) aso took Chemistry .

__ P[Cn(EUM)] 30 _ 15

Example 2-9: A survey is made to determine the number of households having electric
appliancesin acertain city. Itisfound that 75% have radios (R), 65% have irons (1), 55% have
electric toasters (1), 50% have (I R), 40% have (RT), 30% have (IT'), and 20% have all three.
Find the following proportions.

(i) Of those households that have atoaster, find the proportion that also have aradio.

(ii) Of those households that have atoaster but no iron, find the proportion that have aradio.
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Solution: Thisisacontinuation of Example 1-3 given earlier in the study guide.
The diagram below deconstructs the three events.

A

(i) Thisis P[R|T] . Thelanguage "of those households that have a toaster" means, "given that

the household has atoaster”, so we are being asked for a conditional probability.
_ P[RNT) 4 8

(i) Thisis PIRIT N 1] = SRt = 2 = 4. O

Example 2-8 presents a"population” of 94 individuals, each with some combination of various
properties (took English, took Math, took Chemistry). We found conditional probabilities

involving the various properties by calculating proportions in the following way

P(A’B) _number of individuals satis fying both properties A and B
o number o f indiviudals satis fying property B

We could approach Example 2-9 in asimilar way by creating a"model population™ with the
appropriate attributes. Since we are given percentages of households with various properties, we
can imagine amodel population of 100 households, in which 75 have radios (R, 75%), 65 have
irons (1), 55 have electric toasters (7°), 50 have (I R), 40 have (RT'), 30 have (IT'), and 20 have
al three. The diagram in the solution could modified by changing the decimals to numbers out

of 100 - so .2 becomes 10, etc. Then so solve (i), since 55 have toasters and 40 have both aradio

44
50

and atoaster, the proportion of those who have toasters that also have aradiois
Creating a model population is sometimes an efficient way of solving a problem involving
conditional probabilities, particularly when applying Bayes rule. The following example
illustrates this.
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Example 2-10 (SOA): A blood test indicates the presence of a particular disease 95% of the
time when the disease is actually present. The same test indicates the presence of the disease
0.5% of the time when the disease is not present. One percent of the population actually has the
disease. Calculate the probability that a person has the disease given that the test indicates the
presence of the disease.

Solution: 13. We identify the following events:

D : apersonhasthedisease , TP : aperson tests positive for the disease

Wearegiven P(D)=.01, P(D')=.99, P(TP|D)=.95, P(TP'|D)= .05,
P(TP|D') =.005, P(TP'|D") =.995.

Wewishtofind P(D|TP) .

We first solve the problem using rules of conditional probability.

We have P(D|TP) = %

Weadsohave, P(DNTP) = P(TP|D)- P(D) = (.95)(.01) = .0095 , and
P(TP)= P(DNTP)+ P(D'NTP)
= P(TP|D) - P(D)+ P(TP|D')- P(D') = (.95)(.01) + (.005)(.99) = .01445 .
P(DNTP) 0095

Then, P(D|TP) = “pep = g = 057

We can also solve this problem with the model population approach. We imagine a model
population of 100,000 individuals. In this population, the number with diseaseis#(D) = 1000
(.01 of the population) , the number without diseaseis#(D') = 99, 000 (.99 of the population).
Since P(T'P|D) = .95 , it follows that 95% of those with the disease will test positive, so the
number who have the disease and test positiveis #(T'P N D) = .95 x 1000 = 950 (thisjust
reflectsthefact that P(TP N D)= P(TP|D) x P(D) = .95 x .01 =.0095 , so that
.0095 x 100,000 = 950 in the population have the disease and test positive. In the same way, we
find #(T'P N D’) = .005 x 99,000 = 495 is the number who do not have disease but test
positive. Therefore, the total number who test positiveis
#HTP)=#TPND)+#TPND)=950+495 = 1445.
The probability that a person has the disease given that the test indicates the presence of the
disease is the proportion that have the disease and test positive as a fraction of all those who test
#TPND) 950

positive, P(D|TP) = D) — 1445 — .657.
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Example 2-10 continued

The following table summarizes the cal culations in the conditional probability approach.

P(D) = .01, given P(D") = .99
=1-.01
TP P(TP|D) = .95, given P(TP|D") = .005, given
P(TPN D) P(TPN D"
= P(TP|D)- P(D) = P(TP|D') - P(D")
= (.95)(.01) = .0095 = (.005)(.99) = .00495
TP P(TP'|D)=1- P(TP|D) P(TP'|D')=1-P(TP|D")
= .05, =.995 ,
P(TP' N D) P(TP'n D)
= P(TP'|D) - P(D) = P(TP'|D")- P(D)
= (.05)(.01) = .0005 = (.995)(.99) = .98505

P(TP)=P(TPND)+P(TPND')=.0095+ .00495 = .01445 .

_ P(ONTP) _ 0095 _ :
P(D|TP) = PTPY. = 01445 = 657 . Answer: B
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PROBLEM SET 2
Conditional Probability and Independence

1. Let A, B, C and D beeventssuchthat B= A", CND =, and

1 3 1 3 1 1
P[A] =7, P[B]=7%., P[C|A] =5, P[C|B]= 7%, P[D|A]= 7, P[D|B] = g
Cdculate P[C' U D] .

A) B) 1 C) 2 D) 2 E) 1

2. Youaregiventhat P[A]=.5 and P[AUB] = .7.

Actuary 1 assumesthat A and B are independent and calculates P[B] based on that assumption.
Actuary 2 assumesthat A and B mutually exclusive and calculates P[B] based on that
assumption. Find the absolute difference between the two calculations.

A) 0 B) .05 C) .10 D) .15 E) .20

3. (SOA) An actuary studying the insurance preferences of automobile owners makes the
following conclusions:

(i) An automobile owner istwice aslikely to purchase collision coverage as disability coverage.
(if) The event that an automobile owner purchases collision coverage is independent of the event
that he or she purchases disability coverage.

(iii) The probability that an automobile owner purchases both collision and disability coverages
is0.15.

What is the probability that an automobile owner purchases neither collision nor disability
coverage?

A)0.18 B) 0.33 C) 0.48 D) 0.67 E) 0.82

4. Two bowls each contain 5 black and 5 white balls. A ball is chosen at random from bowl 1
and put into bowl 2. A ball isthen chosen at random from bowl 2 and put into bowl 1. Find the
probability that bowl 1 still has 5 black and 5 white balls.

2 3 6 1 6
A3 Bsf O D3 B3
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5. (SOA) Aninsurance company examinesits pool of auto insurance customers and gathers the
following information:

(i) All customersinsure at least one car.

(i) 70% of the customers insure more than one car.

(iii) 20% of the customers insure a sports car.

(iv) Of those customers who insure more than one car, 15% insure a sports car.

Calculate the probability that a randomly selected customer insures exactly one car and that car is
not a sports car.

A)0.13 B) 0.21 C)0.24 D) 0.25 E) 0.30

6. (SOA) An insurance company pays hospital claims. The number of claimsthat include
emergency room or operating room chargesis 85% of the total number of claims. The number of
claimsthat do not include emergency room charges is 25% of the total number of claims. The
occurrence of emergency room chargesisindependent of the occurrence of operating room
charges on hospital claims. Calculate the probability that a claim submitted to the insurance
company includes operating room charges.

A)0.10 B) 0.20 C) 0.25 D) 0.40 E) 0.80

7. Let A, B and C beeventssuch that P[A|C] = .05 and P[B|C] = .05. Which of the
following statements must be true?

A) P[AN B|C] = (.05) B) P[A NnB|C]> .90 C) P[AUB|C] < .05

D) P[AUB|C'] > 1 — (.05)? E) P[AUB|C’] > .10

8. A system has two components placed in series so that the system failsif either of the two
components fails. The second component istwice aslikely to fail asthefirst. If the two
components operate independently, and if the probability that the entire system failsis .28, find
the probability that the first component fails.

A2 B a0 0L D20 E)VI14
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9. A ball isdrawn at random from a box containing 10 balls numbered sequentially from 1 to 10.
Let X be the number of the ball selected, let R be the event that X is an even number, let S be
theeventthat X > 6, and let T" bethe event that X < 4. Which of the pairs (R, S), (R,T),
and (S,T) areindependent?

A) (R,S) only B) (R,T) only C) (S,T)only

D) (R,S)and (R,T) only E) (R,S), (R, T)and (S,T)

10. (SOA) A health study tracked a group of persons for five years. At the beginning of the
study, 20% were classified as heavy smokers, 30% as light smokers, and 50% as nonsmokers.
Results of the study showed that light smokers were twice as likely as nonsmokers to die during
the five-year study, but only half aslikely as heavy smokers. A randomly selected participant
from the study died over the five-year period. Calculate the probability that the participant was a
heavy smoker.

A) 0.20 B) 0.25 C) 0.35 D) 0.42 E) 0.57

11. If Ey, B, and E5 areeventssuch that  P[F,|Es] = P[Ey|E3] = P[Es|E] = p,
P[ElﬂEg] :P[ElﬁEg] :P[EgﬂEg] =r, and P[ElﬂEQQEg] = s,
find the probability that at least one of the three events occurs.

3 3p 3r 3p 3r
A)l—F B) - —r+s C)?—3’F+S D) == —6r+s E)?—’F-I-S

12. (SOA) A public health researcher examines the medical records of a group of 937 men who
died in 1999 and discovers that 210 of the men died from causes related to heart disease.
Moreover, 312 of the 937 men had at least one parent who suffered from heart disease, and, of
these 312 men, 102 died from causes related to heart disease. Determine the probability that a
man randomly selected from this group died of causes related to heart disease, given that neither
of his parents suffered from heart disease.

A) 0.115 B) 0.173 C) 0.224 D) 0.327 E) 0.514
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13. InaT-maze, alaboratory rat is given the choice of going to the left and getting food or going
to the right and receiving amild electric shock. Assume that before any conditioning (in trial
number 1) rats are equally likely to go the left or to theright. After having received food on a
particular trial, the probability of going to the left and right become .6 and .4, respectively on the
following trial. However, after receiving a shock on a particular trial, the probabilities of going to
the left and right on the next trial are .8 and .2, respectively. What is the probability that the
animal will turn left on trial number 2?

A).l B3 (O 5 D) .7 E) .9

14. Inthe game show "Let's Make a Dedl", a contestant is presented with 3 doors. Thereisa
prize behind one of the doors, and the host of the show knows which one. When the contestant
makes a choice of door, at least one of the other doors will not have a prize, and the host will
open adoor (one not chosen by the contestant) with no prize. The contestant is given the option
to change his choice after the host shows the door without aprize. If the contestant switches
doors, what is the probability that he gets the door with the prize?

A)0 B); C3 D); E):Z

15. (SOA) A doctor is studying the relationship between blood pressure and heartbeat
abnormalitiesin her patients. She tests a random sample of her patients and notes their blood
pressures (high, low, or normal) and their heartbeats (regular or irregular). She finds that:

(i) 14% have high blood pressure.

(i) 22% have low blood pressure.

(iii) 15% have an irregular heartbeat.

(iv) Of those with anirregular heartbeat, one-third have high blood pressure.

(v) Of those with normal blood pressure, one-eighth have an irregular heartbeat.
What portion of the patients selected have aregular heartbeat and low blood pressure?
A) 2% B) 5% C) 8% D) 9% E) 20%
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16. (SOA) Aninsurance company issues life insurance policiesin three separate categories:
standard, preferred, and ultra-preferred. Of the company’ s policyholders, 50% are standard, 40%
are preferred, and 10% are ultra-preferred. Each standard policy-holder has probability 0.010 of
dying in the next year, each preferred policyholder has probability 0.005 of dying in the next
year, and each ultra-preferred policyholder has probability 0.001 of dying in the next year. A
policyholder diesin the next year. What is the probability that the deceased policyholder was
ultra-preferred?

A) 0.0001 B) 0.0010 C) 0.0071 D) 0.0141 E) 0.2817

17. (SOA) The probability that arandomly chosen male has a circulation problem is 0.25 . Males
who have a circulation problem are twice as likely to be smokers as those who do not have a
circulation problem. What isthe conditional probability that a male has a circulation problem,
given that heis a smoker?

1 1 2 1 2
A)7 B3z COf D3 Bj

18. (SOA) A study of automobile accidents produced the following data:

Probability of
Model Proportion of involvement
year al vehicles in an accident
1997 0.16 0.05
1998 0.18 0.02
1999 0.20 0.03
Other 0.46 0.04

An automobile from one of the model years 1997, 1998, and 1999 was involved
in an accident. Determine the probability that the model year of this automobileis 1997 .
A) 0.22 B) 0.30 C) 0.33 D) 0.45 E) 0.50
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19. (SOA) An auto insurance company insures drivers of all ages. An actuary compiled the
following statistics on the company’ s insured drivers:

Age of Probability of Portion of Company's
Driver Accident Insured Drivers
16-20 0.06 0.08
21-30 0.03 0.15
31-65 0.02 0.49
66-99 0.04 0.28

A randomly selected driver that the company insures has an accident.
Calculate the probability that the driver was age 16-20.
A) 0.13 B) 0.16 C) 0.19 D) 0.23 E) 0.40

20. (SOA) Upon arrival at a hospital’ s emergency room, patients are categorized according to

their condition as critical, serious, or stable. In the past year:
(i) 10% of the emergency room patients were critical;
(ii) 30% of the emergency room patients were serious,
(iii) the rest of the emergency room patients were stable;
(iv) 40% of the critical patients died
(v) 10% of the serious patients died; and
(vi) 1% of the stable patients died.

Given that a patient survived, what is the probability that the patient was categorized as serious
upon arrival?
A) 0.06 B) 0.29 C) 0.30 D) 0.39 E) 0.64

21. Let A, B and C' be mutually independent events such that P[A] = .5, P[B] = .6 and
P[C] =.1. Cdculate P[A'UB UC].
A) .69 B) .71 C).73 D) .98 E) 1.00

22. (SOA) Aninsurance company estimates that 40% of policyholders who have only an auto
policy will renew next year and 60% of policyholders who have only a homeowners policy will
renew next year. The company estimates that 80% of policyholders who have both an auto and a
homeowners policy will renew at least one of those policies next year. Company records show
that 65% of policyholders have an auto policy, 50% of policyholders have a homeowners palicy,
and 15% of policyholders have both an auto and a homeowners policy. Using the company’s
estimates, calculate the percentage of policyholdersthat will renew at |east one policy next year.
A) 20 B) 29 C)41 D) 53 E) 70
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23. (SOA) An actuary studied the likelihood that different types of drivers would be involved in
at least one collision during any one-year period. The results of the study are presented below.

Type of
driver
Probability
Type of Percentage of of at least one
driver al drivers collision
Teen 8% 15
Y oung Adult 16% .08
Midlife 45% .04
Senior 31% .05
Total 100%

Given that adriver has been involved in at least one collision in the past year, what is the
probability that the driver is ayoung adult driver?
A) 0.06 B) 0.16 C) 0.19 D) 0.22 E) 0.25

24. Urn 1 contains 5 red and 5 blue balls. Urn 2 contains 4 red and 6 blue balls, and Urn 3
contains 3 red balls. A ball is chosen at random from Urn 1 and placed in Urn 2. Then aball is
chosen at random from Urn 2 and placed in Urn 3. Finally, aball is chosen at random from
Urn 3. Find the probabilities that all three balls chosen are red.

A B Oz D B

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



82 PROBLEM SET 2

PROBLEM SET 2 SOLUTIONS

1. SinceC and D have empty intersection, P[C' U D] = P[C]|+ P[D].

Also, since A and B are "exhaustive" events (since they are complementary events, their union is
the entire sample space, with a combined probability of

P[AUB] = P[A]+ P[B]=1).

Weusetherule P[C] = P[C N A]+ P[C N A'],andtherule P[C|A] = P[A[m]c] to get
P[C] = P[C|A]- PIA] + PlC|A] - PlA] =1 . 2 4 3.3 _ 1L gng

P[D] = P[D|A] - P[A] + P[D|A'] - [ T=3-1+3-3=35.

Then, P[C'UD]= P[C]+ P[D] = Answer: C.

2. Actuary 1: Since A and B are independent, soare A’ and B’ .
P[AANB]=1-P[AUB] = 3.
But .3=P[A'NnB|=P[A]-P[B]|=(5P|B]|- P[B|=.6-P[B]=.4.
Actuary 2: .7 = P[AUB] = P[A]+ P[B] = .5+ P[B] » P[B] = .2.

2

Absolute differenceis |.4 —.2| = Answer: E

3. Weidentify the following events:

D = an automobile owner purchases disability coverage, and

C' = an automobile owner purchases collision coverage.

We are given that

(i) P[C]=2P[D], (ii) C and D areindependent, and (iii) P[C N D] = .15.
From (ii) it followsthat P[C' N D] = P[C] - P[D], and therefore,

.15 = 2P[D] - P[D] = 2(P[D])? , fromwhichweget P[D] = \/.075 = .27386 .
Then, P[C] = 2P[D] = .54772, P[D'] =1 — P[D] = .72614 , and

P[C'] =1 - P[C] = 45228 .

Since C and D areindependent, so are C’ and D', and therefore, the probability that an
automobile owner purchases neither disability coverage nor collision coverageis
P[C'nD'|=P[C']-P[D'] = .328. Answer: B
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4. Let C bethe event that bowl 1 has 5 black balls after the exchange.
Let B; bethe event that the ball chosen from bowl 1 is black, and
let B, bethe event that the ball chosen from bowl 2 is black.
Event C isthedigoint unionof B; N B, and B N B}, (black-black or
white-white picks), sothat P[C'| = P[B; N By| + P[B; N B}] .
The black-black combination has probability ()(3)
sincethereisa 15—0 chance of picking black from bowl 1, and then (with 6 black in bowl 2, which
now has 11 balls) 16—1 is the probability of picking black from bowl 2. Thisis
P[BiN By = P[By|By] - P[B)] = (£)(3).
6 \/1

Inasimilar way, the white-white combination has probability (77)(35) -

Then PIC] = (Z)3) +(2)d) =L . Answer: C

5. Weidentify the following events:

A - the policyholder insures exactly onecar (sothat A’ isthe event that the policyholder insures
more than one car), and

S - the policyholder insures a sports car.

Wearegiven P[A’] =.7 (fromwhichit followsthat P[A] = .3), and P[S] = .2

(and P[S’] = .8). Weare aso given the conditional probability P[S|A'] = .15 ;

"of those customers who insure more than one car”, means that we are looking at a conditional
event given A’ .

Weareasked to find P[AN S'].

We create the following probability table, with the numeralsin parentheses indicating the order in
which calculations are performed.

A, 3 AT
S, 2 (2) P[S N A] (1) P[S N A'] = P[S|A] - P[A]
= P[S] - P[SN A = (.15)(.7) = .105
=.2—.105 = .095
S, 8 (3) P[ANS]
= PJ[A] - P[ANS]
= .3—.095 = .205

We can solve this problem with amodel population of 1000 individual s with auto insurance.
#A = 300 (since 70% insure more than one car), and #S = 200. From P[S|A'] = .15 we get
#SNA = .15 x #A4' = .15 x 700 = 105 . Then #S N A =#S —#S N A’ = 200 — 105 = 95,
and #S'NA =#A —#S N A =300 — 95 = 205 isthe number that insure exactly one car and
the car is not a sports car. Therefore P[S’ N A] = .205 . Answer: B
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6. We define the following events.

E - the claim includes emergency room charges,,

O - the claim includes operating room charges.

Wearegiven P[EUO] = .85 , P[E'] = .25 and E and O areindependent.
We are asked to find P[O)] .

We use the probability rule P[E U O] = P[E]+ P[O] — P[ENO].

Since E and O are independent, we have P[E N O] = P[E] - P|O] = (.75)P[O]
(since P[E]=1— P[E'] =1 —.25=75).

Therefore, .85 = P[E U O] = .75 + P[O] — .75P[0].

Solving for P[O] resultsin P[O] = .40 . Answer: D

7. P[ANnB'|C]=P[(AUB)|C]=1-P[AUB|C] > .9,
since P[AU B|C] < P[A|C] + P[B|C] =.1. Answer: B

8. .28 = P[C} U Cy] = P[Cy] + P[Cy] — P[Cy N Cy] = P[Cy] + 2P[C] — 2(P[Cy])?

Solving the quadratic equation resultsin P[C4] = .1 (or 1.4, but we disregard this solution since
P[Cy] must be < 1). Alternatively, each of the five answers can be substituted into the
expression above for P[C}] to see which one satisfies the equation. Answer: B
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10. Weidentify the following events

N -non-smoker , L -lightsmoker , H - heavy smoker

D - dies during the 5-year study .

Wearegiven P[N|= .50, P[L] =.30, P[H] = .20.

Weareasotold that P[D|L] = 2P[D|N] = ;P[D|H]

(the probability that alight smoker dies during the 5-year study period is P[D|L] ;

it isthe conditional probability of dying during the period given that the individual is alight
smoker). We wish to find the conditional probability P[H|D] .

We will find this probability from the basic definition of conditional probability,

P[H|D] = P[gg]’j}
The numeralsindicate the order in which the cal culations are made.

We are not given specific valuesfor P[D|L], P[D|N],or P[D|H],sowill le¢ P[D|N] =k,
andthen P[D|L] =2k and P[D|H] = 4k .

. These probabilities can be found from the following probability table.

N, 5 L,.3 H,.2
D (1) P[DNN] (2) P[DN L] (3) P[D N H]
= P[D|N] - P[N] = P[D|L] - P|L] = P[D|H] - P[H]
= (k)(.5) = 5k = (2k)(.3) = .6k = (4k)(.2) = .8k

(4) P[D] = PIDNN] + P[DN L]+ P[DN H] = .5k + .6k + .8k = 1.9k .
P[HND] 8k

(5) P[H|D] = PD] = 1.9k = 42 Answer: D
11. PlE\|Es] = Pffgfﬂ =p~ PlE] == andsimilarly P[E;] = PE] = .

Then, P[E; U E, U Ej]
= P[E\| + P[Ey| + P[E3] — (P[Ey N Ey] + P[Ey N B3] + P[E, N E3))
+P[EsNE;NE;) =3(5)—3r+s. Answer: C

r
p
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12. Inthisgroup of 937 man, we regard proportions of people with certain conditions to be

probabilities. We are given the population of 937 men. We identify the following conditions:

DH - died from causes related to heart disease, and

PH - had aparent with heart disease.

Wearegiven #PH = 312, soif followsthat #PH' = 937 — 312 = 625.

Weareasogiven #DH = 210 and #DH N PH =102 .

It followsthat #DH N (PH') =#DH — #DH N PH = 210 — 102 = 108 .

Then the probability of dying due to heart disease given that neither parent suffered from heart
#DHN(PH') 108

disease is the proportion ——57— = &5 -

The solution in terms of conditional probability rulesis as follows. From the given information,
we have

P[DH] = % (proportion who died from causes related to heart disease)

P[PH] = % (proportion who have parent with heart disease)

P[DH|PH] = ;)—(1)3 (prop. who died from heart disease given that a parent has heart disease).

Weareaskedtofind P[DH|PH'] (PH' isthe complement of event PH, sothat PH' isthe
event that neither parent had heart disease). Using event algebra, we have

P[DH|PH] = % — P[DHN PH] = P[DH|PH]- P[PH] = (32)(312) _ 102
Wenow usetherule P[A] = P[ANB]+ P[AN B] .

Then P[DH]= P[DH N PH|+ P[DHNPH'| » 2Y =12 4 pipgnPH

937 — 937
= P[DHNPH'] = 32 .

) P[DHNPH' 108/937 108/937 1
Finaly, P[DH|PH'| = [p[pr] l lfP/[PH] - 1_/% — 108 _ 1728,
These calculations can be summarized in the following table.
DH , 210 DH', 727
given =937 — 210
PH , 312 DHNPH =102 DH' N PH =210
given given =312 - 102
PH', 625 DHNPH' =108 DH' N PH' =517
=937 — 312 =210 —-102 =727 —210o0r
= 625 — 108
PIDH|PH'] = PIDHOPH'] _ #DHAPH'| _ 108 _ |moq

P[PH'] #PH] — 625

In this example, probability of an event is regarded as the proportion of a group that experiences
that event. Answer: B
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13. L1 =turnleftontrial 1, R1 =turnrightontrial 1, L2 = turnleft ontrial 2.
Wearegiventhat P[L1] = P[R1] =.5.

P[L2] = P[L2N L1] + P[L2N R1] since L1, R1 formapartition .

P[L2|L1] = .6 (if therat turnsleft on trial 1 then it gets food and has a .6 chance of turning left
ontrial 2). Then P[L2N L1] = P[L2|L1] - P[L1] = (.6)(.5) = .3 .

Inasimilar way, P[L2N R1] = P[L2|R1]- P[R1] = (.8)(.5) = 4.

Then, P[L2] = .3+ .4=.7.

In amodel population of 10 rats, #L.1 = #R1 =5 ,and #L2NL1=.6 x5 =3

and #L2 N R1 = .8 x 5 = 4. Then the number turning left on trial 2 will be

#L2 =#L2N L1 +#L2N R1 =3+ 4 =7, so the probability of arat turning left on trial 2 is
7/10 = .7 Answer: D

14. We define the events A = prize door is chosen after contestant switches doors,,

B = prize door isinitial one chosen by contestant . Then P[B] = % , Since each door is equally
likely to hold the prizeinitially. Tofind P[A] we usethe Law of Total Probability.

P[A] = PA|B]- P[B] + P[A|B] - P[B] = (0)(3) + (1)(3) = 3 .
If the prize door isinitially chosen, then after switching, the door chosen is not the prize door, so
that P[A|B] = 0. If the prize door isnot initially chosen, then since the host shows the other
non-prize door, after switching the contestant definitely has the prize door, so that P[A|B'] = 1.

Answer: E

15. Thisquestion can be put into the context of probability event algebra. First we identify
events. H = high blood pressure , . = low blood pressure , N = normal blood pressure ,
R = regular heartbeat , I = R’ = irregular heartbeat

We are told that 14% of patients have high blood pressure, which can be represented as

P[H] = .14, andsimilarly P[L] = .22, and therefore P[N| =1— P[H] — P[L] = .64 .
Wearegiven P[I] =.15,s0that P[R]=1— P[I] = .85.

We are told that "of those with an irregular heartbeat, one-third have high blood pressure”. This
isthe conditional probahility that given I (irregular heartbeat) the probability of H (high blood
pressure) is P[H|I| = % . Similarly, wearegiven P[I|N] = % .

We are asked to find the portion of patients who have both aregular heartbeat and low blood
pressure; thisis P[R N L] . Since every patient is exactly oneof H, L or N, we have
P[RN L]+ P[RNH]+ P[RNN] = P[R] = .85, sothat

P[RNL]=.85—P[RNH|]—- P[RNN].
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15. continued
From the conditional probabilities we have

4= P = 2550 = PO P = 05, and
L= pirN) = St = P o PN = 08

Then, since al patients are exactly one of I and R, we have

P[HNI|+ P[HNR]=P[H]=.14-> P[HNR]=.14—.05=.09, and
P[INN]+ P[RNN]=P[N]=.64 > PIRNN]=.64— .08 =.56.
Finally, PIRN L] =.85— P[RNH]— P[RNN] = .85—.09 — .56 = .20.

These calculations can be summarized in the following table.

H, .14 N, .64 L, .22
given =1-—.14—.22 given
\’ \
I,.15 P(H|I):§ P(I\N):g
given given given
PHNI) P(NNI) P(LNI)
=P(H|I) - P(I) = P(I|N)- P(N) =P(I)—PHNI)—P(NNI)
= (3)(.15) = .05 = (§)(.64) = .08 = =.15— .05 — .08 = .02
\
R, .85 P(RNL)
=1-.15 =P(L)—P(LNI)
=.22—-.02=.2

Note that theentries P(RN H) and P(RN N) can aso be calculated from thistable.

The model population solution is as follows. Suppose that the model population has 2400
individuals. Then we have the following

#H = .14 x 2400 = 336 , #L = 528 , #N = 1536 , #I = 360 , #R = 2040 .

Since one-third of those with an irregular heartbeat have high blood pressure, we get

#I N H = 120, and since one-eighth of those with normal blood pressure have an irregular
heartbeat we get #N N1 = 192 . Wewishtofind#R N L .

From #I =#INH+#INL+#I NN ,weget 360 =120+#I N L+ 192,

sothat #1 N L =48 . Thenfrom #L =#I N L +#R N L we get

528 =48 + #R N L, sothat #R N L = 480 . Finaly, the probability of having aregular

heartbeat and low blood pressure is the proportion of the population with those properties, which

480 _ o

2400 = Answer: E

is
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16. Thisisatypica exercise involving conditional probability. Wefirst label the events, and
then identify the probabilities.

S - standard policy P - preferred policy

U - ultra-preferred policy D- death occursin the next year.

Wearegiven P[S]= .50, P[P]= .40, P[U] = .10,

P[DI|S] = .01 , P[D|P]=.005, P[D|U] = .001.

Weareasked to find P[U|D] .

The model population solution is as follows. Suppose there is amodel population of 10,000
insured lives. Then #S = 5000 , #P = 4000 and #U = 1000 .

From P[D|S] = .01 weget #D NS = .01 x 5000 = 50 , and we also get

#D N P = .005 x 4000 =20 and #D NU = .001 x 1000 = 1.

Then #D =50+ 20+ 1 =71, and P[U|D] isthe proportion who are ultra-preferred as a
proportion of al who died. Thisis % =.0141.

The conditional probability approach to solving the problemis as follows.

The basic formulation for conditional probability is P[U|D] = [U[Bf’ |

We use the following relationships:
P[AN B] = P[A|B]- P[B] ,and
P[A] = P[ANCy]+ P[ANCy] +---+ P[ANC,] , for apartition Cy,Cs...,C, .

Inthis problem, events .S, P and U form apartition of all policyholders.
Using the relationships we get
P[UN D] = P[D|U]-P[U] = (.001)(.1) = .0001 , and
P[D]=P[Dn S|+ P[DnNn P]+ P[DNU]
= P[D|S]- P[S] + P[D|P] - P[P] + P[D|U] - P[U]
(.01)(.5) + (.005)(.4) + (.001)(.1) = .0071 .

PIDIULP[U]
Then, PIU|D] = “5P = STrEITRIDIPL PP PO P

(.001)(.1) .0001
= (OD(5)1(.005) (A (000 (D) — o071 — 0141

Notice that the numerator is one of the factors of the denominator. Thiswill always be the case

when we are "reversing” conditional probabilities such as has been done here; we are to find
P[U|D] from being given information about P[D|U]|, P[D|S], P[D|P], etc
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16. continued
From the calculations already made it is easy to find the probability that the deceased
policyholder was preferred;

_ P[PnD] P[D|P]-P[P]
PIPID] = =poT = PSPPI PP PDUTPI]
_ (.005)(.4) _ 0020 _ oqim
= (01)(:5)+(.005)(.4)+(-001)(.1) — 0071 —
- (.01)(.5) 0050 _
And P[S|D] IS 5y7540005) (4)F (000 (1) = o071 — 1042
The calculations can be summarized in the following table.
S,.5 P, .4 u,.1
given given given
D P(D|S) = .01 P(D|P) = .005 P(D|U) = .001
given given given
P(DNS) P(DN P) P(DNU)
= P(D|S) - P(5) = P(D|P) - P(P) = P(D|U) - P(U)
= (.01)(.5) = .005 = (.005)(.4) = .002 = (.001)(.1) = .0001

P(D) = P[DN S|+ P[DNP]+ P[DNU] = .005 +.002 + .0001 = .0071.

_ PlUND] _ 0001 _ )
P[U|D] = PD] o071 = -0141. Answer: D

17. Weidentify the following events:

C - arandomly chosen male has a circulation problem,

S - arandomly chosen maleisasmoker.

We are given the following probabilities:

P[C] = .25, P[S|C] =2P[S|C"].

Fromtherule P[AnN B] = P[A|B]- P[B], weget

P[SNC] = PIS|C]- P[C] = (:25)P[S|C] , and

P[SNC' = P[S|C'] - P[C'] = P[S|C"] - (1 = P[C]) = (.75)(3)P[S|C] ,

sothat P[S] = P[SNC]+ P[SNC'] = (.25)P[S|C] + (.7 5)(2)P[S|C] = .625P[S|C] .
Weareaskedtofind P[C|S]. Thisis P[C|S] = Tprg?l = L00ele] = 4.

Note that the way in which information was provided allowed us to formulate various
probabilitiesin termsof P[S|C] (but we do not have enough to find P[S|C]). Answer: C

(
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18. Weidentify events as follows:

97. themodel year is1997 , 98: the model year is1998 , 99: the model year is 1999
OO : other, the model year isnot 1997, 1998 or 1999

A : thecarisinvolved in an accident

Wearegiven P[97] = .16 , P[98] = .18 , P[99] = .20, P[00] = .46 ,
P[A|97] = .05, P[A|98] = .02, P[A|99] = .03, P[A|other] =.04.

The model population solution is as follows. Suppose there are 10,000 automobiles in the study.
Then #97 = 1600, #98 = 1800, #99 = 2000, #OO = 4600 .

From P[A|97] = .05 weget #4 N 97 = .05 x 1600 = 80 , and in asimilar way we get
#AN98 = .02 x 1800 = 36 , #A4 N 99 = .03 x 2000 = 60

and #A N OO = .04 x 4600 = 184 .

We are given that an automobile from one of 97, 98 or 99 wasinvolved in an accident, and we
wish to find theprobability that it was a 97 model. Thisisthe conditional probability

PO7|AN (97U 98 U99)] . Thiswill be the proportion

#ANI9T . 80 _ 80 _ 4545
#ANITHHANIB+#AN99 — 80+36+60 — 176 — ° ’

The conditional probability apporach to solve the problem is as follows.

We use the conditional probability rule P[C|D] = PICOD] o5 that

Py
PIOTIA N (97U 98 U 99)] = LR

From set algebra, we have 97N [AN(97U98U99)] =97N A, and
AN(97U98U99) = (ANI97)U (ANI8)U(ANIY) .

Since the events 97, 98 and 99 are digjoint, we get
P[AN(97U98U99)] = P[(AN97)U (AN98) U (AN99)]
= P[AN97]+ P[AN98] + P[AN99].

From conditional probability rules we have

P[AN97] = P[A|97] - P[97] = (.05)(.16) = .008 , and similarly
P[AN98] = (.02)(.18) =.0036, and P[AN99] = (.03)(.20) = .006 .
Then, P[AN(97U98U99)] = .008 4 .0036 + .006 = .0176 .

Therefore, the probability we are trying to find is

P97TN[AN(97U98U99
P[O7]AN (97U 98 U 99)] = L1 P[Q[m(gguggugj)] )]
P[97NA] 008

= PlANO709809)] — oir6 — 4945
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18. continued
These calculations can be summarized in the following table.
97, .16 98, .18 99, .20 Other, .46
given given given given
A P(A|97) P(A|98) P(A]99) P(A|Cther)
=.05 =.02 =.03 =.04
given given given given
P(AN9T) P(AN9) P(AN99) P(A n Other)
P[A|97] - P[97] P[A|98] - P[98] P[A|99] - P[99] P[A|Q] - P[O]
= (.05)(.16) = (.02)(.18) = (.03)(.20) = (.04)(.46)
=.008 =.0036 =.006 =.0184
Then, P[97|AN (97U 98U 99)] = oerieoog = 4545 -

Note that the denominator is the sum of the first three of the intersection probahilities, since the
condition is that the auto was 97, 98 or 99. If the question had asked for the probability that the

model year was 97 given that an accident occurred (without restricting to 97, 98, 99) then the

.008
.008+4-.0036+.006+. 0184

denominator. If the question had asked for the probability that the model year was 97 given that

an accident occurred and the automobile was from one of the model years 97 or 98, then the

.008
.008+-. 0036 *

probability would be we would include all model yearsin the

probability would be we would include only the 97 and 98 model years.

Answer: D

19. Weidentify the following events:

A - thedriver has an accident ,

T (teen) - age of driver is 16-20 , Y (young) - age of driver is 21-30 |,

M (middle age) - age of driver is 31-65 , S (senior) - age of driver is 66-99 .

The final column in the table lists the probabilitiesof T', Y, M and S, and the middie column
gives the conditional probability of A given driver age. The table can be interpreted as

Age Probability of Accident Portion of Insured Drivers
16-20 P[A|T] = 06 P[T] = .08
21-30 P[A|Y] = PlY]=.15
31-65 P[A|M] = P[M] = 49
66-99 P[A|S] = P[S] = .28

We areasked to find P[T'|A] .
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19. continued
We construct the following probability table, with numeralsin parentheses indicating the order of
the calculations.

T,.08 Y, .15 M, 49 S, .28

A (1) PlANT] (2) P[ANY)] (3) P[AN M] (4) P[AN 8]
= PJA|T] - P[T] = P|A|Y]- P[Y] = P[A|M] - P[M] = P[A|S]- P[S]
= (.06)(.08) = (.03)(.15) = (.02)(.49) = (.04)(.28)
= .0048 = .0045 = .0098 = 0112

(5) P[A] = P[ANT])+ P[ANY]+ P[AN M]+ P[AN S] = .0303

_ PIANT] _ 0048 _ 158 . Answer: B

(6) PIT|A] = =praT = ‘0303

20. Welabel the following events:

C - critical , S -serious , T -stable , D -died , D - survived.

The following information is given

P(C)=.1,P(S)=3,P(T)=.6=1-P(C)—P(S),

P(D|IC)=.4,P(D|S)=.1, P(D|IT)=.01.

We areasked to find P(.S|D) . Thiscan be done by using the following table of probabilities.
Therules being used hereis P(AN B) = P(A|B) - P(B) ,

and P(A) = P(ANBy))+ P(ANBy)+---+ P(ANB,) if By, By, ..., B, formapartition
of the probability space. Inthiscase, C', S, T' form apartition since all patients are exactly one
of these three conditions.

C S T
D P(DNC) P(DNS) P(DNT)
= P(D|C)-P(C)  =P(D|S)-P(S) =P(D|T)-P(T)
= (4)(.1) = .04 = (1)(.3) = .03 = (.01)(.6) = .006

- P(D)=P(DNC)+P(DNS)+P(DNT) = .04+ .03 +.006 = .076

D P(D'NnC) P(D'NnS) P(D'NT)
=P(D'|C)-P(C) =PD|S)-P(S) =P P(T)
= (.6)(.1) = .06 = (.9)(.3) = .27 = (.99)(.6) = .594

- P(D')=PD'NC)+P(D'NS)+P(D'NT) = .06+ .27 + .594 = .924
It was not necessary to do the calculationsfor D', since P(D') = 1 — P(D) = 1 — .076 = .924.

The probability in questionis P(S|D") = PEDS(?)?) = 371 =.292. Answer: B
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21. PI[AUB UC]

= P[A'|+ P|B'|+ P[C] — (P[AANB|+ P[ANC|+P[BnC])+ P[ANnB NC]

=5+44+.1-[(.5)(4)+ (51 + (4] + (5)(4)(.1) =.73.

If events X and Y areindependent, thensoare X’ andY, X andY’,and X’ and Y” .

Alternatively using DeMorgan's Law, we have

PAUBUC|=1-P[(AUBUC)]=1-PA"NnB"NnC'|=1-P[AnBNC]
=1—P[A]- P[B]- P[C'] =1 - (.5)(.6)(.9) = .73. Answer: C

22. We define the following events

R - renew at least one policy next year

A - hasan auto policy , H - hasahomeowner policy

A policyholder with an auto policy only can be described by theevent AN H' , and
apolicyholder with a homeowner policy only can be described by theevent A’ N H .
Wearegiven P[RIANH'| =4, P[RIAANH|=.6 and P[RIANH] = 8.
Weareaso given P[A] = .65, P[H]=.5and P[ANH]=.15.

We are asked to find P[R)].

We usetherule
PR|=P[RNANH|+PRNANH|+PRNANH'|+PRNANH'].

Since renewal can only occur if thereis at least one policy, it followsthat PIRNA'NH'| =0;
in other words, of thereis no auto policy (event A") and there is no homeowner policy (event H'),
then there can be no renewal. An alternative way of saying the samethingisthat R isasubset
(subevent) of AU H .

(Notealsothat P[AU H| = P[A]+ P|H] — P[ANH] = .65+ .5 — .15 =1, so thisalso show
that R must be asubevent of A U H , and it aso shows that
P[ANH]=1-P[AUH]=1-1=0 sothat A'NH' =¢).

This can beillustrated in the following diagram.
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S

N

Wefind PIRNANH],PIRNA NnH]and PIRN AN H'] by using therule
P[CND]|=P[C|D]-P[D]:

P[RNANH]|=P[RIANH]-PIANH| = (.8)(.15) = .12,
PIRNA'NH]=P[RIANH|-P[AANH|=(6)P[ANH],
P[RNANH'|=P[RIANH']-PIANH']| = (4)P[ANH']| .

In order to complete the calculationswe must find P[A' N H] and P[AN H'].

From the diagram above, or using the probability rule, we have

P[A] = P[ANH]+P[ANH'| » .65= .15+ P[ANH]| > P[ANH] =5, and

P[H] = P[ANnH|+ P[ANH|-»5=.154+P[ANH| - PANH|=.35.

Then P[RNA' NH]=(.6)(.35)=.21and PIRNANH'| = (4)(.5) =.2.

Finaly, P[R] = .12+ .21 4+ .2 = .53 . 53% of policyholders will renew. Answer: D

23. Wearegiven P(teen) = .08 , P(youngadult) = .16 , P(midlife) = .45 and
P(senior) = .31 . Weare aso given the conditional probabilities

P(at least one collision|teen) = .15 , P(at least one collision|young adult) = .08 ,
P(at least one collision|midlife) = .04 , P(at least one collision|senior) = .05 .
Wewishto find P(young adult|at least one collision) .

Using the definition of conditional probability, we have
P(young adultnat least one callision)
P(at least one collision)

Weusetherule P(AN B) = P(A|B) - P(B) ,to get
P(young adult N at least one collision) = P(at least one collision N young adult)
= P(at least one collision|young adult) - P(young adult) = (.08)(.16) = .0128 .

P(young adult|at least one collision) =
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24. continued

We aso have
P(at least one collision) = P(at least one collision N teen)

+ P(at least one collision N young adult) + P(at least one collision N midlife)

+ P(at least one collision N senior)

= P(at least one collision|teen) - P(young teen)

+ P(at least one collision|young adult) - P(young adult)

+ P(at least one collision|midlife) - P(midlife)

+ P(at least one collision|senior) - P(senior)
= (.15)(.08) + (.08)(.16) + (.04)(.45) + (.05)(.31) = .0583..

Then P(young adult|at least one collision) = % =.2196 .

These calculations can be summarized in the following table.

T, .08 Y, .16 M, 455, .31

given given given given
Atleastone  P(CI|T) P(ClY) P(C|M) P(C1S)
collision =.15 =.08 =.04 = .05

given given given given

P(CNT)  P(CNY) P(CNAM) P(CNS)
= (15)(.08) = (.08)(.16) = (.04)(.45) = (.05)(.31)
=.012 = .0128 =.018 =.0165

P(atleast one Collision) = P(C) = P(CNT)+ P(CNY)+P(CNM)+P(CNS)
=.012 +.0128 4+ .018 + .0165 = .0593 .

P(young adult|at least one collision) = P(Y|C') = P55 = {2258 = 2196 Answer: D

24. Ry, Ry and R3 denote the events that the 1st, 2nd and 3rd ball chosen isred, respectively.

P(RsNRyNRy) = P(Rs|RyNRy) - P(Ry N Ry)
= P(Rs|Ry N Ry)- P(Ro|Ry) - P(Ry) =171 15 =155 .  Answer: D
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SECTION 3- COMBINATORIAL PRINCIPLES,
PERMUTATIONS AND COMBINATIONS

Factorial notation: n! denotesthe quantity n(n —1)(n —2)---2-1;
0! isdefined to be equal to 1.

Permutations:

(8 Givenn distinct objects, the number of different waysin which the objects may be or der ed
(or permuted) isn!. For example, the set of 3 letters {a,b,c} can beordered in the following
3! =6 ways. abc, ach, bac, beca, cab, cba .

We say that we are choosing an ordered subset of size k without replacement from a collection
of n objectsif after the first object is chosen, the next object is chosen from theremaining n — 1,
the next after that from the remaining n — 2, etc. The number of ways of doing thisis

(nf—!k)! =n-(n—1)----(n—k+1),andisdenoted , P, or P,; or P(n,k).
Using the set {a, b, c} again, the number of ways of choosing an ordered subset of size 2 is

(33!2)! = % =6- ab, ac, ba, bc, ca, cb.
(b) Given n objects, of which n, are of Type 1, ny areof Type?2, ..., andn, are of Typet

(t > lisaninteger), and n = ny + ny + --- + n; , the number of ways of ordering all n objects

(where objects of the same Type are indistinguishable) is

| . . .
——"—  which is sometimes denoted ( n )
ning: Nyt ny No -+ Ny

For example, the set {a, a, b, b, c} has’5 objects, 2 are a's (Type 1), 2 areb's (Type 2) and Lisc
5!

(Type 3). According to the formula above, there should be 55777 =

30 distinct ways of
ordering the 5 objects. These are

aabbc, aabeb , aacbb , ababe , abach , abbac , abbca , abcab , abcba , acabb , acbab, acbba
bbaac, bbaca , bbcaa , babac , babca , baabce , baach , bacba , bacab , bebaa , beaba , beaab ,

caabb , cabab , cabba , cbaab, cbaba , cbbaa
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Combinations:

(8) Givenn distinct objects, the number of ways of choosing a subset of size £ < n without
replacement and without regard to the order in which the objects are chosen is

% , whichis usually denoted () (or ,Ci, Cp or C(n,k)) andisread

Kl
"n choose k". () isalso called abinomial coefficient (and can be defined for any real number

n and non-negative integer k). Notethat if n isan integer and & is a non-negative integer, then

(1) = (L) =n,and (3) =(,2;)
Using the set {a, b, ¢} again, the number of ways of choosing a subset of size 2 without

replacement is (g’) = ﬁ'ﬂ), = 3, thesubsetsare {a,b},{a,c}, {b,c} . When considering

combinations, the order of the elementsin the set isirrelevant, so {a, b} is considered the same
combination as {b, a}. When conisdering permutations, the order isimportant, so {a, b} isa
different permutation from {b, a }.

The name "binomial coefficient" arises from the fact that these factors appear as coefficientsin a
"binomial expansion". For instance,
(x + )t = 2t + 423y + 62%y% + 4oy + ¢
= (D + (D't (a2 + (D + (Dt
A general form of thisexpansion isfound in the binomia theorem.

Binomial Theorem: In the power series expansion of (1 + t)V, the coefficient of ¢* is
N & (N kL N(N-1) N(N-1)(N-2)
(k>,sothat (1+t)kaZ::0<k>-t — 14+ Nt + 252 g :

TR

If N isaninteger, then the summation stopsat k = IV and the seriesisvalid for any real number
t, but if N isnot an integer, then the seriesisvalidif |¢| < 1.

(b) Given n objects, of which n, are of Type 1, n, areof Type 2, ..., and n; are of Typet

(t > lisaninteger), and n = n; + ny + --- + n; , the number of ways of

choosing asubset of size £ < n (without replacement) with k; objects of Type 1, k» objects of
Type2,...,and k; objectsof Typet, where k = ki + ko +--- + k; is

ni M9 Nt . I . . .
(k] ) : <k2 ) e ( ks ) A genera form of the relationship is found in the multinomial theorem

(on the next page).
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Multinomial Theorem: Inthe power seriesexpansion of (t; +ty + --- +t,)V where N isa
positive integer, the coefficient of ¢} - t2..-t% (where ky + ky + -+ + ks = N)

: N NI : . .
IS (k] iy - k,) = Tl . For example, in the expansion of (1 + z + y)*, the coefficient
of 3 isthe coefficient of 1'z'y? , whichis (1 ! 2) - =12,

| mportant Note
In questions involving coin flips or dice tossing, it is understood, unless indicated otherwise

successive flips or tosses are independent of one another. Also, in making a random selection of
an object from a collection of n objects, it is understood, unless otherwise indicated, that each
object has the same chance of being chosen, whichis % . In questions that arise involving
choosing k objects at random from atotal of n objects, or in constructing a random permutation
of acollection of objects, it is understood that each of the possible choices or permutationsis
equally likely to occur. For instance, if a purse contains one quarter, one dime, one nickel and

one penny, and two coins are chosen, there are ( 4) = 6 possible ways of choosing two coins

2
without regard to order of choosing; theseare Q-D, Q-N, Q-P, D-N, D-P, N-P (the choice
Q-D isregarded as the same as D-Q, etc.). It would be understood that each of the 6 possible
ways are equally likely, and each has (uniform) probability of % of occurring; the probability
space would consist of the 6 possible pairs of coins, and each sample point would have
probability % . Then, the probability of a particular event occurring would be % , Where j isthe
number of sample pointsin the event. If A isthe event "one of the coinsis either a quarter or a
dime", then P[A] = % , since event A consists of the 5 of the sample points

{Q-D, @-N, Q-P, D-N, D-P}.

Example 3-1: Anordinary die and adie whose faceshave 2, 3, 4, 6, 7, 9, dots are tossed
independently of one another, and the total number of dots on the two dice isrecorded as N.

Find the probability that N > 10 .

Solution: It isassumed that for each die, each face hasa% probability of turning up. If the
number of dotsturning up on die 1 and die 2 are d; and d,, respectively, then the tosses that result
in N=d; +dy >10are (1,9), (2,9), (3,7), (3,9), (4,6), (4,7),

4,9), (5,6), (5,7), (5,9), (6,4), (6,6), (6,7), (6,9) , 14 combinations out of atotal of

6 x 6 = 36 combinations that can possibly occur. Since each of the 36 (d;, ds)
combinationsis equally likely, the probability is % . O
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Example 3-2: Three nickels, one dime and two quarters arein apurse. In picking three
coins at one time (without replacement), what is the probability of getting atotal of at

least 35 cents?

Solution: Inorder to get at least 35 cents, at least one quarter must be chosen. The possible
choicesare 1Q + any 2 of the non-quarters, or 2Q + any 1 of the non-quarters.

The total number of ways of choosing three coins from the six coinsis ($) = 20 .

If we label the two quarters as Q; and Q. , then the number of ways of choosing the three coins

4
2

the other two coins from the three nickels and one dime), and therefore, the number of choices
that contain only Q. (and not Q) isalso 6.

so that only Q; (and not Q,) isin the choiceis ( ) = 6 (thisisthe number of ways of choosing

The number of ways of choosing the three coins so that both Q; and Q. arein the choiceis4 (this
is the number of ways of choosing the other coin from the three nickels and one dime). Thus, the
total number of choices for which at least one of the three coins chosen isaquarter is16. The
probability in question is % :

An alternative approach is to find the number of three coin choices that do not contain any
quartersis (é) = 4 (the number of ways of choosing the three coins from the 4 non-quarters), so

that number of choicesthat contain at least one quarter is 20 —4 =16 . O

Example 3-3: A and B draw coinsin turn without replacement from a bag containing 3 dimes
and 4 nickels. A drawsfirst. It isknown that A drew thefirst dime. Find the probability that A
drew it on the first draw.

Solution: P[A drawsdime on first draw|A drawsfirst dime] = PlA draws dime on firt dran]

P[A drawsfirst dime]
P[Adraws dime on first draw| = % Since there only 3 dimes, in order for A to draw the first

dime, this must happen on A's first, second or third draw. Thus,
P[Adrawsfirst dime] = P[A draws dime on first draw]

+ P[Adrawsfirst dime on second draw] + P[A draws first dime on third draw] .
P[A draws dime on second draw] = 4.3.3_ 8 qnceAsfirst draw isone of the four non-
dimes, and B'sfirst draw is one of the three remaining non-dimes after A's draw, and A's second
draw is one of the three dimes of the five remaining coins. In asimilar way,

P[Adrawsfirst dime on third draw] 2.3.2. 1y L

~7°6°5 1 35
Then, P[Adrawsfirstdimel = 2 + £ + 3= = 22, and
P[Adrawsdimeon first draw| A draws first dime] = % — % 0
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Example 3-4: Three people, X, Y and Z, in order, roll an ordinary die. Thefirst oneto roll an
even number wins. The game continues until someone rolls an even number. Find the
probability that X will win.

Solution: Since X rollsfirgt, fourth, seventh, etc. until the game ends, the probability that X will
win is the probability that in throwing a die, the first even number will occur on the 1st, or 4th, or
7th, or . . . throw. The probability that the first even number occurs on the n-th throw is
(%)"‘1(%) = 2% . Thisistrue since it requiresn — 1 odd throws followed by an even throw.
Assuming independence of successive throws, with A; = "throw i iseven", the probability that

the first even throw occurs on throw n is

PIA N A NN A, N A = PIA] - P[Ag]---P[A], ] - P[A)]
1yn—1,1 1
=(3)"(3) =3 -
Thus, PIfirst even throw ison 1st, or 4th, or 7th, or ...]
1,1 .1 1 1,1 4
:§+§+7+“~:§(1+§+8—2+“'):7. O

Example 3-5: Urn| contains 7 red and 3 black balls, and Urn I contains 4 red and 5 black
balls. After arandomly selected ball istransferred fromUrn | to Urn 1, 2 balls are randomly
drawn from Urn Il without replacement. Find the probability that both balls drawn from Urn Il
arered.

Solution: Define the following events:

R;y: theball transferred from Urn | toUrn Il isred

Bj: the ball transferred from Urn | to Urn 1l is black

Ry two red balls are selected from Urn 11 after the transfer fromUrnl toUrn 1 .

Since R, and B; are mutually exclusive,

P[Ry] = P[Ry N (R U By)] = P[Ry N Ri] + P[Ry N By

= P[Ry|R)] - P[Ri] + P[Ry|B1] - P[By] = ((§°)>

7
T
10 (2) 10 225

(5) 3 w4 0

Example 3-6: A calculator has arandom number generator button which, when pressed,
displaysarandomdigit 0,1,...,9 . The button is pressed four times. Assuming that the numbers
generated are independent of one another, find the probability of obtaining one"0", one"5", and
two "9"'sin any order.

Solution: Thereare 10* = 10,000 four-digit orderings that can arise, from 0-0-0-0 to
9-9-9-9. From the notes above on permutations, if we have four digits, with one "0", one"5" and

two "9"'s, the number of orderingsis %:2' =12.
The probability in question isthen 101300 : O
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Example 3-7: In Canada's national 6-49 lottery, aticket has 6 numbers each from 1 to 49, with
no repeats. Find the probability of matching all 6 numbersif the numbers are all randomly
chosen. Theticket cost is $2. If you match exactly 3 of the 6 numbers chosen, you win $10. Find
the probability of winning $10.

. 49\ 49! 49x48x47x46x45x44 -
Solution: There are <6> = G = Geixixaed - = 13,983,816 possible

combinations of 6 numbers from 1 to 49 (we are choosing 6 numbers from 1 to 49 without
.0000000715112

replacement), so the probability of matching all 6 number is
(about 1in 14 million).

m

6

Suppose you have bought alottery ticket. There are ( 3

) = 20 ways of picking 3 numbersfrom

the 6 numbers on your ticket. Suppose we look at one of those subsets of 3 numbers from your
ticket. In order for the winning ticket number to match exactly those 3 of your 6 numbers, the

other 3 winning ticket numbers must come from the 43 numbers between 1 and 49 that are not

43\ 43x42x41
3 ) 3x2x1

there are 20 subsets of 3 numbers on your ticket, thereare 20 x 12,341 = 246,820 waysin

numbers on your ticket. There are ( = 12, 341 ways of doing that, and since

which the winning ticket numbers match exactly 3 of your ticket numbers. Since there are atotal
of 13,983,816 ways of picking 6 out of 49 numbers, your chance of matching exactly 3 of the

% = .01765 (about %). So you have about a one in 57 chance of

turning $2 into $10. O

winning numbersis

Example 3-8: Inapoker hand of 5 cards from an ordinary deck of 52 cards, a"full house" isa
hand that consist of 3 of one rank and 2 of another rank (such as3 kingsand 2 5's). If 5 cards are
dealt at random from an ordinary deck, find the probability of getting afull house.
Solution: Thereare (552) = 2,598,960 possible hands that can be dealt from the 52 cards.

13

There are 13 ranks from deuce (2) to ace, and there are < 5 ) = 78 pairs of ranks. For each pair

of ranks, there are <§> X <;1> = 24 combinations consisting of 3 cards of the first rank and 2

cards of the second rank, and there are 24 combinations consisting of 2 cards of the first rank and
3 cards of the second rank, for atotal of 48 possible full house hands based on those two ranks.
Sincethere are 78 pairs of ranks, thereare 78 x 48 = 3744 distinct poker hands that are afull
house. The probability of being dealt afull houseis ;24— = 00144058 (alittle better chance

2,598,960
than1in700). O
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PROBLEM SET 3
Combinatorial Principles

1. A classcontains 8 boys and 7 girls. The teacher selects 3 of the children at random and
without replacement. Calculate the probability that number of boys selected exceeds the number
of girls selected.

512 28 8 1856 36
A) 3375 B) & C) D) 337 B) &

2. There are 97 men and 3 women in an organization. A committee of 5 peopleis chosen at
random, and one these 5 is randomly designated as chairperson. What is the probability that the

committee includes all 3 women and has one of the women as chairperson?
3(41971) 597! 3(5197") 3! 5! 97! 32972
A) 2(100!) B) 2(100!) ©) 2(100!) D) “oor B) Tow

3. A box contains 4 red balls and 6 white balls. A sample of size 3 is drawn without replacement
from the box. What is the probability of obtaining 1 red ball and 2 white balls, given that at least
2 of the ballsin the sample are white?

A) L B) 2 c) 3 D) = E) 2

4. When sent a questionnaire, 50% of the recipients respond immediately. Of those who do not
respond immediately, 40% respond when sent afollow-up letter. If the questionnaireis sent to 4
persons and afollow-up letter is sent to any of the 4 who do not respond immediately, what is the
probability that at least 3 never respond?

A) (:3)+4(.3)3(.7) B) 4(.3)3(.7) C) (.1)"+4(.1)3(.9)

D) 4(3)(7)3+ (7 E) (9 +4(.9)3(.1)

5. A box contains 35 gems, of which 10 are real diamonds and 25 are fake diamonds. Gems are
randomly taken out of the box, one at atime without replacement. What is the probability that
exactly 2 fakes are selected before the second real diamond is selected?

10

NE e ol o()dEr 8 (d)dhEr
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6. (SOA) Aninsurance company determinesthat /N the number of claimsreceived in aweek, isa
random variable with P[N =n] = ﬁ where n. > 0. The company also determines that the
number of claims received in a given week isindependent of the number of claimsreceived in
any other week. Determine the probability that exactly seven claims will be received during a
given two-week period.

7

1 1 1 1
A) — B) — — D) — E) —
) 356 ) 123 ) 51s ) 61 ) 32

7. Three boxesarenumbered 1, 2and 3. For k = 1,2, 3, box k£ contains k blue marbles and
5 — k red marbles. I1n atwo-step experiment, abox is selected and 2 marbles are drawn from it
without replacement. If the probability of selecting box & is proportional to &, what is the
probability that the two marbles drawn have different colors?

17 34 1 8 17
A) 5 B) = C) 3 D) B 55

8. In Canada's national 6-49 lottery, aticket has 6 numbers each from 1 to 49, with no repeats.
Find the probability of matching exactly 4 of the 6 winning numbersif the winning numbers are
al randomly chosen.

A) .00095  B) .00097 C) .00099 D) .00101 E) .00103

9. A number X ischosen at random from the series 2,5,8, ... and another number Y is
chosen at random from the series 3,7,11, ... Each series has 100 terms. Find P[X =Y.
A) .0025 B) .0023 C) .0030 D) .0021 E) .0033
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10. Inthefollowing diagram, A, B,... refer to successive states through which atraveler
must pass in order to get from A to G, moving from left to right. A path consists of a
sequence of line segments from one state to the next. A path must always move to the
next state until reaching state G. Determine the number of possible paths from A to G.

. ™ . ] \i
P
N AL

A)30 B)32 C)34 D)3 E)38

11. A store has 80 modemsin itsinventory, 30 coming from Source A and the remainder from
Source B. Of the modems from Source A, 20% are defective. Of the modems from Source B, 8%
are defective. Calculate the probability that exactly two out of arandom sample of five modems
from the store'sinventory are defective.

A) 0.010 B) 0.078 C) 0.102 D) 0.105 E) 0.125
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PROBLEM SET 3 SOLUTIONS

3 ) — 3M2! 3x2x1
15 without replacement. The number of boys selected exceeds the number of girls selected if
either (i) 3 boysand 0 girlsare selected, or (ii) 2 boysand 1 girl are selected .

There are (2) : (g) = 3&!5! . 0!1!7! = 56 ways in which selection (i) can occur , and

1. Thereare (15> 1ol 15x14xI3 _ 455 \ways of selecting 3 children from agroup of

1/~ 2Ix6! " 1Ix6! —

The probability of either (i) or (ii) occurring is

there are (g) : <7> 8 . T — 196waysinwhich selection (ii) can occur.

56+196 _ 36 .
55 = G - Answer: E

2. Let A bethe event that the committee has awoman as chairperson, and let B be the event that
the committee includes all 3women. Then, P[AN B] = P[A|B]- P[B].
The conditional probability P[A|B] isequal to % since the chairperson is chosen at random from
the 5 committee members, and, given B, 3 of the committee members are women. There are
( 130) ways of choosing a 5-member committee from the group of 100. Out of al 5-member

97

committees, there are ( 9 ) committees that include all 3 women (i.e., 2 men are chosen from

the 97 men). Thus,
(%)

97! 100! 5197
P[B] = ('0) = (2!95!)/(5!95!) = 21100!
51970 3 _ 34197 .
and P[A n B] = 2100 5 = 511001 Answer: A
P[R2W] (1)(5) 3

3. P[R,2W|at least 2WV]

Pl 2W] () +(E)(E) 4

4. The probability that an individual will not respond to either the questionnaire or the
follow-up letter is (.5)(.6) = .3 . The probability that all 4 will not respond to either the
questionnaire or the follow-up letter is (.3)%.
P[3 don't respond] = P[1 response on 1st round, no additional responses on 2nd round)]
+ P[no responses on 1st round, 1 response on 2nd round]
= 4[(.5)*(.6)3] + 4[(.5)(.6)3(.4)] = 4(.3)3(.7) . Then,
Plat least 3 don't respond] = (.3)* + 4(.3)3(.7) . Answer: A
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5. Exactly 2 fakes must be picked in the first 3 picks and the second real diamond must occur on
the 4th pick. The possible waysin which this may occur are (F-fake, R-real)

35x34%x33x32 35x34%x33x32 35%x34x33x32
TR 25x24x10x9 _ 675 .
The overall probability is 3 - 555555 = =555 - Answer: B

6. Thefollowing combinations result in atotal of 7 claimsin a2 week period:
Week 1, Prob. Week 2 - Prob. Combined Probability

1 1 1 1 _ 1
L 6, o7 AT
1 1 1 1 _ 1
7,5 L, 3 F =P
- . . . . 1 1
The total probability of exactly 7 claimsin atwo week periodis 8 - 55 = 57 -

Answer: D

7. If the probability of selectingbox 1isp,then p+2p+3p=1-p= % .
Then the probability in questionis
P[2 different colors|box 1 selected] - P[box 1 selected|

+ P[2 different colors|box 2 selected] - P[box 2 selected]

+ P[2 different colors|box 3 selected] - P[box 3 selected]
_ 14 1, 23 32 3 _ 34
) 6 (G)

2

2 17 .
6T 6 T0x¢ — 30- Answer: E

8. Suppose you have bought alottery ticket. There are (2) = 15 ways of picking 4 numbers

from the 6 numbers on your ticket. Suppose we look at one of those subsets of 4 numbers from
your ticket. In order for the winning ticket number to match exactly those 4 of your 6 numbers,
the other 2 winning ticket numbers must come from the 43 numbers between 1 and 49 that are not
numbers on your ticket. Thereare (') = 4242 = 903 ways of doing that, and since there are 15

subsets of 4 numbers on your ticket, thereare 15 x 903 = 13, 545 waysin which the winning
ticket numbers match exactly 3 of your ticket numbers. Since there are atotal of 13,983,816 ways

of picking 6 out of 49 numbers, your chance of matching exactly 4 of the winning numbersis

13545 '
13,083,816 — .00096862 . Answer: B
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9. Thereare 100% = 10, 000 equally likely possible choices of (X,Y"). Of these choices, the
pairsthat equal X and Y are (11,11)-1, (23,23)-2, (35,35)-3, ..., (299, 299)-25
(they are of theform (12k — 1,12k — 1). The probability is % . Answer: A

10. This problem can be solved by a"backward induction” on the diagram. At each node
we find the number of paths from that node to state G. We first apply backward
induction to the two nodesin state F. At the upper node thereis 1 path to G and at the
lower node thereis 1 path to G.

Then welook at the notesin state E and look at the next segments that can be taken. We
seethat there are 1 + 1 = 2 possible paths from the upper node at F to G and 1 possible
path from the lower node.

We continuein thisway at state D. From the top node of state D thereare 2+ 1 =3
paths to state G, from the middle node of state D there are paths, and from the lower node
there are 3 paths. Continuing in thisway back to state A, there will be atotal of 38 paths
from state A. The diagram below indicates the number of pathsto state G from each
node.

A B C D E F G
12 6 3
L & L ]
\ , 1
* ——— %
38 14 ‘ 2 \
[ ] ) ] ] ]
L ] L ]
//1 1
® ] L
13 g 3
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... . nhumber of ways of choosing 2 defective and 3 non-defective
11. The probability is number of ways of choosing 5 modems )

Thereareatotal of .2 x 30 + .08 x 50 = 10 defective modemsin total.
The number of ways of choosing 5 modems at random from the 80 modemsis ().
The number of ways of choosing 2 defective and 3 non-defectiveis () x (%),

(%)

since there are 10 defective and 70 non-defective. the probability is W =.102.

2 3

Answer: C
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SECTION 4 - RANDOM VARIABLES
AND PROBABILITY DISTRIBUTIONS

Random variable X: Theformal definition of arandom variableisthat it isafunction on a
probability space S. Thisfunction assigns area number X (s) to each sample point s € S. The
less formal, but more typical way to describe arandom variable is to describe the possible values
that can occur and the probabilities of those values occurring. It isusually implicitly understood
that there is some underlying random experiment whose outcome determines the value of X. For
example, suppose that a gamble based on the outcome of the toss of adie pays $10 if an even
number is tossed, and pays $20 if an odd number istossed. If thedieisafair die, then thereis
probability of % of tossing an even number and the same probability of % of tossing an odd
number. If the gamble had been described in terms of the flip of afair coin with a payoff of $10 if
ahead isflipped and a payoff of $20 if atail isflipped, then the probabilities of $10 and $20 are
still each % . The crucial components of the description of this random variable are the possible
outcomes ($10 and $20) and their probabilities (both %), and the actual experiment (even-or-odd
die toss, or head-or-tail coin flip) leading to the outcome is not particularly significant, except that
it tells us the probabilities of the possible outcomes. 1t would be possible to define this random
variable without any referenceto dietoss or coin flip. We would say that the random variable X
takes on either the value 10 or the value 20 and the probability is % for each of these outcomes.

That completely describes the random variable.

Discrete random variable: The random variable X is discrete and is said to have adiscrete
distribution if it can take on values only from afinite or countable infinite sequence (usually the
integers or some subset of the integers). As an example, consider the following two random
variables related to successive tosses of a coin:

X =1 if thefirst head occurs on an even-numbered toss, X = 0 if the first head occurs on an
odd-numbered toss;

Y = n, where n isthe number of the toss on which the first head occurs.

Both X and Y are discrete random variables, where X can take on only thevalues0 or 1, and Y’
can take on any positive integer value. The "probability space” or set of possible outcomes for X
is{0, 1}, and the probability spacefor Y is {1,2,3,4, ...} .
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Probability function of a discrete random variable: The probability function (pf) of a
discrete random variable is usually denoted p(z), f(z), fx(x) or p,, and isequal to the
probability that the value = occurs. This probability is sometimes denoted P[X = z].
The probability function must satisfy

(i o<p(z)<1fordlz, and (i) D p(x)=1.

Given aset A of real numbers (possible outcomes of X), the probability that X is one of the

valuesin Ais P[X € Al =) p(z) = P[A].
reA

Probability plot and histogram: The probability function of a discrete random variable can
be described in aprobability plot or in ahistogram. Suppose that X has the probability function
p(0) =.2, p(1) = .4, p(2) = .3 and p(3) = .1 (note that the required conditions (i) and (ii)
listed above are satisfied for this random variable X). The graph below on the left is the
probability plot, and the graph at the right is the histogram for this distribution. For an integer
valued random variable, a histogram is abar graph. For each integer &, the base of the bar isfrom
k — % to k+ % , and the height of the bar is the probability p(k) at the point X = k.
Histograms are also used to graph distributions that are described in interval form.

4 = p(1)
2 " pl2)
2 % pl0)
1 = p3)
0 1 2 3 0o 1. 2 3

—-.5 .5 1.5 25 3.5

We can find various probabilities for this random variable X. For example
P[Xisodd=P[X=1,3]=PX=1]+P[X=3]=4+.1=.5ad
PX<2|=P[X=0,1,2] =P[X=0+PX=1+PX=2=.9.

We can find conditional probabilities also. For example,
PIX > 1|x < 9] = HX20n(X<a)] | PX=12 _ 1 _ 7

P[X<2] ~ PIX=0,12] — 9~ 9"

The probability at a point of a discrete random variable is sometimes called a probability
mass. X above has a probability massof .2at X = 0, etc.
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Continuousrandom variable: A continuous random variable usually can assume numerical
values from an interval of real numbers, or perhaps the whole set of real numbers. The probability
space for the random variable isthisinterval. As an example, the length of time between
successive streetcar arrivals at a particular (in service) streetcar stop could be regarded as a
continuous random variable (assuming that time measurement can be made perfectly accurate).

Probability density function: A continuous random variable X has a probability density
function (pdf) usually denoted f(z) or fx(x), which is a continuous function except possibly at
afinite number of points. Probabilities related to X are found by integrating the density function
over aninterval. The probability that X isintheinterval (a,b) is

P[X € (a,b)] = Pla < X < b], which isdefined to be equal to fabf(m) dx (probability
on an interval for a continuous random variable is the area under the density curve on that
interval) . Note that for a continuous random variable P[X = ¢] = 0 for any individual point ¢,
since P[X =c|] = [/ f(z)dz =0 . For acontinuous random variable there can only be
probability over an interval, not at a single point.

\ flz)

Note that for a continuous random variable X, the following are al equal:

Pla<X<b), Pa<X<b), Pa<X<b), Pa<X<D).
Thisistrue since the probability at asingle point is 0, so it doesn't matter whether or not we
include the endpoints a and b or not.

For adiscrete random variable, probabilities are calculated as the sum of probabilities at
individual points, so is does matter whether not an endpoint of an interval isincluded. For
instance, for afair die toss for which X denotes the outcome of thetoss,, P(X < 3) = % , but
P(X<3)=2.

Thepdf f(z) must satisfy (i) f(z) >0 foralz, and (i) [°_f(z)dz=1.
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Condition (ii) can be restated by saying that the integral of f(z) over the probability space
must be 1. Often, the region of non-zero density (the probability space of X) isafiniteinterval,
and f(x) = 0 outsidethat interval. If f(z) iscontinuous except at afinite number of points,
then probabilities are defined and calculated asif f(z) was continuous everywhere (the
discontinuities are ignored).

2z for O<z<1
Example 4-1: Supposethat X hasdensity function f(x) = {

0, elsewhere

(i) Show that f satisfiesthe requirements for being a density function.

(i) Find P[.2 < X < .5].

(iii) Find P[.2 < X < .5|X > .25].

Solution: (i) f satisfiesthe requirements for adensity function, since f(x) > 0 for al = and
2 f(z)de = f012x dr = 1.

(i) P[2< X < 5] = [[2xdz = xQ"Q — 21 . Notethat thisisequal to P(.2 < X < .5).
P[(.2< X <.5)N(X>.25)]

(iii) P[2 < X < .5|X > .25] =

P[X>.25]
_ P[25<X<.5]  [p2vdr 1875 9 n
PIX>25] = [logqy — 9375 — 7

Example4-2: Y hasthepdf f(y) = % for y>0.

(i) Show that f satisfies the requirements for being a density function.
(i)Find P(Y > t) if t>0.

(i) Find P(Y > t+y|Y > ) if ¢t > 0.
y=00 20,000

.y roo 20,000 ~20,000(100+y) > . _

Solution: (i) [, (100+y)° dy = —">—— 0 0+ 2(1002) — L,

and f(y) >0 foraly.

" oo 20,000 ~20,000(100+4y)2 [Y7° 20,000 . 100 \2
@ P> = | foorgr W=""2 | _, = ~ 0+ qwo+er = (0011
_ P(Y>t+y) 10,000 10,000 100+t 2

() PY >t +ylY >0) = pr=py = (100+t+y)2/(100+t)2 = (0+1+) - O
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Mixed distribution: A random variable may have some points with non-zero probability mass
combined with a continuous pdf on one or more intervals. Such arandom variableis said to have
amixed distribution. The probability space is a combination of the set of discrete points of
probability for the discrete part of the random variable along with the intervals of density for the
continuous part. The sum of the probabilities at the discrete points of probability plusthe integral
of the density function on the continuous region for X isthe total probability for X, and this must
be 1. For example, suppose that X has probability of .5 at X = 0, and X is a continuous random
variable on theinterval (0, 1) with density function f(x) =z for0 < z < 1, and X hasno
density or probability elsewhere. This satisfies the requirements for arandom variable since the
total probability over the probability spaceis

P[X = 0] —i—folf(x)dx = .5—|—f01:6d1: =5+.5=1.

Then, P[0 < X < .5] = [’z da = 125, and

P0<X <.5]=P[X=0]+P[0<X <.5]=.5+.125=.625

(since X = 0 isadiscrete point of probability, we must include that probability in any interval
that includes X = 0).

Cumulative distribution function (and survival function): Given arandom variable X,
the cumulative distribution function of X (also called the distribution function, or cdf) is

F(z) = P[X < z] (also denoted F'x(x) ). F'(x) isthe cumulative probability to the left of (and
including) the point z. The survival function is the complement of the distribution function,
S(x)=1— F(z) = P[X > z] . Theevent X > z isreferredtoasa"tail" (or right tail) of
the distribution.

For adiscrete random variable with probability function p(z), F(z) =Y p(w) , and

w<zx
inthis case F'(x) isa"step function", it has ajump (or step increase) at each point with non-zero
probability, while remaining constant until the next jump.

If X has acontinuous distribution with density function f(z), then F(z) = [*_f(t)dt
and F'(x) isacontinuous, differentiable, non-decreasing function such that
j—m F(x) =F'(x) = — S'(x) = f(x) . If X hasamixed distribution, then F'(x) is

continuous except at the points of non-zero probability mass, where F'(z) will have ajump.

Forany cdf Pla< X <b]=F(b) — F(a), lImF(z)=1, lim F(z)=0.

Tr——00
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Examples of probability, density and distribution functions:

Example 4-3: Discrete Random Variable on a Finite Number of Points (finite support)

W = number turning up when tossing one fair die, so W has probability function
p(w) = pw(w) = PIW =w] = § for w=1,2,3,4,5,6.

0if w1

1/6 if 1<w<?2

2/6 if 2<w<3
Fy(w) = P[W <w] = 3/6 if 3<w<4

4/6 if 4<w<5b

5/6 if 5<w<6

1if w>6

The graph of the cdf (cumulative distribution function) is a step-function that increases at each
point of probability by the amount of probability at that point (all 6 points have probability % in
this example). Since the support of W isfinite (the "support” is the region of non-zero
probability; for TV that is the set of integers from 1 to 6), Fyy (w) reaches 1 at the largest point
W =6 (and staysat 1 for all w > 6).

Flu)

56

16

36

2.6

1-6
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Example 4-4: Discrete Random Variable on an Infinite Number of Points (infinite support)
X = number of successive independent tosses of afair coin until the first head turns up.

X can beany integer > 1, and the probability function of X is py(x) = since

1
9z
P[first head on toss =] = P[(toss1,7) N (toss2,7) N --- N (tossz — 1,7) N (toss x,H)|

1,1 1,1 1
= Pltoss1,T] - Pltoss2,T]---Pltossx — 1,T] - Pltossz,H| = (5)(3)--+(5)(5) = 3= -
Thecdfis Fy(z) = P[X <2]=P[X =1+ P[X =2+ ---+ P[X = 2] = z%: ~ =+
for x =1,2,3,.... Thegraph of this cdf is a step-function that increases at each point of
probability by the amount of probability at that point. Since the support of X isinfinite (the
support in this case is the set of integers > 1) Fx(z) never reaches 1, but approaches 1 as a limit

as z—oo. Thegraph of Fx(x) isbelow.

F(x) L.
1-(1-2x3 ] __J___r——r__
1-¢1.2¥3 1

1-¢1,23%

1-(1,2}

The probability that the first head occurs on an even numbered toss is

P(X iseven) = P(X =2,4,6,..) =P(X =2)+ P(X =4) + P(X =6) + -
=gtgtg =gt g @ l=2/0 -

The probability that the first head occurs on, or after the k-thtoss (k = 1,2, ...) is

PX>k)=PX=k+PX=k+1)+PX=k+2)+

for k=1,2,3,... O
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The typical behavior of the cdf F'(x) isto tend to increase toward 1 as x increases. Depending on
the nature of the random variable, F'(z) may actually reach 1 at some point, asin Example 4-3, or
F(x) might approach 1 as alimit, asin Example 4-4. For a continuous random variable, F'(x) has
similar increasing behavior, but will be increasing continuously rather than in the series of steps
we have seen for a discrete random variable. F'(x) will never decrease, but it may remain "flat"
for awhile, as can be seen in the previous two examples.

Example 4-5: Continuous Random Variable on a Finite Interval

Y isacontinuous random variable on the interval (0, 1) with density function
32 for O<y<1

fr(y) = {0 dsnhere Thecdfis Fy(y) = [Y _f(t)dt = [[3t*dt =4* if y<1.
0if y<O

Then Fy(y) = [J fr(t)dt =4 y*if 0 <y <1 .Thegraphsof fy(y)and Fy(y) areas
lify>1

follows. The heavy line in the graph of fy (y) indicates that the density is O outside the interval
(0,1). Note that the cdf increases continuously, reaching 1 at the right end of the interval for the
probability space.

| P

Some other probabilitiesare P(Y <
for 0<y<t<1, P(Y<ylY <t
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Example 4-6: Continuous Random Variable on an Infinite Interval

U isacontinuous random variable on the interval (0, co) with density function.
ue ™ for u>0

fU(u) - {0 for u<0 f_
Thecdfis Fy(u) = [ f(t)dt = §m4dt:-—w—ﬂ—e¢’Ozln—u+wod“foru>0
t=
0 for u<0 . . -
Then Fy(u) = {1 A+t § 0 F(u) increases, approaching alimit of 1 as u — co.
— w)e v, Tor u>
1

F{u)

£{u)

Example 4-7: Mixed Random Variable
Z has amixed distribution on theinterval [0, 1). Z has probability of .5 a Z = 0, and Z has
density function f(z) =z for0 < z < 1, and Z has no density or probability elsewhere.

0if z<0
Sif 2=0
.5+%22if0<z<1'
1if z>1

Note that thereis ajump of (probability) .5at z = 0, and then F'(z) rises continuously on (0, 1).

Thecdf of Zis Fy(z) =

1

F(=}
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Some results and formulasrelating to this section:

(i) For acontinuous random variable X,

Pla< X <b=Pla<X<b=Pla<X<b=Pla<X<b=[fx(z)dz,

so that when calculating the probability for a continuous random variable on an interval, it is
irrelevant whether or not the endpoints are included. For the density function

2T OISl ehave PL5 < X <1] = [M2wds = 22 =1— (5)2 = 75
fX(x)*{o,omerwise wehave PL5 < X <1 = [2ede=a?|  =1-(5)?=.75.
Thisisillustrated in the shaded areain the graph below.

F{x)=2x

8.5 1 1.5
o

Also, for a continuous random variable, P[X = a| = 0, the probability at asingle point is 0.
Non-zero probabilities only exist over an interval, not at a single point.

(i) For a continuous random variable, the hazard rate or failurerateis
d
W) = i = - £ inll - F(a)] .
(iii) If X hasamixed distribution, then P[X = t] will be non-zero for some value(s) of ¢, and
Pla < X < b] will not alwaysbe equal to Pla < X < b] (they will not be equal if X has anon-
zero probability mass at either a or b).

(iv) f(x) may be defined piecewise, meaning that f(z) isdefined by adifferent algebraic
formula on different intervals. Example 4-13 below illustrates this.

(v) Independence of random variables. A more technical definition of independence of
random variables will be given in alater section of these notes. One of the important
consequences of random variables X and Y being independent is that

Plla<X<b)N(e<Y <d)]=Pla<X<bxPle<Y <d].

In general, what we mean by saying that random variables X and Y are independent isthat if A is
any event involving only X (suchas a < X < b), and B isany event involving only Y, then A
and B are independent events.
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(vi) Conditional distribution of X given event A: Supposethat fx(z) isthe density
function or probability function of X, and suppose that A is an event. The conditiona pdf or pf of
f(x)

"X given A" s fya(z]A) = { POA) if 2 isan outcomein event A

0 if z isnot an outcomein event A

2z for O<x<1
For example, supposethat fx(x) = { _
0, otherwise

and supposethat Aistheeventthat X < %

Then P(A)=P(X < §) =1 ,andfor 0 <z < 5, fxu(z|X < 3) = % = 8z, and
for x > %, Ixa(z| X < %) =0 (if wearegiventhat X < %,then it isnot possible for
x> %, so the conditional density isOif = > % ).

The conditional density must satisfy the same requirements as any probability density, it must
integrate to 1 over its probability space. Thisistrue for the example just presented, since
f01/2fX|A(:r\X < %)d:r = 01/28xd:r =1.

Example 4-8: A dieisloaded in such away that the probability of the face with j dots turning
up is proportional to jfor j=1,2,3,4,5,6 . What isthe probability, in oneroll of the die, that
an even number of dotswill turn up?

Solution: Let X denote the random variable representing the number of dots that appears when
thedieisrolledonce. Then, P[X = k] =R -k for k=1,2,3,4,5,6 , where R isthe
proportional constant. Since the sum of all of the probabilities of points that can occur must be 1,
it followsthat R-[1+2+3+4+5+6]=1,sothat R = 5; .

Then, P[even number of dotsturnsup] = P[2] + P[4] + P[6] = % = % . O

Example 4-9: Anordinary single dieis tossed repeatedly and independently until the first even
number turnsup. The random variable X is defined to be the number of the toss on which the
first even number turns up. Find the probability that X isan even number.

Solution: X isadiscrete random variable that can take on an integer value of 1 or more. The
probability function for X is p(z) = P[X = z]| = (%)” (thisisthe probability of x — 1
successive odd tosses followed by an even toss, we are using the independence of successive
tosses). Then,

P[X iseven| = P[2] + P[4] + P[6] + --- = (

N+
N~—
[
_l’_
—
DO
S~—
S
+
—~
D=
N—
=)
+
Il
—
Lo~
N
V)
Il
wl—
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Example 4-10: Suppose that the continuous random variable X has density function

flz) =3 —482% for — .25 <z < .25 (and f(z) =0 elsewhere). Find P[§ < X < ]
Solution: P[.125 < X < .3125] = P[.125 < X < .25] , sincethereisno density for X at
points greater than .25. The probability is [, (3 — 4827) da = 3% .

Example 4-11: Suppose that the continuous random variable X has the cumulative distribution

function F(z) = 1;7 for —oo <z < oo. Find X'sdensity function.

Solution: The density function for a continuous random variable is the first derivative of the
671

distribution function. The density function of X is f(x) = F'(x) = m O

Example 4-12: X isarandom variable for which P[X <x]=1—¢"* for z > 1,and
P[X < z] =0 for z < 1. Which of the following statementsis true?

A) PIX=2=1-¢2 and P[X=1]=1-¢"!

B) PIX=2]=1-¢2 and PIX<1]=1-¢"

C)P[X=2l=1-¢? and P X<1]=1-¢"!

D) PIX<2]=1-¢? and PX<1]=1-¢"!

E)PIX<2]=1-¢2 and PIX=1]=1-¢"

Solution: Since P[X <xz]=1-—¢" for z > 1,itfollowsthat P[X <1]=1-e""

But P[X <z]=0 if z <1,andthus P[X < 1] =0,s0that P[X =1]=1—-¢"!

(since P[X < 1] = P[X < 1]+ P[X =1]). Thiseiminatesanswers C and D. Since

the distribution function for X is continuous (and differentiable) for x > 1, it follows that

P[X =z] =0 for x > 1. Thiseliminates answers A, B and C. Thisis an example of arandom
variable X with amixed distribution, a point of probability at X = 1, with

P(X =1)=1-¢"!, and acontinuous distribution for X > 1 with pdf f(z) =e* for = > 1.
Answer: E O
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Example 4-13: A continuous random variable X has the density function
20 0<wz<j

0, elsewhere
1.25

Solution: P25 < X < 1.25] = [,.7 f(z) dx = f255 2xdx+f_é’25 22 dw = % :

Note that since X is a continuous random variable, the probability P[.25 < X < 1.25]

would bethesameas P[.25 < X < 1.25] . Thisisan example of adensity function defined
piecewise. The only consequence of thisisthat in finding a probability for an interval that
contains the point % we must set up two integrals, one integral ending at right hand limit % and
the other integral starting at left hand limit .

2z O<z< %,

Also, note that if the density function was defined to be g(z) = { 0 z=1/2
4-2z 1
3 g <ws2

(0 density at = = 1/2), then all probabilities are unchanged (since the two density functions f and

g differ at only one point, probability calculations, which are based on integrals of the density

function over an interval, are the same for both f and g). O

Example 4-14: The density function for the continuous random variable U is

e " for u>0 . .
fo(u) = {O - Findthe probability P[U < 2(U > 1].
- _ _ PU2N(U>1)] _ P<U<2
Solution: P[U <2|U > 1] = PS1] = P

Pl<U<2]= ffe‘“’ du=et—e?, PlU>1=[Tedu=¢e".
PlU<2U>1]=“=¢t"=1—¢". 0

e—1

Example 4-15: An ordinary single dieistossed repeatedly until the first even number turns up.
The random variable X is defined to be the number of the toss on which the first even number
turnsup. We define the following two events:. A = X iseven , B = X isamultipleof 3.
Determine whether or not events A and B are independent.
Solution: Thisisthe same distribution asin Example 4-9. X is a discrete random variable that
can take on an integer value of 1 or more. The probability function for X is

p(z) = PIX =a] = (3)" .

AN B = X isamultiple of 6 (multiple of 2 and of 3).
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Example 4-15 continued
Then P[ANB] = P[X =6o0r120r18.. ]
1 1 1 1 1 1
=G+ =G) el = &

1_(2)6
Wenotethat P[AN B] = % # % . % = P[A] - P[B], and therefore, A and B are not
independent. O

Example 4-16: A random sample of 4 independent random variables X, X, X3, X, is

2z for O<z<1

obtained. Each of the X;'s has a density function of theform  f(z) = {0 asanh
, elsewnere

We define the following two random variables:

Y = max{Xy, X2, X3, X4} and Z = min{X;1, Xo, X3, X4} .

Find the density functionsof Y and Z.

Solution: For Y we first find the distribution function.

P[Y <y] = Plmax{X;y, X2, X3, X4} < y]

=P[(Xi <y)N (X2 <y)N(Xs <y) N (Xy <)

= P[X; <y|- P[Xy <y]- P[Xz <y]- P[Xy <yl = (@)@)¥)W*) =¢* 0<y < 1.
(Weusethecdf of X, P[X <y| = [[2zdz =¢*.)

Thus, Fy(y) = PlY <yl=9" > fr(y) = Fy(y) =8y, 0<y <1,

For Z we find the survival function (complement of the distribution function).

P[Z > z] = Plmin{X1, X2, X3, X4} > 2]

=P[(X1>2)N (X2 >2)N(X3>2)N(Xy > 2)]

=P[X;>2] P[Xo>2]-P[X3>2]-PXy>z2]=(1-2)",0<z2<1.

Then Fy;(2) =P[Z<z]=1-P[Z>z=1-(1-2)*,0<z2<1,and

f2(2) = Fi(2) =4(1 = 2%)3(22) =82(1 — 2*)? ,0< 2 < 1.

Y and Z are examples of order statistics on a collection of independent random variables. A little
later we will consider order statistics in more detail. O
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Example 4-17: Example 4-4 considers the random variable
X = number of successive independent tosses of afair coin until the first head turns up.
X canbeany integer > 1, and the probability function of X is px(z) = P[X = z]| = Zi ,
for x =1,2,3,...
(a) Find the probability function of the conditional distribution of X given that the first head
occurs on an odd numbered toss. Find the probability that the first head occurs within the first 3
tosses given that the first head occurs on an odd numbered toss.
(b) Find the probability function of the conditional distribution of X given that the first head
occurs within the first 5 tosses. Find the probability that the first head occurs within the first 3
tosses given that the first head occurs within the first 5 tosses.
Solution: (a) A isthe event that the first head occurs on an odd numbered toss.
P(A)=PX=1+PX=3+=t+5+L+L.

1 1 1

1 1 1 2

RV

Then pya(e|X isodd) = 20 = B° — 2 Lif zisodd
3

and pxj4(z|X isodd) = 0 if xiseven. Then

P[X < 3|X isodd] = px(4(1]|X isodd) + px4(2| X isodd) + px(4(3| X isodd)
3 1 3 1
=55 +0+5 5 =.9375.
Note that we can dso find P[X < 3|X isodd] using the definition of conditional probability;
X<3nXisodd] P[X=1]+P[X=3] 3

i _ Bl 1,3 1
PIX <3| X isodd] = PlXisodd ~ — 573 =32-3+3 3.

(b) B isthe event that the first head occurs within the first 5 tosses.

1 1 1 1 1 1
1z
GF it 2 =1,2,3,4,5, and pyp(z|X <5) =0 if 2> 5.
32

pxp(z|X <5) =

32 1,32 1,32 1
=37 3 T31 2 t3 m=-903.
Alternatively,
- - - st+o+os
PIX <3|X <5] = PIX<30X<5| _ PIX=1]+P[X=21+P[X=3] _ >Fpty _ g0

P[X<5] P[X<5F] 3T
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Example 4-18: Bob just read a news report that suggested that one-quarter of all cars on the
road are imports, and the rest are domestic. Bob decides to test this suggestion by watching the
cars go by his house. Bob assumes that each successive car that goes by has a % chance of being
animport and a % chance of being domestic. Bob knows cars, and he can tell the difference
between imports and domestic cars. If Bob's assumption is correct, find the probability that Bob
will see at least 2 imports pass his house before the 3rd domestic car passes his house.

Solution: Assoon as the 4th car passes his house, Bob will know whether or not at |east
2 imports passed before the third domestic. If 2, 3 or 4 of the first 4 cars are imports, then
the 2nd import passed his house before the 3rd domestic. If O or 1 of thefirst 4 cars are
imports then the 3rd domestic passed his house before the 2nd import.

The probability of 2 of thefirst 4 cars being imports is the probability of any one of the
following 6 successions of 4 cars occurring:
IIDD,IDID,IDDI,DIID, DIDI, DDII .
Each one of those has a chance of (%)2(%)2 occurring, for atotal probability of

256 — 128 -
The probability of 3 of thefirst 4 cars being imports is the probability of any one of the
following 4 successionsof 4 carsoccurring: I I1D , II DI, IDII, DIII.

Each one of those has a chance of (i)?’@) occurring, for atotal probability of

1
3 _ 3
4 X 555 = 61 -

The probability that all 4 of thefirst 4 cars beingimportsis (§)* = 5 .

Therefore, the overall total probability of at least 2 imports passing Bob's house before the

27 3 . 1 _ 67
128 V64 T 256 = 256 - O

3rd domestic car passes his houseis
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PROBLEM SET 4
Random Variables and Probability Distributions

1. Let X beadiscrete random variable with probability function
P[X =a] =& for =1,2,3,... Whatisthe probability that X is even?

A) 1 B) 2 C) & D) 2 E) 2

2. (SOA) In modeling the number of claimsfiled by an individual under an automobile policy
during athree-year period, an actuary makes the simplifying assumption that for all integers
n>0,p = %pn , Where p, represents the probability that the policyholder filesn claims
during the period. Under this assumption, what is the probability that a policyholder files more
than oneclaim during the period?

A)0.04 B)0.16 C)0.20 D)0.80 E)0.96

3. Let X be a continuous random variable with density function
6x(1—z) for O<z<1
f(a:) a {0 otherwise

A) .0521  B) .1563 C) .3125 D) .5000  E) .8000

. Cdlculate P[|X — %] > i} :

4. Let X bearandom variable with distribution function

0 for z<0
§f0r0§x<1
F(:c):{i—i—% for 1<z <2 . Cadculae P[1<X<2].
%Jrl% for 2<2x<3
1 forxz>3
1
As BF Of Dy By

5. (SOA) Inasmall metropolitan area, annual losses due to storm, fire, and theft are
independently distributed random variables. The pdf's are:

Storm Fire Theft
. —2z/3 —5x/12
f(.l') e 2e 3 5e B
Determine the probability that the maximum of these losses exceeds 3 .
A) 0.002 B) 0.050 C) 0.159 D) 0.287 E) 0.414
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6. Let X7, X, and X3 bethree independent, identically distributed random variables each with

322 for 0<z<1

density function f(z) = { . Let Y =maz{Xy, X,, X3}. Find P[Y > {].

0 otherwise
1 37 343 7 511
A) B) 51 0 515 D) B 72
3 —&
7. Let thedistribution functionof X for z >0 be F(z)=1-3 xkg,
k=0 '

What isthe density function of X for = > 0?
3

Met BT O D) T et BTt

8. Let X havethe density function f(x) = 39%2 for 0 <z <#,and f(x) =0, otherwise. If

P[X > 1] = { ,find thevaueof .
ANz BEF o D2t B2

9. (SOA) A group insurance policy covers the medical claims of the employees of a small

company. The value, V', of the claims made in one year is described by V' = 100, 000Y" where'Y
E(1—y)* for 0<y<1
0 otherwise,

constant. What is the conditional probability that V exceeds 40,000, given that V exceeds 10,000?
A) 0.08 B) 0.13 C)0.17 D) 0.20 E) 0.51

isarandom variable with density function f(y) = { wherek isa

10. (SOA) An insurance company insures alarge number of homes. The insured value, X
of arandomly selected home is assumed to follow a distribution with density function

32zt for x>1
Jz) = {0 otherwise.

Given that arandomly selected homeisinsured for at least 1.5, what is the probability that it is
insured for less than 2?
A) 0.578 B) 0.684 C) 0.704 D) 0.829 E) 0.875
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11. (SOA) Two lifeinsurance policies, each with a death benefit of 10,000 and a one-time
premium of 500, are sold to a couple, one for each person. The policies will expire at the end of
the tenth year. The probability that only the wife will survive at least ten yearsis 0.025, the
probability that only the husband will survive at least ten yearsis 0.01, and the probability that
both of them will survive at least ten yearsis 0.96. What is the expected excess of premiums over
claims, given that the husband survives at |east ten years?

A) 350 B) 385 C) 397 D) 870 E) 897

12. X; and X, aretwo independent random variables, but they have the same density function

2z for O<z<1 . . . .
flx)= { . Find the probability that the maximum of X; and X isat least .5.
0, elsewhere

A) 92 B).94 C).9% D).98 E) 100

13. For two random variables, the "distance" between two distributions is defined to
be the maximum, mﬁzx |Fy(x) — Fy(x)| over therange for which F; and F; are defined,
aul x

where F'(z) isthe cumulative distribution function. Find the distance between the following two
distributions:

(i) uniformontheinterval [0, 1],

(i) pdfis f(z) = (le for 0 <z < oo .
A)O B)i O D) E) 1

o

1
2

14. A family health insurance policy paysthe total of the first three claimsin ayear. If thereis
one claim during the year, the amount claimed is uniformly distributed between 100 and 500. If
there are two claims in the year, the total amount claimed is uniformly distributed between 200
and 1000, and if there are three claims in the year, the total amount claimed is uniformly
distributed between 500 and 2000. The probabilities of 0, 1, 2 and 3 claims in the year are

5, .3, .1, .1 respectively. Find the probability that the insurer pays at least 500 in total claims
for the year.

A) .10 B) .12 C) .14 D) .16 E) .18
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15. (SOA) Thelossdueto afirein acommercial building is modeled by arandom variable X
with density function

fa) = 0.005(20—z) for 0 <z < 20
V=0 otherwise.

Given that afire loss exceeds 8, what is the probability that it exceeds 16?
1 1 1 1 3
A) 55 B) 5 O g D) 3 B -

16. (SOA) The lifetime of a machine part has a continuous distribution on the interval (0, 40)
with probability density function f, where f(z) is proportional to (10 + )72 .

Calculate the probability that the lifetime of the machine part isless than 6.

A) 0.04 B) 0.15 C) 0.47 D) 0.53 E) 0.94

17. X isacontinuous random variable with density function f(z) =ce ™,z > 1.
Find P[X < 3|X > 2].
A)1—e! B) e! C)1—e? D) el —e? E) e?2—-¢?
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PROBLEM SET 4 SOLUTIONS

2. A requirement for avalid distributionis > p, = 1.

k=0
Since p, = %pn_l = % . %pn_Q = % . %--%po = (%)”po , it follows that
oo oo
1= = Z(%)kpo = pp - 1; (infinite geometric series) so that py = %
=0 k= 5

4 PL<X<2=PX<2-PX<1=F@) - limF(x)= B-t=%

Answer: E

5. Plmax{S,F,T} > 3| =1— Plmax{S,F,T,} <3].

Plmaz{S,F,T,} <3| = P[(S <3)N(F <3)n (T < 3)]

= P[S <3]-P[F < 3] P[T < 3]

=(1—e )1 —e¥/19)(1 —e3/>1) = 586.

Plmaz{S,F,T} >3] =1—.586 = .414 . Answer: E

6. Ply>i=1-Py<li=1-PXi<Hn<ihn<d)
=1 (PIX < 3] =1-[f)*32%da]? =1 () = 2L Answer: E
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k=1 -z k —x 3 k_pok—1
7. f(x)zF/(l‘)Z_zkx N :e_x'z[x i }

z—1 2?2z z373x2] _ ez
-6

A e s s S e

8. Since f(z) =0if = > 6,andsince P[X > 1] = % , wemust concludethat 6 > 1.
Then, P[X > 1] = [/ f( = [ 3 32 1y 1 — 45 = &, orequivalently, 6 =2.

Answer: E

9. Inorder for f(y ) to be a properly defined density function it must be true that

fo dy—fo )4dy:1—>k-(%):1—>k‘:5.

We wish to find the conditional probability 2[100,000Y > 40, 000|100,000Y > 10, 000] .
For events A and B, the definition of the conditional probability P[A|B]

P[A|B] = P}j‘[gﬁ . With A = 100,000Y > 40,000 and
B =100,000Y > 10,000 ,wehave ANB = A, and,

P[100,000Y > 40,000/100,000% > 10,000] = Boctony =100 -

From the density function for Y we have

P[100,000Y > 40,000] = P[Y > 4] = f4 y)dy = f_i5(1 —y)tdy = (.6)°, and
P[100,000Y > 10,000] = P[Y > 1] = [} f(y)dy = [15(1 — y)*dy = (.9)" .
The conditional probability in questionis E:gga =.132. Answer: B

10. We are asked to find a conditional probability P[X < 2|X > 1.5].

The definition of conditional probability is P[A|B] = ﬁgﬁ .

Then, P[X < 2|X > 1.5] = % .

From the given density function of X we get

PIX > 15] = [5 32~ do = (755 = -29630 and

P15 < X <2]= [} 307 de = 755 — gy = 17130,

Then, P[X <2|X >1.5] =2 ][}[';Sﬁ;f] — T80 _ 578, Answer: A
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11. W isthe event that the wife will survive at least 10 years, and H isthe event that the
husband will survive at least 10 years. We aregiven P[W N H'] =.025 , P[W' N H] = .01 ,
and P[W N H| = .96 . Given that the husband survives at least 10 years, the probability that the

wife survives at least 10 yearsis P[W|H] = P[E&gfﬂ = P?g} , and the probability that the
wife does not survive at least 10 yearsis P[W|H| = P[E&gfﬂ = P'([)}ﬂ .

Wecanfind P[H| = P[W N H|+ P[W N H|=.96+ .01 =.97, or usethetable

w w’
P[H] <« P[W N H] = .96 + PW'NnH]=.01
=.97 given given

Given that the husband survives 10 years, the claim will either be O if the wife survives 10 years,
and 10,000 if the wife does not survive 10 years.

The expected amount of claim given that the husband survives 10 yearsis

(0) - P[W|H] + (10,0000) - P[W|H] = 10,000 - é = 103.09 .

The total premium is 1,000 (for the two insurance policies), so that the excess premium over
expected claimis 1000 — 103.09 = 897 . Answer: E

12. Plmaz{X1,Xo} > .5 =1 — P[(X; < .5) N (X5 < .5)]

=1-P[X, <.5]- P[X; < .5].

P[X; < 5] = fo x)dr = fo 2zdx = .25 ,and P[X, < .5] = .25 dso.
Then Plmax{Xy, X2} > .5] =1— (.25)(.25) = .9375. Answer: B

13. Fl( J=zfor 0<z<1,and Fi(x)=1for x >1.
Fy(z) = [ t+12dt—1 i for > 0.

For 0<z <1, |Fi(z)— F(z)| = |z + :c+1 — 1|, which is maximized at either

1

x = 0,1 oracritical point; critical points occur where 1 — @1

|F1(0) — F3(0)] = 0, [F(1) — Fy(1)| = 3.

For z > 1, |Fi(x) — Fs(x )|—|1+1,Jrl 1|:“TLle , which decreases.

1

The distance between the two distributionsis 3 - Answer: C

)2—0 orx=0.
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14. T = total claimsfor theyear, N = number of claimsfor the year .
3
P[T > 500] =Y P[(T > 500) N (N = k)]
k=0

= P[(T > 500) N (N =2)] + P[(T > 500) N (N = 3)]

(thisistrue sinceif thereare 0 or 1 claim, then total must be < 500).
1000—500

P[(T > 500) N (N = 2)] = P[T > 500|N = 2] - P[N = 2] = {555=500 " (-1) = .0625, and
P[(T >500)N (N =3)] = P[T >500|N =3]-P[N=3]=1-(1)=.1.
Then P[T" > 500] = .0625 + .1 = .1625 . Answer: D

15. We are asked to find the conditional probability
P[X > 16|X > 8] = I;[[))((fg] .
PIX >8] = [2.005(20 — =) dz = .36 ,
P[X > 16] = [[.005(20 — z) dz = .04.
[

P[X >16|X >8] =4 =5 . Answer: B

16. f(x)=c(10+x)? , 0 <z <40.
The total probability must be 1, so that f (10 + z) 2 dx = c[% —gl=1.
Therefore, ¢ = 12.5 and f(x) = 12.5(10 + z) 2

Then, PIX < 6] = [*f(x)dz = [12.5(10 + 2)2dz = —12.5(10+2)"!| = 46875.

=0

Answer: C

P2<X<3]
P[X>2]
PIX >2]= [Sce"dz=ce? , P2<X <3]= f;ce*”” dr =c(e™? —e™?),

—2_673)

17. P[X < 3|X > 2] =

PIX<3x>2=9—¢) 11,
Notethat wecanfind ¢, from 1 = [*f(z)dz = [[Tce *dz =ce ' »c=¢;
but thisis not necessary for thlsexerC|se. Answer: A
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SECTION 5- EXPECTATION
AND OTHER DISTRIBUTION PARAMETERS

Expected value of arandom variable:

A random variable isanumerical outcome from an experiment or from arandom procedure. If it
is possible to repeat the experiment many times, the numerical outcomes will fluctuate from one
experiment to the next because of the variability inherent in the behavior of arandom variable.
Although successive numerical outcomes of the random variable will fluctuate, as more and more
random outcomes are observed, the numerical average of those outcomes will tend to stabilize.
For instance, if we repeatedly toss afair die, each successive outcome will be an integer from 1 to
6, but as the number of successive tossesn gets large, if we calculate the average outcome of the
n tosses, it will tend toward a constant limit. Thisis the average value, or expected value, or the
mean of the random variable.

For arandom variable X, the expected value (also called the expectation) isdenoted E[X] , or
Lx Or u. Themean isinterpreted asthe "average" of the random outcomes.

Mean of a Discrete Random Variable

For adiscrete random variable, the expected value of X is

Yz - p(x) = z1 - p(z1) + z2 - p(x2) + - - -, where the sum is taken over all points z at
which X has non-zero probability. For instance, if X isthe result of onetoss of afair die, then
B[X]= (1) () +(2) - (§) + -+ (6)- (3) = 5. Themeaning of thisvalueisthat if the die
istossed many times, then the "long-run" average of the numbersturning up is % .

We can see this from another point of view. Suppose that we toss the die n times. Then, "on

average", we expect that there will be % tossesthat are 1, and the samefor 2, 3, 4, 5, and 6.

Therefore, the average outcome would be the total of all the tosses, divided by n, whichis

HUHHRHDOBOHROHRO) _ 1y (1) 4 ). (1) 4. 4 (6)- (1) = I
n - 6 6 6/ 2

which is the same as the formal definition of the mean.

Note that the mean of arandom variable X is not necessarily one of the possible outcomes for X
(% is not a possible outcome when tossing adie).
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Mean of a Continuous Random Variable
For a continuous random variable, the expected valueis [z - f(x) dz .

Although thisintegral iswritten with lower limit — oo and upper limit oo, the interval of
2z for O<z<1

integration isthe interval of non-zero—density for X. Forinstance, if f(z) = {0 asant
, elsewnere

then E[X] = [,z - (22)dx = [, 222 dz = 2 . Notethat even though this random variable is
defined on the interval (0, 1), the mean is not the midpoint of that interval. This could have been
anticipated since the density is higher for  values near 1 than it isfor x values near 0. The
distribution is weighted more heavily toward 1 than 0. This can also be seen, for instance, by
noting that P[0 < X < %]: i ,and P[% <X<1]:%.

The expected value is the "average" over the range of values that X can be, in the sense of the
average being the "weighted center" (not necessarily the "geographic center") of the distribution.
In the case of the die toss example above, all outcomes were equally likely, soit is not surprising
that the mean wasin the middle of the possible outcomes. In the continuous example in the
previous paragraph, the mean of % reflected the higher density for the values closeto 1.

Expectation of A(z): If hisafunction, then E[h(X)] isequato > h(x) - p(x)

if X isadiscreterandom variable, anditisequal to [ h(z) - f(z)dz if X isa
continuous random variable. Supposethat h(x) = \/E . Then for the die toss example,

BMX)]) = BlVX] = (V1) - (§) + (V) - (5) +-+ (V6) - () = 1.805.

. . . . . 2z for 0<z<1
For the continuous random variable with density function f(x) = {

wehave E[h(X)] = E[vVX] = [} /z - (2z)dz =

0, elsewhere

Example5-1: Let X equal the number of tosses of afair die until the first "1" appears.
Find E[X].

Solution: X isadiscrete random variable that can take on an integer value > 1. The
probability that the first 1 appears on the z-th tossis p(x) = (‘2)“‘ 1( ) for z >1

(x — 1tossesthat are not 1 followed by a1). Thisisthe probability function of X. Then

B[X] = Sk £0) = k- (1) () = (DIL+2(3) + 33 +--1.

We use the general increasing geometric seriesrelation 1+ 2r +3r2 + -+ = (1_1r)2 )
sothat E[X] = (3) —1 =6. O
X1 =(3)
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Example 5-1 used an identity involving an infinite increasing geometric series. It isworthwhile

knowing thisidentity. There are a number of ways to derive the infinite increasing geometric

seriesformula used in Example 5-1. For instance, from the equation

l+r+r?4+r34+... =
2 —

142r4+3r +..- = = -

ir , if we differentiate both sides of the equation, we get

—

Example5-2: A fair dieistossed until thefirst 1 appears. Let 2 equal the number of tosses
required, x = 1,2,3,... Youaretoreceive (.5)" dollarsif thefirst 1 appears on the z-th toss.
What is the expected amount that you will receive?

Solution: Thisisthe same distribution asin Example 5-1 above, with the probability that the
first 1 appears on the z-th toss being (%)1’*1(%) for x > 1 (z — 1tossesthat are not 1, followed
by a 1), and the amount received in that caseis h(z) = (.5)". Then, the expected amount

received is E[1(X)] = E[(5)%] = - (5)"(2)1(4) = ()L + () + ()2 +--1= 1. O

Moments of arandom variable: If n > 1 isaninteger, the n-th moment of X is E[X™].
If the mean of X is i, then the n-th central moment of X (about themean ) is E[(X — u)"].

Example 5-3: Youaregiventhat # > 0 isaconstant, and the density function of X is
flz) = fe=*? for z > 0, and 0 elsewhere. Find the n-th moment of X, wheren isanon-
negative integer (assuming that 6 > 0).

Solution: Then-th moment of X is E[X"] = [[*z" - fe~*’dx . Applying integration by
parts, this can be written as

r=
foocxn d( _ e—x(?) — _ :Une—xﬁ

[ee]
o0 — - o0 — -
—f —na" e wdm:f na" le "y .
_ 0 0
=0
n!

Repeatedly applying integration by partsresultsin E[X"] = 7 .

An Alternative to integration by partsis the method mentioned on page 23.

It isworthwhile noting the general form of theintegral that appearsin this example;

if &> 0 isaninteger and a > 0, then by repeated applications of integration by parts, we
have [J"tFe otdt= K. .

Inthisexample [;“z"0e *dz =0 [[“z"e *’dx =0 - 9%411 = g—,! . O
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Symmetric Distribution: If X isa continuous random variable with pdf f(z), andif c isa
point for which f(c +t) = f(c —t) foral ¢ > 0, then X issaid to have a symmetric
distribution about the point = = c¢. For such adistribution, the mean will be the point of
symmetry, E[X] = c. Thiswill be shown in more detail later in the notes, and we will review a
couple of specific symmetric distributions.

Variance of X:

Let us go back to the die toss example again. We saw that the mean of X, the outcome of the fair
die toss, was % Each time the die is tossed, the actual outcomeisfrom 1 to 6, so there will be
some "deviation" or distance in the outcome from the mean of % . Sometimes the deviation will
be % (for tosses that are 3 or 4), sometimes the deviation will be % and sometimesiit will be g
Now suppose that we consider a modification to this die toss example in which we use a modified
die which has three sides each with 1 on them, and 3 sides each with 6 on them. The random
variable Y that represents the outcome of the modified die has the following probability
distribution: P[Y = 1] = % , PIY =6] = % . Themean of Y is I, but each time the modified
dieistossed, the deviation of the outcome from the mean is always g . We see that both the
original die and the modified die have the same mean, but the modified die tends to have
outcomes that have larger deviation from the mean.

In probability theory, there is a generally accepted way of measuring the derivation from the

mean that occursin arandom variable. Thisis called the variance of the random variable. The

variance of X isdenoted Var[X], V[X], 0% or o2. Thevarianceis defined as follows:
Var[X] = E[(X—ux)?] (thevarianceisthe 2nd central moment of X about its mean).

Itispossibleto show that Var[X] = E[X?] — (E[X])? = E[X?] — p% .
Thisis usually the most efficient way to calculate variance.

The variance is ameasure of the "dispersion” of X about the mean. A large variance indicates
significant levels of probability or density for points far from E[X]. Thevarianceisaways > 0.
The variance of X isequal to 0 only if X has a discrete distribution with a single point and
probability 1 at that point (not random at al).
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For the original standard die toss example, we have
VarlX] = E[X?J —(EXD) =T - (57 =15-

2z for O<z<1

For the continuous random variable with density function f(x) = { , we have
0, elsewhere

and Var[X] = E[X? — (E[X])? =5 — (3)* = & .

1
E[X?| = [j2* - (2z)dx = 5 —(3)" =13

NI

Standard deviation of X: The standard deviation of the random variable X isthe square root
of the variance, and isdenoted ox = \/Var[X]. Thecoefficient of variation of X is Z—);

Example 5-4: A continuous random variable X has density function
1—|z| if |z|<1
fx(z) = { :
The continuous random variable W has density function
5—.25|w| if |w|<2
f(w) = {0, elsewhere

Find the mean and variance of X and .

0, elsewhere

Solution: The density of X is symmetric about 0 (since | — x| = |z| , it follows that

fx(z) = fx(—=x)),sothat E[X]=0.

This can be verified directly:

ElX] = [Lz( —|z))dz = [*z(1 + 2)dz + [jo(1 —z)dz = —

Then, Var[ | = E[X?] - (E[X])? = E[X?] = [!,22(1 — |2]) da
= [0 22(1 + x) dx—i-lel—x)dx—%.

The pdf of W isalso symmetric about O for the same reason, and has mean E[W] =0, or

E[W] = f_22x(.5 — .25|z|) dx = fBQ:L’(.5 + .25z) dz + f02$(.5 — .25z)dr = — % + % =0.

Then Var[W] = E[W? - (E[W])? = E[W? = f2 2?(.5 — .25|z|) dx

= [%2%(5 + .252) dz + [2*(5— 252)dr =5+ 5 =3 .

The graphs of the pdfs of X and 1/ are in the diagram on the following page. We see that the pdf

=0.

D=

_l’_

D=

of W ismore widely dispersed about its mean than the pdf of X is, and so we would anticipate a
larger variance for W' by comparing the graphs. Comparison of pdf's to determine relative size of
variance might not always be as straightforward asitisin

this example.
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Example 5-4 continued
The graphs of the pdfs of X and W arein the following diagram:

.ll
ll.l
oS xlz)

Moment generating function of random variable X: The moment generating function of
X (mgf) isdenoted Mx(t), mx(t), M(t) or m(t), anditisdefined to be Mx(t) = E[e*].

If X isadiscreterandom variablethen Mx(t) = Ze*p(x) .

If X isacontinuousrandom variablethen Mx(t) = [°_e™ f(z)dz .

Some important propertiesthat moment generating functions satisfy are

(i) Itisawaystruethat Mx(0) = 1. For instance, in the continuous case,
Mx(0) = [* " f(z)dz = [T f(z)dz=1.

(i) The moments of X can be found from the successive derivatives of Mx(¢).

(n n d?
Mj(0) = BIX] . M{(0) = BIX*] , M{(0) = E[X"], {z In[Mx(®))|_ = Varlx].
For instance, in the continuous case,
M)/(()_c(lit _dtf e f(x d:z;—foodt e f(z)dx = [7 xe” f(z)dx, sothat
M5 (0) = f_ooerTf( )dx = f_ooscf(:n) dr = E[X] .

(iii) The moment generating function of X might not exist for all real numbers, but usually exists
on some interval of real numbers.

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



SECTION 5- EXPECTATION AND DISTRIBUTION PARAMETERS 141

Example 5-5: Thepdf of X is f(x) = 5¢=° for = > 0. Find the moment generating function
of X and useit to find the first and second moments of X, and the variance of X.

Solution: My (t) = [ e -5e ™ dz =5 e " dz = %

(we have used the integration rule f(foe*“t dt = % if a>0).

Thisintegrationisvalidif 5 —t¢ > 0, or equivaently, if t <5.

d 5 1
Then fMx(0)]_ = My(0) = 52y = 5 = EIX
da? 2x5 2
and WMX(t)L:O = Mx(0) = (5_><0)3 =95 = E[X?].
Thevariance of X is Var[X] = E[X?] - (E[X])* =5 . O

Example 5-6: Find the moment generating function for each of these two random variables.

(i) X = outcome of adietoss, p(z) = P[X =z] = % forz=1,2,3,4,5,6.
2z for O<z<1

(i) X isacontinuous random variable with density function f(x) = {
0, elsewhere

Solution: (i) Mx(t) = E[e"X] =Y e - p(x)

ol oo 1o L ol s 1 e 11 peefi—1
=e-gregtret-gret gt g5 =5¢(01)-

Notethat M (1) = ¢ § +26% - 4 3¢% - el £ 4567 4 466§
nd 000 = MO =1 b2 b beaas bae k=T o B,

t=0

Also
d? 1 1 1 1 1 1 91
WMX(t)L:O:M)/é(O):12'6+22‘6+32'6+42‘6+52'6+62‘6:KZE[XQ]-

Thevariance of X is E[X?] — (E[X])? = % _ (%)2 =3

tx tr |2=1 t t
(i) Mx(t) = fye - fla) da = [yet - 2wdn =2(25 = )| =25 = Gt) = Mx(t).

t t 2t t 2t t t
Then Mé((t) — 2(t€t;€ _ tte —%Ee +2t) — 2(t e —2t§3+26 —2) )

Note that M (0) isfound as alimit, 1It|rr01 2(’524*%?#) = % = E[X] (by I'Hospital'srule).

The antiderivative of e* - 22 was found by integration by parts. A useful point to note isthe

genera antiderivative f reCdxr = %w — ecL; , If c isaconstant. This antiderivative has

come up from time to time on previous exams. It is much more straightforward to find E[X] and
E[X?] directly as fola: - f(z)dz = folsc 2edr = f012$2 dz = % and f01x2 - f(z)dx

for the random variablein part (ii). O
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Example 5-7: The moment generating function of X isgivenas —* for ¢ < a, where o > 0.
Find Var[X].

Solution: Var(X] = E[X*] - (E[X])*. E[X] = M(0) = i;%5|,_ = i,
and E[X?) = M}(0) = (9| =% - VarlX] =5 — (1) =21 -
Alternatively, In Mx(t) = in(=%5) = lna — ln(a —t)» Lin L

t
and j—; In[Mx(t)] = ﬁ sothat Var[X]| = dtQ In[Mx(t )]

Thisislike Example 5-5 above, with 5 replaced by a. O

Percentiles of adistribution: If 0 < p < 1, thenthe 100p-th percentile of the distribution of
X isthe number ¢, which satisfies both of the following inequalities:

P[X <¢)| >p and P[X > ¢, >1—p. Foracontinuous random variable, it is sufficient to
find the ¢, for which P[X <¢,| =p. If p=.5,the50-th percentile of a distribution is
referred to asthe median of the distribution; it isthe point M for which P[X < M] =.5.
The median M isthe 50% probability point, half of the distribution probability is to the left of M
and half isto theright. If X has asymmetric distribution about the point = = ¢, then the mean
and the median of X will be equal to c.

. . . . . 2z for O<a<1
For the continuous random variable with density function f(x) = {
0, elsewhere

the median is M, where ["'2xde = M2 = 5, sothat M = +/.5 = .7071 . Thisisillustrated
in the graph below. The shaded area below has probability .5, and isto theleft of M = .7071,

the median.
F{xy=2x

8.5 T 1 1.5
b4
M=.7871
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Example 5-8: The continuous random variable X has pdf f(z) = % e~ 1*l for
— o0 <z < oo . Findthe 87.5-th percentile of the distribution.
Solution: The 87.5-th percentile is the number b for which
85 =PX <b]=["_ flz)de=[" 3 eda.
Note that this distribution is symmetric about 0, since f( — z) = f(x), so the mean and median
areboth 0. Thus, b > 0, and so
ffm% e Il dy = ffoo% ce7leldr + fob% e lldy = 5+ fob% et dx
=5+ 3(1—e?)=.875 = b= —In(.25) = Ind. O

The mode of adistribution: The mode is any point m at which the probability or density
function f(z)ismaximized. The mode of the distribution in the graph aboveis 1, since the
maximum value of f(x) occursat = = 1.

The skewness of a distribution: If the mean of random variable X is ;, and the varianceis o
then the skewnessis definedtobe E[(X — u)3]/o? . If skewness s positive, the distribution is
said to be skewed to theright, and if skewnessis negative it is skewed to the | eft.

Some results and formulasrelating to distribution moments:

(i) The mean of arandom variable X might not exist, it might be + coor — oo, and the

variance of X might be + oco. For example, the continuous random variable X with
L for 2>1
22 -

pof f(2) = {

h =
0. othenise as expected value [z - 4 do = + o

(ii) For any constants a;, as and b and functions h; and ha,
E[alhl(X) + azhz(X) -+ b] = alE[hl(X)] —+ azE[hz(X)] + b.
Asaspecial case, E[aX + b] =aFE[X]+b.

(iii) If X isarandom variable defined on theinterval [a, 00) (f(z) =0 for x < a),
then E[X]=a+ [°[l — F(z)]dz , and if X isdefined ontheinterval [a,b] , where
b < oo,then E[X] =a+ f(j’[l — F(z)]dz . Thisrelationshipisvalid for any random
variable, discrete, continuous or with a mixed distribution. Asaspecial, case, if X isa
non-negative random variable (defined on [0, co) or (0, c0) ) then

= [ — )] dz
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(iv) Jensen'sinequality: If hisafunction and X isarandom variable such that

j—; h(z) = h"(xz) > 0 atall pointsx with non-zero density or probability for X,

then FE[h(X)] > h(E[X]),andif A" > 0then E[h(X)] > h(F[X]). Theinequality
reversesif h” < 0. Forexample, if h(x) = 2%, then h’(x) =2 >0 for any x, so that
E[X?] > (E[X])? (thisisasotruesince Var[X] = E[X?] — (E[X])? > 0 for any random
variable X). Asanother example, if X isapositive random variable (i.e., X has non-zero
density or probability only for = > 0), and h(z) = \/z, then " (z) = 4271/2 <0for x>0,
and it follows from Jensen'sinequality that E[v/X] < \/E[X] .

(v) If @ and b are constants, then Var[aX + b] = a?Var[X].

(vi) Chebyshev'sinequality: If X isarandom variable with mean px and standard
deviation oy, then for any real number r > 0, P[|X — ux| > rox] < T_12 .

(vii) Suppose that for the random variable X, the moment generating function Mx (t)

existsin an interval containing the point ¢ = 0. Then % MX(t)| 0= M)(?)(O) = E[X"],
t=|

the n-th moment of X, and

&M = ggggg = B[X], and & in[Mx(t)]| = Var[X].

The Taylor series expansion of Mx (t) expanded about the point ¢t =0 is
Mx(t) =S B BX* =1+t EX]+ 5 BXY+ L B[X% + -
k=0""

Therefore, if we are given amoment generating function and we are able to formul ate the Taylor
series expansion about the point ¢t = 0, we can identify the successive moments of X.

If X hasadiscrete distribution with probability space {x1, z,x3,...} and probability function
P(X = zy) = px , then the moment generating function is

Mx(t) = e - py + €™ - py+e™ - ps+---.

Conversely, if we are given amoment generating function in this form (a sum of exponential
factors), then we can identify the points of probability and their probabilities. Thisisillustrated in
Example 15-17 below.

If X; and X, are random variables, and My, (t) = My, (t) for al valuesof ¢ in aninterva
containing ¢ = 0, then X; and X, have identical probability distributions.
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(viii) The median (50-th percentile) and other percentiles of a distribution are not always unique.
For example, if X isthe discrete random variable with probability function f(z) = .25 for
x=1,2,3,4, then the median of X would be any point from 2 to 3, but the usual convention is
to set the median to be the midpoint between the two "middle” valuesof X, M = 2.5.

(ix) Thedistribution of the random variable X is said to be symmetric about the point ¢ if
fle+1t)= f(c—1t) forany valueof t. It follows that the expected value of X and the median
of X isc. Also, for asymmetric distribution, any odd-order central moments about the mean are
0, thismeansthat E[(X — p)*] =0 if kisan odd integer > 1 .
To seethat the meanisc
EX]= [Tz f(x)de= [ o f(z)dz + [z f(z)ds
If we apply the change of variable t = = — ¢ to the each integral on the right, the first
becomes [* (c+1t)- fle+t)dt =c[°_flc+1) dt+f t- f(c+t)dt ,andthe
second becomes [“(c+t) - flc+t)dt =c [ flc+t)dt+ [t flc+t)dt.
Then, [°_flc+t)dt+ [ f(c+t)dt = [ f +t) dt = 1 (this can be seen if we
change the variableto u = ¢ + t, and the integral becomes f flu)du =1sdince fisa
pdf). Also, f t-flc+t)dt +f0 t- f(c+1t)dt =0 (thiscan be seen if we change
thevariablein thefirst integral to © = — ¢, so thefirst integral becomes
— [ u - f(c + u) du , which isthe negative of the second integral )

) If E[X]=u, Var[X] =02 and Z = =L then E[Z] =0 and Var[Z] = 1.

(xi) A "mixture" of distributions. Given any finite collection of random variables,
X1, Xo, ..., X; with density or probability functions, say fi(x), fo(x), ... fr(x),
where k is anon-negative integer, and given a set of "weights', a1, as, ..., ai, where

k
0<a;<1foreachiand ) «; =1, itispossibleto construct a new density function:
i=1

f(z) = aifi(z) + asfo(z) + -+ + ar fr.(x) , which isa"weighted average” of the original
density functions. It then follows that the resulting distribution X', whose density/probability
function is f, has moments and moment generating function which are weighted averages of the
original distribution moments and moment generating functions:

E[X"] = 1 E[X}] + a2 E[X}] + -+ + o, E[X}] and

Mx(t) = a1 My, (t) + asMx, (t) + -+ + ap Mx, () .
Mixtures of distributions will be considered again later in the study guide.
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Example 5-9: The skewness of arandom variable is defined to be 7E[(§;“)3] ,

where y = E[X] and 0% = Var[X] . Find the skewness of the random variable X with pdf

2z for O<z<1
f@) ={

0, elsewhere
Solution: y = E[X] = [jz-(2z)dz =2, E[X? = [2* (2z)dz = 1.
ot = Var[X] = BIX*] - (E[X 1> 1 -G =1%-
E[(X = p)’] = E[(X = )] = [y (@ = 3)* - (22) dx
= [)(a® =22 + J2 — 2)(22)do = — o=
Then E[(X—u)? _ —1/135 — _ 566

o3 (1/18)3/2
Since the skewness is negative, this random variable is said to be skewed to the left
(of itsmean). O

Example 5-10: In Neverland thereis a presidential election every year. The president must put
hisinvestments into ablind trust that earns compound interest at rate 10% (compounded
annually). Neverland has no term limits for elected officials. The current president was just
elected and has a blind trust worth $1,000,000 right now. The current president is very popular
and he assesses his chance of being re-elected to be .75 each year from now on. The next election
isone year from now, and elections will continue every year. Assuming the re-election
probability staysthe same year after year, find the expected value of the blind trust when the
current president first loses an election in the future.

Solution: Let X denote the number of years until the current president is not re-elected.
Thedistribution of X is

X: 1 2 3 . on .
p(z) : 25 (.75)(.25) (.75)2(.25) ... (.75)""1(.25)...
Blind Trust ~ 1.1M (1.1)2M (1.1)3M (1.1)" M

The expected value of the blind trust at the time the current president first loses an election is
E[(1.1)%] = (1.1)(.25) + (1.1)2(.75)(.25) + (1.1)3(.75)%(.25) +

= (L.1)(:25)[1 + (1.1)(-75) + ((1.1)(-75))* + -] = (1.1)(-25) [i=rqy0757) = 1.57
(million). Note that there isimplicit assumption that there is no upper limit on how long the
current president can survive. O
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Example 5-11: Smith finds the carnival game "over-under-seven” irresistible. The game
involves the random toss of two fair dice. If aplayer bets 1 on "over" and the total on the diceis
over 7, then the player wins 1 (otherwise he loses the 1 he bet). If he bets 1 on "under” and the
total on the dice is under 7 then he wins 1 (otherwise he loses). If he bets 1 on "seven" and the
total onthediceis 7 then he wins 4 (otherwise he loses 1). Smith devises the following strategy.
Hisfirst betis1 on "under". If he wins, he walks away with his net gain of 1. If heloses, he
doubles his bet to 2 on "under”. If he wins, he walks away with hisnet gain of 1. If heloses, he
doubles his bet to 4 and bets on "under”, etc. Smith walks away as soon as hewins. Find his
expected gain, and the number of betsit will take to win, on average.

Solution: Smith's net gainis 1 as soon as he first wins. Therefore, whenever he wins, his net
gainis 1, so his expected gain is 1. The probability of winning when betting "under” is 32 = 3 ,
since there are 15 winning dice combinations out of atotal of 6 x 6 = 36 dice combinations.
1-1,1-2,1-3,1-4,1-5,2-1,2-2,2-3,2-4,31,32,33,4-1,4-2, 51 arewinners for

"under". Let X be the bet number of hisfirst win. The probability function for X is
X: 1 2 3 n

p(x) B (1)) () o~ G
Then E[X]=53n- (35)" ! (53) = (33) - [L+2(55) + 3(35)* + -
= (3) [l = 5 =24.

We have used theidentity 1+ 2a + 3a2 4 --- = ﬁ for |a| < 1. O

—_

Example5-12: Thepdf of X is fi(x) = e for z > 0 and the pdf for X, is

fo(z) = 2e7% for z > 0. We define anew random variable X with pdf

f(z) = .5e ™ + e % for x > 0. Find the mean and variance of X.

Solution: f(x) = (.5)(e™®) + (.5)(2e72%) , which shows that X isamixture of X; and X, with
mixing weights .5 for X, and .5for X, . The first and second moments of X; and X, are

=00

EX\]=[Jz-e"do=—ze " —e" 0 = 1,
(I;:

T=
E[X}] = Ooow2 e tdr = —xle ™t — et — 27" 0 = 2.

Tr=

60 —2x —2x 1 2 r=ee 1
ElXy] = [z -2 de = —ze™® — ge =3,
=0 T=00
E[X2] = fooox2 ey = — e — pe 2 — %6*2‘” 0 = % )
=

Then E[X] = [z - f(z)dz = [ - [(.5)

= (B)E[X1] + (B)E[Xp] = (5)(1) + (-5)(%) =.75,

and similarly, E[X?] = (.5)E[X?] + ((5)E[X3] = (.5)(2) + (.5)(%) =1.25.
Then, Var[X] = E[X?] — (E[X])? = 1.25 — (.75)* = .6875 .

Notethat Var[X]isnot .5Var[Xi]+ .5Var[Xs] . O
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2z for O<z<1
Example5-13; Thepdf of X is fx(z) :{

0, otherwise

[N

Find the mean and cdf of the conditional distribution of X given that X <
Solution: IfAistheeventthaI X < l ,then P(A) = P[X ]

1
4
and fxa(z|X < 1) m =8z ,for 0 <2 <1, and fX|A(x|X %

) =0, otherwise.
EX|X < ] f1/2x fX|A(a:|X< 5)dx = 1/33'8xd:1::

The cdf of the conditional distribution is

Fxa(t) = PIX < t|X < )= [ fyja(e)de = [j8zde = 4t* for 0<t <

and Fxa(t) =1 for ¢t > % :

1
3 -

NI

Note aso that we can find the cdf of the conditional distribution from

PX<tnX<
Fxjalt) = P[X<t|X<] %—mfort<%l:l

Example 5-14: The continuous random variable X haspdf f(xz)=1for 0 <z < 1.
X1, X, and X3 are independent random variables, all with the same distribution as X.
Y = max{X;, X2 X3} and Z = min{X,, Xy X3} . Find E[Y — Z].
Solution: When dealing with the maximum or minimum of a collection of random variables, it
is usually most efficient to work with the cdf £ or the survival functionS =1 — F'.
Thecdf of Yis Fy(y) = P(Y <y) = P(max{X1, X5 X3} <vy).
In order for theinequality maxz{X;, Xy X3} < y tobetrue, it must be true that each of X1, Xy,
and X; are < y. Therefore, P(max{X;, X X3} <y)=P(X;i <yNnXe<ynNnX;<y).
Since X, X, and X3 areindependent random variables, thisis equal to
P(X1 <y) - P(X> <y) P(X3 <y) = [Fx(y)].
From the definition of the distribution of X, wehave Fy(z) = P(X <z) = [j1dt =z .
It followsthat Fy(y) = y°. Since X isdefined on theinterval 0 < z < 1, the sameistrue
for Y. Wecan find E[Y] by first finding fy(y) = Fy-(y) = 3y* , and then
= oy fr(y)dy = [y-3y*dy = [}3y°dy =13 .
Since Y > 0 (Y isanon-negative random variable), we can also formulate the mean of Y as
ElY]= [*[1 — Fy(y)] dy Wenotethat Fy(y) = y* for y > 1, and therefore,

fol_ dy—

The survival function of Z is Sz(z) = P(Z > z)] = P(min{X;, X2 X3} > 2).
In order for the inequality min{X,, Xy X3} > 2 to betrue, it must be true that each of X, X
and X3 are > z. Therefore, P(min{X;, X; X3} >2)=P(X; >2NXo>2NX3 > 2).
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Example 15-14 continued
Since X, X, and X3 are independent random variables, Sz (z) isequal to

S7(2) =P(X;>2) - P(Xyg>2) - P(X3>2)=[Sx(2))P=[1-Fx(2)]}=[1-2>.

Then fz(2) = F}(z) = — S4(2) = 3(1 — 2)? (using the chain rule), and Z is defined on the
interval 0 < z<1.

Then, E[Z] = folz - fz(z)dz = folz 3(1—2)%dz = i .

Finaly, E[Y — Z] = E[Y] - E[Z] =3 — 1

Alternatively, since Fz(z) =1 for z > 1, we have
= [ = Fz(2)]dz = [[L - Fz(2)]dx = [} Sz(2)dz = [;(1—2)*dz= 1. O

Example 5-15: Smith and Jones both love to gamble. Smith finds a casino that offers a game of
chance in which afair coin istossed until the first head appears. If the first head appears on toss
number X (X =1,2,3,...), thegame paysout $3000(1 — 2%() . The casino charges $2100 to
play the game. Jones realizes that, on average, the first head will occur on the 2nd toss, so he
estimates that the on average, the payout on agame will be 3000(1 — —) = 2250, and thinks
thisisagood game to play. Smith, who is a deeper thinker than Jones, uses Jensen's inequality to
get an idea of what the expected payout will be. Smith then calculates the exact expected payout.
Describe Smith's conclusions:

Solution: The amount paid out in the gameis h(z) = 3000(1 — 5 Ly,

Smith noticesthat A'(z) = 3000(5 )(In2) and h(z) = — 3000()(In2)? < 0.

It follows from Jensen'sinequality that E[h(X)] < h(E[X]) .

E[h(X)] = E[3000(1 — QLX)] isthe expected payout, and

h(E[X]) = 3000(1 — 2E1[X ) = 3000(1 — ) = 2250

(wecan find E[X] inaway similar to the method applied in Example 5-1 above, where we found
the expected toss number of the first "1" when afair dieis repeatedly tossed; for the toss of the
fair coin, the expected toss number of thefirst head is E[X]| = 2).

Jensen'sinequality shows that the expected payout will be less than 2250.

The exact expected payout is  E[3000 (1 — )] = 3000(1 — [le]) , so we find
Ell=1.PX=1)+4 P(X= )~|—2—13-P(X_3)
1 1 1 1 1 1 1 1 1 1
Syttt TitptEtoo=g3
Then E[3000 (1 — 3¢ )] = 3000(1 — %) = 2000 is the expected payout. O
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Example 5-16: For each of the following random variables, use Chebyshev's inequality to get
an upper bound on the probabilities P[|X — E[X]| > /Var[X]] and

P[|X — B[X]| > 2y/Var[X]], and aso calculate the exact probabilities.

() X istheresult of afair dietoss, 1,2,3,4,5,6 , each with probability % .

(b) X iscontinuouswith pdf fx(z)=1 for 0 <z <1.

(c) X iscontinuouswith pdf fx(z) =e* for 0 < x.

Solution: According to Chebyshev'sinequality, P[|X — E[X]| > ry/Var[X]] < % :
Therefore, with r = 1, using Chebyshev's inequality, we have

P[|X - E[X]| > /Var[X]] < 1(since any probability must be < 1, thiswill aways betrue).
With r = 2, using Chebyshev'sinequality, we have P[|X — E[X]| > 2\/Var[X]] < 1.

@ E[X] = §, Var[X] = E[X?] - (E[X])* = {3 .

Exact probabilities are

PlIX - E[ | > VVarlX]] = PIX - 31 > /B =1-PlIX - 3] < /3]

=1-P[—/3 <x-1 8] =1-P[1.79 < X < 5.2]

<
:1—P[X_2345] % 1,and
7 35
|>2\/ J=1-P[IX-3| <2y/13]

(0) EIX] = fjods = § and BLY?] = [a?dz = 5,50 VarlX] = § = (5)° = 15
Exact probab| litiesare
P[|X — E[ ]|>\/Var[X]]:P[|X—%|> L1=1-PIX -3 <51

\/52.423§1

and
P[|X - E[X]| > 2\/Var[X]] = P[|X - 3| >2\/ 5] =1-P[|X - §| <2/
—P—Q\/E<X—§<2\/ﬁ: — 5—2\/E<X<§+2\/ﬁ

=1-P[-.077T<X <1077)=0< 1.

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



SECTION 5- EXPECTATION AND DISTRIBUTION PARAMETERS

151

Example 5-16 continued

€ EX]= [,z -e"dz=1 and E[X?] = [[“2? e "dz =2 (weusethegenera rule
o ah e dy = C,]% if kisaninteger and ¢ > 0).

Then Var[X] = E[X?] — (E[X])?=1.

Exact probabilities are

P{IX ~ EIX])| > /Var[X]] = P[|X 1] >1] =1~ P[|X — 1] <1]
—1-P-1<X—-1<1]=1-P0<X <2 =1-[le"dx
=1-(1-e?)=e?=.135<1

and

P[|X - E[X]| >2/Var[X]]=P[|X -1 >2]=1-P[|X - 1] <2]
=1-P[-2<X-1<2]=1-P[-1<X<3=1-P0< X <3
zl—foge_””dzvzl—(1—6_3)26_3:.050§ % . O

Example 5-17: Each of the following is amoment generating function for a discrete non-

negative integer-valued random variable. For each random variable, find the mean, variance and

the probability P(X < 2).

(@ %(1 + 2e! + 3e*)

(b) €2e‘72,

Solution: (a) M'(t) = #(2e + 6e*) »
’ / 7

M"(t) = L(2¢t +12¢%) » M"(0) = £ = E[X?] = Var[X] = L — (32

M(t):po+p1et+pge2t+p363t+...:%(
—»POZ%,plzé,pQ:%,and P(X§2):1
(b) In[M(1)] = 2¢' =2  In[M (1)) = 2¢' » & in[M(®)]| =2 =E[X].
g_;l”[M(t)]ZQEt—v #ln[M(t)] _ =2="Var[X].
t . 9 5
M (t) = e 2. We use the Taylor expansion ey:1+y+%+%+...  sothat
t t\2 £\3
e =1+2¢+ Bk Bl and then
t\2 t\3
M(t) = e [L+2¢' + @ t (2§!) 4] =e? 4+ 2e %" + 2672 + %e*%:’»t +.e,

Therefore, py =e 2, pr =2e7 2, pp=2e2, p3 = %6_2, cee
and P(X<2)=e?+2 2 +22=5e2. O
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PROBLEM SET 5
Expectation and Other Distribution Parameters

) ) i i ) Lde 2 +.9¢73% for a>0

1. If X isarandom variable with density function f(x) = { ,
0, elsewhere

then F[X] =

9 5 230 23
A)sg Bgg Ol D B3R

2. Let X be a continuous random variable with density function
32(1+3z) for 1<a<3
f(a:) o {0, otherwise

1 4 11 14
AL B £ O Dy Bil

Find E[+].

3. (SOA) Let X be acontinuous random variable with density function

|z
f(flf): 10 fOI‘ —2§l’§4
0 otherwise.

Calculate the expected value of X.
A) L B O1 D% B

5 5

4. (SOA) Aninsurer'sannual weather related loss, X, is arandom variable with density function

2.5(200)°
flay=1{ o for x 2 200
0 otherwise.

Calculate the difference between the 30th and 70th percentiles of X.
A) 35 B) 93 C) 124 D) 131 E) 298
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) ) ) i . e for z>0
5. Let X be acontinuous random variable with density function f(z) = { _
0, otherwise

If the median of this distribution is % then \ =
A) 3ini B) $ln2 C)2in3 D) 32 E)3

6. Let X beacontinuous random variable with density function

{ %x(4fx) for 0<z<3

. What is the mode of X?

0, otherwise

)
A) 1 B) 1 c) 3 D) £ E) 2

7. (SOA) A recent study indicates that the annual cost of maintaining and repairing acar in a
town in Ontario averages 200 with avariance of 260 . If atax of 20% is introduced on &l items
associated with the maintenance and repair of cars (i.e., everything is made 20% more
expensive), what will be the variance of the annual cost of maintaining and repairing a car?

A) 208 B) 260 C) 270 D) 312 E) 374

8. A system made up of 7 components with independent, identically distributed lifetimes will

operate until any of 1 of the system's componentsfails. If thelifetime X of each component has

density fundi 3 for 1<z
ensity function =47 ,
y f(a;) {O, otherwise
what is the expected lifetime until failure of the system?

A) 1.02 B) 1.03  C) 1.04 D) 1.05 E) 1.06

9. (SOA) A prabability distribution of the claim sizes for an auto insurance policy is given in the
table below:

Claim Size 20 30 40 50 60 70 80
Probability A5 0 .05 .20 10 10 .30

What percentage of the claims are within one standard deviation of the mean claim size?
A) 45% B) 55% C) 68% D) 85% E) 100%
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10. (SOA) An actuary determines that the claim size for a certain class of accidentsis arandom

variable, X, with moment generating function Mx(t) = W .

Determine the standard deviation of the claim size for this class of accidents.
A) 1,340 B) 5,000 C) 8,660 D) 10,000 E) 11,180

11. Let X be arandom variable with mean 0 and variance 4. Calculate the largest possible value
of P[|X]| > 8], according to Chebyshev's inequality.
Az B s O3 D3 B

12. If the moment generating function for the random variable X is Mx(t) = %H ,
find the third moment of X about the point = = 2.
A): B2 O3 D -3 F -2

13. (SOA) A company insures homesin three cities, J, K, and L . Since sufficient distance

separates the cities, it is reasonable to assume that the losses occurring in these cities are

independent. The moment generating functions for the loss distributions of the cities are:
M;yt)=(1-2t)"3 |, Mg(t)=1-2t)"2> , Myt =(1-2t)"45

Let X represent the combined losses from the three cities. Calculate E(X?) .

A) 1,320 B) 2,082 C) 5,760 D) 8,000 E) 10,560

14. (SOA) Let X, , X5, X3 bearandom sample from adiscrete distribution with probability

function
1/3 for x =0
p(x) = {2/3 for z =1
0 otherwise.
Determine the moment generating function, M (¢), of Y = X; X5 X5 .

19 8 1 2 1 8 2
A) o7 + 2—7€t B) 1+ 2et C) (g + get)3 D) o7 + 2—7€3t E) 3 + §€3t
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15. Two balls are dropped in such away that each ball is equaly likely to fall into any one of
four holes. Both balls may fall into the same hole. Let X denote the number of unoccupied holes
at the end of the experiment. What is the moment generating function of X?

A) §—3tif t=20r3 00therwise  B) 2t+ 242 C) (3¢ +e¥)

D) i(e% + €3t) E) %(63”4 + 3et/t)

16. A lottery isdesigned so that the winning number is arandomly chosen 4-digit number (0000
t0 9999). The prizeis designed asfollows: if your ticket matches the last 2 digits (in order) of
the winning number, you win $50 , match last 3 digits (in order) and win $500 (but not the $50
for matching the last 2), match all 4 digitsin order and win $5000 (but not $500 or $50). The
cost to buy alottery ticket is $2. Find the ticket holder's expected net gain.

A) —140 B) —60 C) 0 D).60 E)1.40

17. (SOA) An insurance company’s monthly claims are modeled by a continuous, positive
random variable X, whose probability density function is proportional to (1 + x)~*, where
0 < z < co. Determine the company’s expected monthly claims.

A): B3 Oif D1 B3

18. The cumulative distribution function for aloss random variable X is
{ 0, for z<0

F(x) = . Find the moment generating function of X asafunction of ¢.

1—le-*, for >0

1 1 2t
)E’t<1 B)m,t<1 C)E’t<1
D) & +577.t<1  E) Undefined

eat

19. Suppose that the random variable X has moment generating function M(t) = 155
for —1 <t < 1. Itisfound that the mean and variance of X are 3 and 2 respectively.
Find a +b.

A) O B) 1 C 2 D) 3 E) 4
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20. An actuary usesthe following distribution for the random variable T" the time until death for

anew born baby : f(t) = 50%

up to pay an amount of (1.1)" attimet if death occurs at that instant. Find the expected payout

for 0 <t < 100 . At thetime of birth an insurance policy is set

on thisinsurance policy. (nearest 100).
A. 2000 B. 2200 C. 2400 D. 2600 E. 2800

21. A lifeinsurer has created a specia one year term insurance policy for a pair of business
people who travel to high risk locations. The insurance policy pays nothing if neither diein the
year, $100,000 if exactly one of thetwo die, and $K > 0 if both die. The insurer determines that
thereis aprobability of .1 that at least one of the two will die during the year and a probability of
.08 that exactly one of the two will die during the year. Y ou are told that the standard deviation
of the payout is $74,000. Find the expected payout for the year on this policy.

A. 18,000 B. 21,000 C. 24,000 D. 27,000 E. 30,000

22. The board of directors of a corporation wishes to purchase "headhunter insurance" to cover

the cost of replacing up to 3 of the corporations high-ranking executives, should they leave during

the next year to take another job. The board wants the insurance policy to pay $1,000,000 x K2,

where K = 0, 1, 2 or 3 isthe number of the three executives that |eave within the next year. An

actuary analyzes the past experience of the corporation's retention of executives at that level, and

estimates the following probabilities for the number who will leave:
P[K=0=.8,P[K=1]=.1,P[K=2]=P[K =3]=.05.

Find the expected payment the insurer will make for the year on this policy.

A. 250,000 B. 500,000 C. 750,000 D. 1,000,000 E. 2,000,000

23. (SOA) A random variable has the cumulative distribution function

0 for x <1
F(:r):{% for 1 <xz<?2
1 for x > 2
Calculate the variance of X

1 4 2
A) & Bt O D) 55 E) 2
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24. Smith is offered the following gamble: heisto choose a coin at random from alarge
collection of coins and toss it randomly. % of the coinsin the collection are loaded towards a
head (LH) and ‘—11 are loaded towards atail. If acoinisloaded towards a head, then when the coin
istossed randomly, thereis a% probability that a head will turn up and az—l1 probability that atail
will turn up. Similarly, if the coin isloaded towardstails, then thereisa % chance of tossing aftail
on any given toss. If Smith tosses a head, he loses $100, and if he tosses atail, he wins $200.
Smith is allowed to obtain "sample information” about the gamble. When he chooses the coin at
random, heis allowed to toss it once before deciding to accept the gamble with that same coin.
Suppose Smith tosses a head on the sample toss. Find Smith's expected gain/loss on the gamble if
it is accepted.

A) lossof 20 B) lossof 10 C) lossof 0 D) gainof 10 E) gainof 20

25. Thelossamount, X, for amedical insurance policy has cumulative distribution function

0, for x <0
F(x) = { %(2952 — %), for 0 < x <3 . Cdculatethe mode of the distribution.
1, for z >3

A)23 B)1 C 32 D2 ES3

26. Smith is offered the following gamble: he isto choose a coin at random from alarge
collection of coins and toss it randomly. The proportion of the coinsin the collection that are
loaded towards ahead is p. If acoin isloaded towards a head, then when the coin is tossed
randomly, thereisa % probability that a head will turn up and a %1 probability that atail will turn
up. Similarly, if the coin isloaded towards tails, then thereis a % probability that atail will turn
up and a%,r probability that a head will turn up. If Smith tosses a head, he loses $100, and if he
tosses atail, he wins $200. Find the proportion p for which Smith's expected gain is 0 when
taking the gamble.

A)% B)% C)% D)§ E)g

27. Therandom variable X has density function f(z) = ce "l for — oo <z < 00.
Find the variance of X.
A)0O B)5 €10 D)15 E) 20
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PROBLEM SET 5 SOLUTIONS

1 ElX] = f—ocoofﬂ fz)dz = fooo(l.4:re_2”” + 9ze %) dx
r=00
= (— .Twe % — 3572 — 3we 3" — 1e7%7) 0 45 .
r=

The integrals were found by integration by parts. Note that we could also have used
J abemrda = a,’f—ll if kisaninteger > 0, anda > 0. Answer: A

2 E[%] = /] % . 3_103;(1 +32)de = & . Answer: B

3. E[X]:f:x'f(a:)da::ff?w- %dm.

For x <0, |z| = —2z andfor z >0, |z| =x.
Then, E[X] :fi)Q:c-(— 1%)6155 -|—f04x-(1$—0)d3:: (.1)(—f£)2$2d:v-|—f04$2dx)
0°=(=2)* | 43-0%7 _ 28 :
=(1)[ - (3 i = =1 Answer: D

2.5
4. Thecdf of X is F(y) = [2, 22207 4y
The 30-th percentile of X, say d, isthe point for which P[X < ¢] = .3.

. 2.5(200)25 200)%2 |*=¢
Therefore, .3 = [, % do = — ! I2)

2004125
=1—(==)"=.3.
2=200 (C)

Solving for ¢ resultsin ¢ = 230.7 .
The 70-th percentile of X, say d, isthe point for which P[X < d] =.7.

_pd 25(2000%5 (200025 |z=d 200425 _
Therefore, .7 = |, ) =5 —dz = — 35— P L= (57)"=.7.
Solving for d resultsin d = 323.7. Then d —c =93. Answer: B
5. [ xeMdr=1—eM =1 s Xx=3m2. Answer: D
6. The modeisthe point at which f(x) ismaximized. f'(z) = — %w + %(4 —x)= 1
Setting f'(z) = 0 resultsin x = 2.
Since f"(2) = — % < 0, that point is a relative maximum. Answer: E
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7. Let X denote the annual cost. Wearegiventhat Var[X]| = 260 .
If annual cost increases by 20% to 1.2.X, thevarianceis
Var[1.2X] = (1.2)? - Var[X] = (1.44)(260) = 374.4 . Answer: E

8. Let T bethetime until failure for the system. In order for the system to not fail by
time ¢ > 0, it must be the case that none of the components havefailed by timet. For
agiven component, with time until failureof W, P[W > t] = ft t% . Thus,
PT >t]=P[(Wr>t)n(Wy >t)N---N (W7 > t)]

= P[W; > t]- P[Wy > t]---P[W; > t] = t% (because of independence of the IV;'s).
The cumulative distribution function for 7° is
Fr(t)y=P[T <t]=1-P[T > t] =1- tgl ,sothe densty functionfor T"is fr(t) = t% .
The expected value of T"isthen E[T] = [t tQQ 21 =1.05.
Alternatively, once the cdf of T' is known, since the region of density for T'is ¢ > 1,
the expected valueof T'is E[T] =1+ [[°[1 — Fp(t)]dt =1+ ffct% dt =1+ % .

Answer: D

9. Meanclamsize= E[X] = (20)(.15) + (30)(.1) +--- + (80)(.3) = 55 ;

E[X?] = (20)%(.15) + (30)%(.1) + -+ + (80)2(.3) = 3500.

Var[X] = E[X?] — (E[X])? = 3500 — 55? = 475 .

Standard deviation = \/Var[X] = /475 = 21.79 .

The claim sizes within one standard deviation of the mean claim size of 55 are those claim
sizes between 55 — 21.79 = 33.21 and 55 + 21.79 = 76.79 ; those claim sizes are

40, 50, 60 and 70. Thetotal probability of those claim sizesis .05+ .2+ .1 +.1 = .45.
Answer: A

10. The standard deviationis /Var[X],and Var[X] = E[X?] — (E[X])?.
The moment generating function can be used to find the moments of X,

E[X*] = M®)(0) (k-th derivative evaluated at 0).

M(t) = (1 —2500t)~* = M'(t) = ( — 4)(1 — 2500t) = ( — 2500)

- E[X] = M'(0) = 10,000 ,

M"(t) = (= 5)(—4)(1 - 2500t)~5( — 2500)?

- E[X? = M"(0) =125 x 10°.
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10. continued
Var[X] =125 x 105 — (10, 000)? = 25,000,000 = /Var[X] = 5,000 .
Alternatively, itisasotruethat Var[X] = j—; ln[M(t)]‘t_O . Inthis case,

LM ()] = L5 [ — din(1 — 25008)] = (— 4)( — 2500)2( — 1)(1 — 2500¢)~2 ,
andwhen t = 0 thisbecomes Var[X] = 25,000,000 , as before.

Another alternative solution would be to noticethat M (t) = ﬁ is the moment generating
function for agamma distribution with mean ac , and variance ac? . Inthiscase, o = 4 and

¢ = 2500, so that the varianceis 4(2500)? = 25, 000, 000 . Answer: B

11. P[|X—u|>r-a]§%. Inthiscase 4 =0 and o? =4, sothat r = 4,
T

and P[|X| > 8] = P[|X| > 40] < 15 . Answer: A

12. B[(X - 2)%] = E[X%] — B[6X?] + E[12X] — E[8]
= MP0) — 6MP(0) + 12M5%(0) — 8 .

M'x(t) = — e = Mk(0) = =1, MY(t) = i » M (0) =2,
MY(t) = — s = My (0) = — 6. Then, E[(X —2)"] = —38. Answer: D

13. X =J + K + L . Because of independence of J, K and L, we have

Mx(t) = My(t) - Mg (t) - Mp(t)=(1—2t)73 - (1 —2¢)725 . (1 = 2t)"5 = (1 —2t)710.
We use the property of the moment generating function that states

LM (1) _ = ElZ". Then,

DMy (t) = (— 10)( —2)( — 11)( - 2)(— 12)(— 2)(1 - 2t) '3

and evaluated at ¢t = 0 thisis 10, 560 .

Alternatively, we can write

(J+ K+ L)?=J*+ K3+ L*+3J?L + -, and find each expectation separately
(much too tedious and too much work). Answer: E
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14. Since each X iseither O or 1, it follows that
Y=X1XXs3=1onlyif X=Xo=X3=1,and Y =0 otherwise.
Since X1, X, X3 form arandom sample, they are mutually independent. Therefore,
PlY =1l = P[(X; =1)N(Xy =1) N (X5 = 1)]
= P[(X1 = 1)]- P[(Xz = 1)] - P[(Xs = 1)] = (5)(5)(
and PIY =0]=1—-P[Y =1] = 5
The moment generating function of Y is
M(t) = E[ W] = et0. P[ = 0] +et't PlY =1]
=1-(3) +e(5) =12 + & Answer: A

-1
)=

wino

15. Let A denote the event that the two balls fall into separate holes, and B denote the event that
the two ballsfall into the same hole. Event A isequivalentto X = 2 holes being | eft
unoccupied, and event B isequivalentto X = 3 holes being left unoccupied.

When the balls are dropped, both balls have the same chance of dropping into any of the four
holes. Therefore, each of the 16 possible outcomes (i.e., ball Linhole 1, 2, 3or 4and ball 2in
hole 1, 2, 3 or 4) isequally likely to occur. Four of these outcomes result in the two balls
dropping into the same hole (event B) and the other twelve outcomes result in the balls dropping
into separate holes (event A) Therefore,

P[A] = P[X =2] = 2 and P[B]=P[X=3]=+=1.
The moment generatlng funct| on of adiscrete random variable X is

M(t) = E[e'*] = 3¢ - P[X = z]. The moment generating function for the random variable

X described in this problem is
M(t) =e* - P[X =2] +¢e% . P[X = 3] :e%-%-l-e?’t-% = %(362t+63t) .

Answer: C

16. P[match only last 2] = 0. 800 , since the 100's can be any one of 9 wrong digits and the

1000's can be any one of 10.

P[match only last 3] = m’ﬁ , since the 1000's can be any one of 9 wrong digits.
_ 1

Plmatch all 4] = 10,000 *

Expected gain from ticket is

(50)(10 000) (500)(10 OOO) (5000) (157500 000) = — .60 . Answer: B
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17. Thepdf is ¢(1+z)~* for 0 < co. Therefore, 1 = [ c(1 +z)*da =
fromwhichweget ¢ = 3,and f(x) =3(1+ ).

= sz f(z)dx = [,z - 3(1 4+ z)~* dz . Thiscan befound using integration by parts:
fox 3(1+x)” 4dw—f0x dl— (1+2)77

¢
3 il

= —a(l+a) ¥ - - ta) tde =0+ F(1+a) P de = §.
Alternatively, the cumulatlve distribution function of X is
= [ f(t)d fo (1+t)tdt=1—-(1+2z)*,adwe usethe rule for non-negative
random varisbles E[X] = [[°[1 — F(z)]dz = [;°(1 + z)*dz = 5 . Answer: C

18. Since F(z) = 0if 2 <0 but F(0)=1— 5 ,itfollowsthat P[X =0] = 3
Since F'(z) isdifferentiablefor = > 0, |tfollowsthat the density function of Xfor x>0is

flx)=F'(z) = 1 e~*. The moment generating function of X isthen
. 0t 1 et 1 2—t
MX():E[tX]:tO‘P[X—O"‘f et - dx—2+2(t )~ 2-2t°
for t < 1 (theimproper integral converges onIy if t<1). Answer: C
19. ilnM(t) = 1 (mean) j—;lnM(t) = o2 (variance)
t=0 t=0
l s = Llat—In(1 - b)) = a+ 12%}2 , substitute t =0 - a =3,
et d? 2b+-2b
and dt2 l” T = gelat — (1= b)) = (1tbt2)t2 ’
substitute t =0 - 2b6=2 = b=1-2a+b=4. Answer: E
t=100
100 1, t(1.1) (1.1)¢ .
20. The expected payout is [, 5000 (LD)"dt = 5505 (30T — [ln1.1]2) = 2588

t=0
Answer: D

21. The expected payout is 100, 000(.08) + K (.02) = 8000 + .02K (sincethereisa.9 chance
that neither dies and a .08 chance that exactly 1 dies, there must be a probability of .02 that both
die). Thevarianceis 74,0002 = 100,000%(.08) + K?(.02) — (8000 + .02K)?

= 736,000,000 — 320K 4+ .0196.K% - K = 500,000 (or — 483, 673, we discard the negative
root). The expected payout is 100, 000(.08) 4 500, 000(.02) = 18, 000 .
Answer: A
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22. The expected payment is
(.8)(0) + (.1)(1,000,000) + (.05)(4, 000,000 + 9,000, 000) = 750,000 .
Answer: C

23. From the definition of F'(z) weseethat F'(1) = 5 . Thisindicatesthat X has apoint of
probability at X =1 with P[X =1] =3 . For 1 <z < 2, thedensity function for X is
f(x) = F'(z) = x — 1. Weformulatethe varianceof X as Var[X] = E[X?] — (E[X])?.

ElX]=(1)-P[X =1]+ [z f(z)dz = ( +f1 (@—1de=3+I-3=73.
E[X?]=(12>~P[X=11+ffw2-fx)d:c— B+ [fa@—Ddo=L+L2-1=2,
Var[X] =% — (1)? = 3 . Answer: C

24. Weidentify the following events:

H-tossahead; T-tossatail ; LH- coinisloaded toward heads
LT- coinisloaded toward tails.

We are given P[LH] = P[LT] = i ,
P[H|LH] = [T|LH] 1. PH|LT)={, PIT|LT] =3 .

We must find thecondltlonal probab|I|t|e£ P[2nd fllp H|1st flip H] .
Then his expected gainis

(—100)P[2nd flip H|1st flip H] + (200)(1 — P[2nd flip H|1st flip H]) .

Pl2nd flip H|1st flip H] = Z [Z“d;'[‘f ;{l?pl%”pﬂ }

To find both the numerator and denominator we use the rules
P(A)=P(ANB)+ P(ANB) and P(ANB)= P(A|B)- P(B).
The denominator is

P[1H] = P[1H N LH] + P[1H N LT]

= P[LH|LH] - P[LH] + P[1H|LT]- PILT] = 3)(3) + (1)(3) = 2.
The numerator is

P[2HN1H]) = P[2HN1H|LH]- P[LH] + P[2H N1H|LT] - P[LT)]
= (PO + @D =1

(if the coinis L H then each of the two flips has probability % of being head, and if the coinis LT

then each of the two flips has probability % of being tail).

Then P[2nd flip H|1st flip H] = £ [Z”d;,'[if S{giﬁr}iﬂf“pﬂl =Y L

=.7.
Then, the expected gain is

(—100)P[2nd flip H|1st flip H] + (200)[1 — P[2nd flip H |1st flip H]] .
= (—100)(.7) 4+ (200)(.3) = —10. Answer: B
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25. The mode of adistribution is the point = at which the density function f(x) is maximized.
From the distribution function F'(z), we can find the density function

flz)=F'(x) = %(495 —2?) for 0 <z < 3. Wenow find where the maximum of f(z) occurs
ontheinterval [0, 3] . Thecritical pointsof f(x) occur where f'(z) =0:

fl(z) = %(4 —2z) =0 - 2z =2. Tofind themaximum of f(x) on theinterval, we calculate
f(z) at the critical points and at the endpoints of the interval:
)

f(0)=0, f(2)= %, f(3) = % Themodeisat =z =2. Answer: D

26. P[toss head] = P|toss head N loaded head] + Ptoss head N loaded tail|
= P{toss head|loaded head] - P[loaded head| + P|toss head|loaded tail] - P[loaded tail]
=)+ (D -p=1+1p. Then Pltosstail] = 1 — Pltosshead] = 3 — 1p.
Smith's expected gainis
(—100) - PJtoss head] 4 (200) - P[toss tail]
= (—100) - (% + 3p) + (200)(3 — Lp) =125 — 150p.
In order for Smith's expected gain to be O we must have 125 — 150p =0 - p = % .

Answer: E

27. Inorder for f(x) to beaproperly defined density function, it must satisfy [ f(z)dz = 1.

Theintegral is [~ f(z)dz = [~ ce lldz =c- [fi)ooex do+ [[e"da]=c-[1+1] =

from which it followsthat ¢ = 3 .

Then, Var[X] = E[X?] — (E[X])? .
EX]= [, ;xe ol dg = l [0 e dz + [Pze* dx] .

We use the integration by parts rule [ze™ dz = "’”ZM -,

a

=0
Thenf_ooxe dv=ze’ —e’| =0-1-(0-0)= -1,
and foooxefwdx:—xefx—efixi::0—0—(0—1):1.
Therefore, E[X]= —1+1=0.

2 ax

Tofind E[X?] weuseintegration by parts. [z%e"" dx = *— — f% 2z dx.
E[X? = %[fi)oowQeI dx + fooozr%*” dz) .

=0
Then fgw$2€xd$:$26x - —fi)ooe”@:rdx =0-0-2(-1)=2,

=00

and [[“z?e " dx = —a?e” + e 2zde= —0+0+2(1)=2.

=0
Therefore, E[X?] = %[2 +2]=2,and Var[X]=2-0=2.  Answer: E
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SECTION 6- FREQUENTLY USED DISCRETE DISTRIBUTIONS

Uniform distribution on IV points (where N > 1 isan integer):

The probability functionis p(z) = % forx =1,2,..., N,and p(x) = 0 otherwise.
Since each x has the same probability of occurring, it seems reasonable that the mean (the
average) isthe midpoint of the set of successiveintegers. The average is midway between the
smallest and largest possible value of X, E[X] = % . Another way of seeing this, isby

N(N+1)
2

using the rule for summing consecutiveintegers, 1 +2+--- 4+ N = . It then follows

N
that E[X] =Y z-p(@)=1 5 +2-y++N-y
r=1

_ 1 _ N(N+1) 1 _ N+l
_[1+2+~-.-|;N]~N_ 3 N="3 -
Thevariance Var[X] = N i L and the moment generating function is

My(t) =S

=
discrete uniform distribution with N = 6. It isunlikely that the moment generating function

ej,g et (e‘w—l)

N T N for any real t. The outcome of tossing afair dieis an example of the
1

for the discrete uniform distribution will come up in an Exam P question.

Example 6-1: Suppose that X is adiscrete random variable that is uniformly distributed on the

evenintegers = = 0, 2,4, ...,22, so that the probability function of X is p(z) = % for each

even integer = from 0 to 22. Find E[X]and Var[X].

Solution: If we consider the transformation Y = %,then therandom variable Y is

distributed on the points Y = 1,2,..., 12, with probability function py(y) = 15 for eachinteger

y from1to 12. Thus, Y hasthe discrete uniform distribution described above with N = 12,
1241 _ 13 1221 _ 143

But we want the mean and varianceof X. Since Y = %

use rules for expectation and variancetoget E[X]=2-FE[Y] -2 =11, and

VarlX] =4-Varly] =12 . O

,werewritethisas X =2Y — 2 and
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Binomial distribution with parametersn and p
(integer n>1and 0<p<1)
Suppose that asingle trial of an experiment resultsin either success with probability p, or failure
with probability 1 — p = ¢. If n independent trials of the experiment are performed, and X is
the number of successes that occur, then X is an integer between 0 and n. X issaid to have a
binomial distribution with parameters n and p (sometimes denoted X ~ B(n, p)).
p(x) = (Z)pw(l —p)»® for =0,1,2,..., n, where (Z) = #lw), .
p(z) isthe probability that there will be exactly = successesin the n trials of the experiment.
The average number of successesin then trialsis

E[X] = np, themean of the binomial distribution,
and the varianceis

Var[X] = np(1 — p), thevariance of the binomial distribution .
The moment generating functionis Mx(t) = (1 — p + pe!)" .
Notethat since Var[X] = E[X?] — (E[X])?, it follows that the second moment of X is
E[X?] = np(1 — p) + (np)? for the binomial distribution.

In the special caseof n = 1 (asingletria), the distribution isreferred to as a Ber noulli
distribution. If X ~ B(n,p), then X isthe sum of n independent Bernoulli random variables
each with distribution B(1, p).

For example, if n=3,p = % , the binomial random variable has the following distribution:
X: 0 1 2 3

) 1 3 3 1
p(z) 5 5 5 5

This would describe the distribution of the number of heads occurring in three tosses of afair
coin. The probabilities are found as follows:

p0)=PIX =0]= (§)3 0= $* = s = PX=1]= (})3 -5 ' =% etc

Themeanis np = 3(%) = % and the varianceis np(1 — p) = (%)(%) =

As another example, if n =3, p = .2, thedistribution is
X : 0 1 2 3
p(z) : 512 .384 .096 .008

As an example of a probability calculation, P[X = 2] = (g’)(.2)2(1 —.2)372 = .096 .
Themeanis np = 3(.2) = .6 andthevarianceis np(1 — p) = 3(.2)(.8) = .48.
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The graphs of the probability functions of these two binomial distributions are:.

N=3 P=% lp(Dj N=3 p=2
aLy A2 " Al
. . pi2)
p(0) pi3) . o(3)
0 1 2 3 e 0 1 2 3 7

For the case of n = 3, we canillustrate fairly easily why the binomial probability function is
p(z) = (2)131'(1 —p)37® for x =0,1,2,3 . Wewill usethe notation S and F' to denote success

and failure of aparticular trial of the underlying experiment. In order to have X = 0 successesin
3trias, thetrials must be FF'F. The probability of each F'is1 — p, so the probability of 3 £'sin
arow (because of independence of successive trials) is

L=p)(1-p1-p) =1-p= ()"0 -p°.

In order to have X = 1 success, that success must occur on either the 1st, 2nd or 3rd trial.
Therefore, the result of the 3 trills must be either SF'F', F'SF, or FF'S. The probability of any
one of those three sequencesis p(1 — p)(1 — p) = p(1 — p)*. The combined probability of all
three sequencesis 3p(1 — p)? = <i’>p1(1 — p)? . Similar reasoning explains the other

probabilities for this binomial distribution.

Example 6-2: Smith and Jones each write the same multiple choice test. Thetest has5
guestions, and each question has 5 answers (exactly one of which isright). Smith and Jones are
not very well prepared for the test and they answer the questions randomly.

(i) Find the probability that they both get the same number of answers correct.

(if) Find the probability that their papers are identical, assuming that they have answered
independently of one another.

Solution: (i) Let X bethe number of answers that Smith gets correct. Then X has a binomial
distribution with n =5, p = .2, and the probability functionis P[X = k] = (})(.2)*(.8)°*.
X: 0 1 2 3 4 )
p(x): .32768 4096 .2048 .0512 .0064 .00032
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Example 6-2 continued

The number of answers Jones gets correct, say Y, has the same distribution. Then,

PX=Y]|=P[(X=0)nY =0]+P[(X=1)NnY =1)]+---4+P[(X=5n(Y =5)]
=P[X=0-P[Y=0]+P[X=1]-P[Y =1]+---+ P[X =5] - P[Y = 5]

(this follows from independence of X andY’), which is equal to

(.32768)% + (.4096)% + (.2048)% + (.0512)2 + (.0064)? + (.00032)? = .3198 .

(ii) For aparticular question, the probability that Jones picks (at random) the same answer as
Smithis.2. Since all 5 questions are answered independently, the probability of both papers
being identical is (.2)° = .00032 . O

The following is a probability plot for the binomial distribution in Example 6-2.

Proh(
0.a7

04t
0.371
0271
017

o+

Example 6-3: If X isthe number of "6"'s that turn up when 72 ordinary dice are independently
thrown, find the expected value of X2.

Solution: X hasabinomial distribution with n =72 and p = % . Then

E[X] =np=12,and Var[X] =np(l —p) =10. But Var[X] = E[X?] — (E[X])?,

sothat E[X?] = Var[X] + (E[X])? =10 + 122 = 154

Note that the probability function of X is P[X = k| = (39(%)’“(%)72*’“ for k=0,1,2,...,72.

Below is ahistogram for the distribution of X. The probabilities are very small for X-values
above 20 or so. For instance, P[X = 25] = .00010195, P[X = 30] = 3.5 x 10" and

P[X = 2] =.0002035 . The mode of the distribution occursat X = 12, with a probability of
P[X =12] = .12525. X = 12 isalso the mean of the distribution. Asn gets larger in abinomial
distribution, the histogram takes on more of abell shape. Later on we will see the normal
approximation applied to a distribution.
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Example 6-3 continued
The normal distribution is a continuous random variable with a bell-shaped density that can
sometimes be used to approximate other distributions such as the binomial.

.10 =

Poisson distribution with parameter A (A > 0)
Thisdistribution is defined for al integers 0,1,2, ...

The probability function is p(x) = £ A,X” for x=0,1,2,3,...,

x:

A may be referred to as the Poisson parameter for the distribution.
The mean and variance are equal to the Poisson parameter, E[X] = Var[X] =X,
and the moment generating function is My (t) = ¢ -1,

The Poisson distribution is often used as a model for counting the number of events of a certain
type that occur in a certain period of time. Suppose that X represents the number of customers
arriving for service at abank in a one hour period, and that amodel for X isthe Poisson
distribution with parameter A. Under some reasonable assumptions (such as independence of the
numbers arriving in different time intervals) it is possible to show that the number arriving in any
time period also has a Poisson distribution with the appropriate parameter that is "scaled” from A.
Suppose that \ = 40, meaning that X, the number of bank customers arriving in one hour, has a
mean of 40. If Y represents the number of customers arriving in 2 hours, then Y has a Poisson
distribution with a parameter of 80. For any time interval of length ¢, the number of customers
arriving in that time interval has a Poisson distribution with parameter (mean) A\t = 40t¢. For
instance, the number of customers arriving during a 15-minute period (¢ = % hour) will have a

Poisson distribution with parameter (mean) 40 x i = 10.
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Asan example, for A = .5, thefollowing is a partial description of the Poisson distribution:

X 0 1 2 3 4 )

p(x) : .6065 3033 0758 0126 .0016 .0002...
-5 3

An example of the calculation of these valuesis P[X = 3] = p(3) = % =.012636 .

For A = 2, thefollowing is a partial description of the Poisson distribution:
X: 0 1 2 3 4 9...
p(z): .1353 2707 2707 .1804 .0902 .0361 ..

Histograms of these two Poisson distributions are as follows:

Proh( Proh(s
0rr 0.37
0.67 A=5 A=2
D.S" D.z..
0.471
0.37
024 0.1
D.1" I I
. + g4 1. +
0 1] 10 1] 10
X X

Example 6-4: The number of home runsin a baseball game is assumed to have a Poisson
distribution with amean of 3. Asapromotion, acompany pledges to donate $10,000 to charity
for each home run hit up to amaximum of 3. Find the expected amount that the company will
donate. Another company pledges to donate $C for each home run over 3 hit during the game,
and C is chosen so that the second company's expected donation is the same asthefirst. Find C.
Solution: Let X be the number of home runs hit in the game and let Y be the first company's
donation, and let Z be the second company's donation. The probability function for X is

PIX =n] = <" Thedistribution of X is

X 0 1 2 3 4 9.
p(z): .0498 .1494 .2240 .2240 .1680 .1008
Y: 0 10, 000 20,000 30,000 30,000 30,000
Z 0 0 0 0 C 2C

E[Y] = (0)(.0498) + (10, 000)(.1494) + (20, 000)(.2240) + (30,000)(.2240 + .1680 + - - -
= (10,000)(.1494) + (20, 000)(.2240) + (30, 000)(1 — p(0) — p(1) — p(2))
= (10,000)(.1494) + (20, 000)(.2240) + (30,000)(1 — .0498 — .1494 — .2240) = 23,278 .

Tofind E[Z] welook at X asthe sum of two new random variablesU and W'..

X: 0 1 2 3 4 5 6 T
U: 0 1 2 3 3 3 3 3
W 0 0 0 0 1 2 3 Tz —3
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Example 6-4 continued

Weseethat X = U + W, and therefore, 3 = E[X] = E[U] + E[W].Wecanfind E[U] inthe
same way we found E[Y] above,

E[U] = 0% p(0) + 1 x p(1) +2 x p(2) + 3 x [1 = p(0) — p(1) - p(2)]

= 1494 + 2(.2240) 4 3(1 — .0498 — .1494 — .2240) = 2.3278 (reduced by afactor of 10,000
fromY). It followsthat E[W] = E[X]| — E]JU] =3 — 2.3278 = .6722. Then, sinceZ = CW,

weget E[Z] = .6722C. In order for thisto be 23,278 we require C' = 227% = 34,630. 0

Example 6-5: Assume that the number of hits, X, per baseball game, has a Poisson

distribution. If the probability of a no-hit gameis —+=--, find the probability of having 4 or more

10, 000’
hitsin a particular game.
Solution: PX = 0] = £ — ¢ = Lo A = In 10,000 .

10,000

P[X>4=1—-(P[X=0]+P[X =1+ P[X =2+ P[X = 3]
—/\.)\(] —A,)\l —)\ /\2 —)\.)\3
:1_(6()! +61| + < 51 T 31 )

in10,000 (In10,000)? (In10,000)?

=1- (10 000 T 10,000 T "2(10,000) T 6(10,000)

) =.9817.00

The mean in Example 6-5is A = in(10,000) = 9.21 . The histogram for this Poisson

distribution is given below. As ) increases, the histogram becomes more bell-shaped.
Proh(s

0147

0127

01t

0.087

0.067

0.047

0.027

0

0 10 20 an
X

Note that for the Poisson distribution with mean \, we have the following relationship between

successive probabilities: P(X =n+1) = P(X =n) - %H .

For Exam P it isvery important to be familiar with the binomial and Poisson distributions.
Thefollowing distributions have all come up on the exam at onetime or another aswell, but
not as often asthe binomial and Poisson distributions.
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Geometric distribution with parameter p(0 < p < 1)

Suppose that asingle trial of an experiment results in either success with probability p, or failure
with probability 1 — p = ¢. The experiment is performed with successive independent trials
until the first success occurs. If X represents the number of failures until the first success, then X
isadiscrete random variable that canbe 0,1,2,3,... . X issaid to have ageometric
distribution with parameter p. The probability function for X is

p(x) =1 —p)*pfor x=0,1,2,3,....

The mean and variance of X are E[X] = 1%’” = ]% , Var[X] = %” = z% :
The moment generating functionis Mx(t) = ﬁ .

The geometric distribution has the lack of memory property, P[X = n + k|X > n| = P[X = k.
An equivalent description of the geometric distribution uses the parameter 5, where g = %.

Another version of a geometric distribution is the random variable Y, the number of the
experiment on which the first success occurs. Y isrelated to X just defined: Y = X + 1 and
PlY =y =P X =y—1]=(1—-p)¥pfor y=1,2,3,... Anexample of thiswas seen with
tossing acoin until ahead turnsup. Y isthetoss number of the first head, X isthe number of

tails until thefirsthead: E[Y] = B[X]+ 1= , Var[Y] = Var[X] = % :

Example 6-6: Intossing afair die repeatedly (and independently on successive tosses), find the
probability of getting thefirst "1" on the ¢-th toss. Find the expected number of tosses before the
first"1" is tossed.

Solution: The probability that the first "1" occurs on the first tossis % . The probability that the
first "1" occurs on the second toss is (%)(%) (atoss other than "1" followed by a"1").

The probability that the first "1" occurs on the ¢-th tossis (%)H( %) (t — 1 rolls other than "1"

followed by a"1"). If we definetossing a™1" as a success, then the number of failures until the

first success has a geometric distribution described as X above, with p = % :
PIX=0/=% PX=1=(3)(3),..., PIX =t] = (2)""'(3) . Themean of X is
1

E[X] = ,—l=6-1=5. We expect 5 "failures’ until the first success.
If the question had asked us to find the expected toss number of the first "1, then this would be
the version of the geometric distribution defined as Y above, with p = % . ThenY isthetoss

number at which thefirst "1" occurs. Themean of Y is E[Y] = 117 = 6. Thisisreasonable, since

there are six possible outcomes from the die toss, we would expect 6 tosses would be needed on
average to get thefirst "1". O
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Negative binomial distribution with parametersrand p(» >0and 0 < p <1)
The praobability functionis
r+x—1Y\ , o r+x—1Y\ , z
p(l‘): ( T )p (1_p) = ( r—1 )p (1_]9) for $:0>1a2737"'7
The mean and variance and moment generating function are

BIX) = "2 Varlx] = "FE L M) = [

If r isan integer, then the negative binomial random variable X can beinterpreted as follows.
Suppose that an experiment ends in either failure or success, and the probability of successfor a
particular trial of the experiment is p. Suppose further that the experiment is performed repeatedly
(independent trials) until the r-th success accurs. If X isthe number of failures until the r-th
success occurs, then X has a negative binomial distribution with parameters » and p. The

distribution is defined even if r isnot an integer. Notethat » + z isthe total number of trials until
r+x71) _ (r+x—1)(r+z—2)---(r+1)(r)

the -th success. If r isnot an integer then ( ,
r—1 z!
The notation ¢ is sometimes used to represent 1 — p.

The geometric distribution is a special case of the negative binomial with » = 1.

We can get some insight into the algebraic form of the negative binomial probability function by
considering an example. Suppose that afair die istossed until the 3rd "1" turns up. We will define
"success' to bea"1" turning up on adie toss, and "failure” will be the result that a"1" didn't turn
up on the toss. Suppose that we wish to find the probability that there are (exactly) 2 failures
before the 3rd success. In order for there to be 2 failures before the 3rd success, the 3rd success
must be on the 5th toss, and of the previous 4 tosses there must be 2 failures and 2 successes. The
number of non-"1"son thefirst 4 trials has a binomial distribution, with n = 4 and probability
% (we are assuming that the dieisfair). Therefore, the probability of 2 failures on the first 4 trials

is (;1) (%)2(%)2 . The probability of 2 failuresin the first 4 trials followed by a success on the

Sthtrial is (because of independence) (3)(%)2(%)2 X % = (3)(%)2(%)3 . Thisis the negative
1

binomial probability function P[.X =2] for r=3,p=¢.

More generaly, in order to have x failures before the r-th success, we must have the rth success
occur on trial number r + x (z failuresand » — 1 successesin thefirst = + r — 1 trials, followed
by a success on the r-th trial). Therefore, we must have x failuresin thefirst = +r — 1 trids,
followed by a success on trial number = + r. The number of failuresin thefirst = + r — 1 trias
has a binomial distribution, and the probability of = failuresinthefirst x + r — 1 tridsis

z+r—1
x

)(1 — p)*p ! . The probability of asuccess on the r-th trial is p, so the total probability

of  failures before the r-th successis (“;*1)(1 — )P x p= (”r*l)(l —p)*p’.

T
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Keep in mind the binomial coefficient relationship () = (,",) , which might be useful in

some circumstances.

Example 6-7: Intossing afair die repeatedly (and independently on successive tosses), find the
probability of getting the third "1" on the ¢-th toss.

Solution: The negative binomial random variable X with parametersr = 3 and p = % isthe
number of failures (failure meanstossing 2,3,4,5 or 6) until the 3rd success. The probability that
the 3rd success (3rd "1") occurs on the ¢-th toss is the same as the probability of x =t — 3
failures before the 3rd success. Thus, if X isthe number of failures until the 3rd success, X hasa
negative binomial distribution withr = 3 and p = % Then, the probability that X =¢—3 is
PIX =t=3]=pt-3)= ("2 )wa-p = (P @)

_ (i:;)(%P(%)FS _ %(%)3(%)%3 _ %(%)3(%)%3' O

As mentioned above, the geometric distribution is a special case of the negative binomial with
r = 1. The graphs below show the histogram for negative binomial distributionswith p = .3
and (i) r = 1 (geometric) , (ii)r=2 , and (iii) r=5.

3
r=1, p=.3
2 1 r=2, p=.3
1 05
02 4 6 & 10 1] 2 4 ] ] 10
1
r=5, p=.3

08
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Hypergeometric distribution with integer parameters M, K and n
(M>0,0<K<Mad 1<n<M):

Inagroup of M abjects, suppose that K areof Typel and M — K are of Typell.

If asubset of n objectsis randomly chosen without replacement from the group of M objects, let
X denote the number that are of Type in the subset of sizen. X issaidto havea
hypergeometric distribution. X isanon-negative integer that satisfies

X<n, X<K,0<Xadn—-(M-K)<X.

K)(M—K)

The probability function for X is p(x) = ( (A;”)*f

x can't belarger thann or K, so = < min[n, K], and sincethereare M — K Typell objectsin
total, x must beat least n — (M — K).

The probability function is explained as follows. There are ( M

n

) ways of choosing the subset of

n objects from the entire group of M objects. The number of choices that result in x objects of

Typel and n — = objectsof Typell is ([x() (%:f) .
The mean and variance of X are E[X] = % , Var[X] = nK%_(IA(J)%_n)

Example 6-8: Anurn contains 6 blue and 4 red balls. 6 balls are chosen at random and
without replacement from the urn. If X isthe number of red balls chosen, find the standard
deviation of X.

Solution: Thisisahypergeometric distributionwith M =10, K =4 and n = 6.

4 6
The probability function of X is f(z) = % , for 1 =0,1,2,3,4.
nK(M—K)(M—n)

6
YRR yesy .64 . Standard deviationis /.64 = .8 . O

Thevarianceis Var[X] =

The hypergeometric distribution has rarely come up on the exams that have been publicly
rel eased.
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Multinomial distribution with parametersn, pi, ps, - .., px (Wheren isapositive
integerand 0 < p; <1lforal:=1,2,...,k and p1+p2o+---+pxr = 1)
Suppose that an experiment has & possible outcomes, with probabilities p;, po, ..., px
respectively. Each time the experiment is performed, it results in one of the possible outcomes.
If the experiment is performed n successive times (independently), let X; denote the number of
experiments that resulted in outcome i, sothat X; + Xo + -+ X =n..

The multinomial distribution probability functionis
P[Xy =21, X9 =9, -, Xi, = x| = p(x1,22, ..., Tf) = m Spit eyt

For each i from ¢ = 1 to i = k, X; isarandom variable with amean and variance similar to the
binomial mean and variance: E[X;| = np;, Var[X;] =np;(1 —p;).

Also, for ¢ and j between 1 and n, X; and X; arerelated. A little later on in this study guide we
will review joint distributions and relationships between random variables. One measure of the
relationship between random variables is the covariance. For the multinomial distribution, the

covariance between X; and X is Cov[X;, X;] = —npip; .

For example, the toss of afair die resultsin one of £ = 6 outcomes, with probabilities
pi=g for i=1,2,3,4,5,6. If thedieistossed n times, then with

X; = #of tossesresulting in face "i" turning up, the distribution of X, X, ..., X isa
multinomial distribution. In n = 10 tosses of the die, the probability that there are exactly

n mn n 11} n mni n mn n " n mni H ! ]. 1 ].
2"1"s,1-"2", 0-"3"s, 3-"4"s, 1-"5" and 3-"6"'sis 5rroerrr - (6)2(5) (5)°(5)2(3) ()%

Recursiverelationship for the binomial, Poisson and negative binomial:
The probability function for each these three distributions satisfies the following recursive

relationship ﬁ =a+ % for k=1,2,3,....

. . . ANk /! A
Poisson with parameter \: z% = e_f;\kf/{k_l), =2-a=0,b=2A\.
Binomial with parametersn and p: o = — ﬁ . b= ("1+_1p)p

Negative binomial with parametersr andp: a=1—p, b= (r—1)(1 — p).
For instance, for a Poisson distribution with A = 2, wehave ¢ =0, b = 2, and

-2 -2
b 2 e T2k e b
pr=(+3) p,=%" k-1 — K-

In the released exams, the binomial, Poisson and geometric have come up regularly. The
negative binomial arises occasionally, and the, multinomia and hypergeometric have rarely
occurred.
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SUMMARY OF DISCRETE DISTRIBUTIONS

Didtribution  Parameters

Uniform N > 0, integer

Binomial n > 0 integer,
0<p<l1

Poisson A>0

Geometric 0<p<l

Negative

Binomial r>0,0<p<1

Hypergeometric M > 0,0 < K < M,
1 <n < M, integers

Multinomial T, D1, D2, -y Dk

0<p <1

Prob. Fn., p(x)

+ z=1,2,..,N

()pr(—p)

rz=0,1,...,n

N 0,1,2, ...

z!

(1_p)Ip7:E:071727

() ()
)

x < min[n, K|

TL' T o Xl
ol ozl P P2 Py

T1+T2+--+ T ="

Variance, Var[X]

np

E[X;] = np;

N2—1
12

np(1 —p)

nK (M—K)(M—n)
M2(M~T1)

Var[X;] = npi(1 — p;)

6)\(6"—1)

1—(1—p)et

Bl
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PROBLEM SET 6
Frequently Used Discrete Distributions

1. X hasadiscrete uniform distribution on theintegers0,1,2,...,n and Y hasadiscrete
uniform distribution on theintegers 1,2, 3,...,n. Find Var[X]| — Var[Y].

2n+1 1 1 2n+1
A) q; B) 5 0 D) -5 E)—q;

2. The probability that a particular machine breaks down in any day is.20 and is independent of
the breakdowns on any other day. The machine can break down only once per day. Calculate the
probability that the machine breaks down two or more times in ten days.

A) .1075 B) .0400 C) .2684 D) .6242 E) .9596

3. (SOA) A company pricesits hurricane insurance using the following assumptions.

(i) In any calendar year, there can be at most one hurricane.

(ii) In any calendar year, the probability of a hurricaneis 0.05.

(iii) The number of hurricanesin any calendar year isindependent

of the number of hurricanesin any other calendar year.

Using the company’ s assumptions, calculate the probability that there are fewer than 3 hurricanes
in a 20-year period.

A) 0.06 B) 0.19 C) 0.38 D) 0.62 E) 0.92

4, (SOA) A study is being conducted in which the health of two independent groups of ten
policyholdersis being monitored over a one-year period of time. Individual participantsin the
study drop out before the end of the study with probability 0.2 (independently of the other
participants). What is the probability that at least 9 participants complete the study in one of the
two groups, but not in both groups?

A) 0.096 B) 0.192 C) 0.235 D) 0.376 E) 0.469
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5. (SOA) A hospital receives 1/5 of its flu vaccine shipments from Company X and the
remainder of its shipments from other companies. Each shipment contains a very large number of
vaccinevias. For Company X’'s shipments, 10% of the vials are ineffective. For every other
company, 2% of the vials are ineffective. The hospital tests 30 randomly selected vials from a
shipment and finds that one via isineffective. What isthe probability that this shipment came
from Company X?

A) 0.10 B) 0.14 C) 0.37 D) 0.63 E) 0.86

6. (SOA) A company establishes afund of 120 from which it wants to pay an amount, C', to any
of its 20 employees who achieve a high performance level during the coming year. Each
employee has a 2% chance of achieving a high performance level during the coming year,
independent of any other employee. Determine the maximum value of C' for which the
probability islessthan 1% that the fund will be inadequate to cover all payments for high
performance.

A) 24 B) 30 C) 40 D) 60 E) 120

7. Let X beaPoisson random variable with E[X] = In2. Caculate E[cos(mX)] .
A) 0 B ©3 D)1 E) 2in2

8. (SOA) The number of days that elapse between the beginning of a calendar year and the
moment a high-risk driver is considered to be a continuous random variable with pdf ce~*. An
insurance company expects that 30% of high-risk drivers will be involved in an accident during
the first 50 days of a calendar year. What portion of high-risk drivers are expected to be involved
in an accident during the first 80 days of a calendar year?

A) 0.15 B) 0.34 C) 0.43 D) 0.57 E) 0.66

9. (SOA) An actuary has discovered that policyholders are three times as likely to file two claims
asto filefour claims. If the number of claims filed has a Poisson distribution, what is the
variance of the number of claims filed?

A)% B)1 ©C+2 D)2 E)14
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10. (SOA) Aninsurance policy on an electrical device pays abenefit of 4000 if the devicefails
during the first year. The amount of the benefit decreases by 1000 each successive year until it
reaches 0. If the device has not failed by the beginning of any given year, the probability of
failure during that year is 0.4. What is the expected benefit under this policy?

A) 2234 B) 2400 C) 2500 D) 2667 E) 2694

11. (SOA) A tour operator has a bus that can accommodate 20 tourists. The operator knows that
tourists may not show up, so he sells 21 tickets. The probability that an individual tourist will not
show up is 0.02, independent of all other tourists. Each ticket costs 50, and is non-refundable if a
tourist failsto show up. If atourist shows up and a seat is not available, the tour operator has to
pay 100(ticket cost + 50 penalty) to thetourist. What is the expected revenue of the tour
operator?

A) 935 B) 950 C) 967 D) 976 E) 985

12. A fair dieistossed until a2 isobtained. If X isthe number of trials required to abtain the
first 2, what is the smallest value of x for which P[X < z] > % ?
A) 2 B) 3 C) 4 D) 5 E) 6

13. (SOA) A large pool of adults earning their first driver’s license includes 50% low-risk
drivers, 30% moderate-risk drivers, and 20% high-risk drivers. Because these drivers have no
prior driving record, an insurance company considers each driver to be randomly selected from
the pool. This month, the insurance company writes 4 new policies for adults earning their first
driver’slicense. What is the probability that these 4 will contain at least two more high-risk
driversthan low-risk drivers?

A) 0.006 B) 0.012 C) 0.018 D) 0.049 E) 0.073

14. A box contains 10 white and 15 black marbles. Let X denote the number of white marblesin

aselection of 10 marbles selected at random and without replacement. Find Vg&)]( ]

1 3 2 5 3
AL B2 of Dpi B
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15. A multiple choice test has 10 questions, and each question has 5 answer choices (exactly one
of whichiscorrect). A student taking the test guesses randomly on all questions. Find the
probability that the student will actually get at least as many correct answers as she would expect
to get with the random guessing approach.

A) .624 B) .5901 C) .430 D) .322 E) .302

16. Ananalysis of auto accidents shows that onein four accidents results in an insurance claim.
In a series of independent accidents, find the probability that the first accident resulting in an
insurance claim is one of the first 3 accidents.

A) .50 B) .52 C) 54 D) .56 E) .58

17. Aninsurer has 5 independent one-year term life insurance policies. The face amount on each
policy is 100,000. The probability of aclaim occurring in the year for any given policy is.2.

Find the probability the insurer will have to pay more than the total expected claim for the year.
A) .06 B) .11 C) .16 D) .21 E) .26

18. The number of claims per year from a particular auto insurance policy has a Poisson
distribution with amean of 1, and probability function p,. Based on a number of years of
experience, the insurer decides to change the distribution, so that the new probability of O claims
isp; = .5, and the new probabilities p; for £ > 1 are proportional to the old (Poisson)
probabilities according to the relationship p; = ¢ - p; for £ > 1. Find the mean of the new
claim number distribution.

A) .79 B) .63 C) .5 E) .37 E) .21

19. The probability generating function of a discrete non-negative integer valued random
variable N isafunction of thereal variablet: P(t) =>_t*- P[N = k] = E[t"] .
k=0

Which of the following is the correct expression for the probability generating function of the
Poisson random variable with mean 2?
A) e 2t B) el—2t C) e2t D) e2t—1 E) e?(tfl)
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20. Aninsurer issues two independent policies to individuals of the same age.

The insurer model s the distribution of the completed number of years until death for each
individual, and uses the geometric distribution P[N = k] = (.99)(.01) , wherek = 0,1, 2, ...
and N isthe completed number of years until death for each individual.

Find the probability that the two individuals die in the same year.

A) .001 B) .003 C) .005 D) .007 E) .009

21. Aninsurer uses the Poisson distribution with mean 4 as the model for the number of warranty
claims per month on a particular product. Each warranty claim resultsin a payment of 1 by the
insurer. Find the probability that the total payment by the insurer in a given month islessthan
one standard deviation above the average monthly payment.

A) .9 B) .8 C .7 D) .6 E) .5

22. Aspart of the underwriting process for insurance, each prospective policyholder is tested for
high blood pressure. Let X represent the number of tests completed when the first person with
high blood pressure is found. The expected value of X is12.5.

Calculate the probability that the sixth person tested is the first one with high blood pressure.

A) 0.000 B) 0.053 C) 0.080 D) 0.316 E) 0.39%4

23. Let X be arandom variable with moment generating function

£\ 9
M(t)z(z%ef) , —oo<t<oo .
Calculate the variance of X.

A) 2 B)3 C)8 D) 9 E) 11

24. According to the house statistician, a casino estimates that it has a 51% chance of winning on
any given hand of blackjack. The casino also assumes that blackjack hands are independent of
one another. The casino randomly monitors its blackjack dealers, and as soon as a dealer is found
to lose 5 handsin arow, the casino stops the game at that dealer's table and checks the deck of
cards that the dealer isusing. The casino has just started monitoring adealer. What is the chance
that the game will be stopped at the table sometime within the next 8 hands of blackjack?

A) .07 B) .09 C) .11 D) .13 E) .15
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25. (SOA) A company takes out an insurance policy to cover accidents that occur at its
manufacturing plant. The probability that one or more accidents will occur during any given
month is § The number of accidents that occur in any given month is independent of the number
of accidentsthat occur in al other months. Calculate the probability that there will be at least
four months in which no accidents occur before the fourth month in which at least one accident
occurs.

A) 0.01 B) 0.12 C) 0.23 D) 0.29 E) 041

26. (SOA) Each time a hurricane arrives, a new home has a 0.4 probability of experiencing
damage. The occurrences of damage in different hurricanes are independent. Calculate the mode
of the number of hurricanes it takes for the home to experience damage from two hurricanes.

A) 2 B) 3 C4 D)5 E) 6

27. For acertain discrete random variable on the non-negative integers, the probability function
satisfies the relationships

P(0) = P(1) and P(k+1) = - P(k) for k=1,2,3,... Find P(0).

A) Ine B) e—1 C) (e+1)7! D) e! E) (e—1)7!
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PROBLEM SET 6 SOLUTIONS

2_
1 Var(x] = "L and varly] = 221 sothat

Var[X] —Var[Y] = 27{;1 . Answer: A

2. Since the breakdowns from one day to another are independent, the number of breakdowns
(successes) in 10 days, X, hasabinomia distribution withn = 10 andp = .2.
PX>2=1-(P[X=0]+P[X=1])

— - (100)(.2)0(.8)10 - (110)(.2)1(.8)9 = 6242, Answer: D

3. The number of hurricanes N in 20 years will have abinomial distribution with
n = 20 (years) and p = .05 (chance of hurricanein any one year).

P[N <3]=P[N =0]+ P[N =1]+ P[N = 2]

_ (200) (.05)0(.95)2 + (210) (.05)1(.95)1% + (220) (.05)2(.95)% = .9245 .

Notethat (}) = k!(ﬁk)!. Answer: E

4. For each group, the number who complete the study is abinomial random variable with

n = 10 trials (10 people in the group, each isa"trial") and probability p = .8 of any individual
in the group compl eting the study (probability of successfor onetria).

The probability of at least 9 completing the study in group 1is P[N = 9] + P[N = 10].
Thisis () (:8)°(:2)" + (17)(:8)!1%(.2)° = (10)(.13422)(.2) + (1)(.10737) = .376 .

The probability that less than 9 complete the study ingroup 1is 1 — .376 = .624 .

The sameistrue for group 2.

We are asked to find the probability that at least 9 participants compl ete the study in one of the
two groups, but not in both of the groups. Since the two groups are independent, thiswill be
Plat least 9 complete study in group 1] - P[less than 9 complete study in group 2]

+ P[lessthan 9 complete study in group 1] - P[at least 9 complete study in group 2]

= (.376)(.624) + (.624)(.376) = .469 . Answer: E
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5. BEvent X - vaccineisfrom company X ,

X - vaccineis from acompany other than X. P(X) = % , P(X) = % :
In asample of 30 vialsfrom Company X, the number of ineffective vials has a binomial
distribution with n = 30 trials (vials) and probability p = .10 of any particular one being
ineffective. In asample of 30 vials from a Company other than X, the number of ineffective
vials has abinomial distribution with n = 30 trials (vials) and probability p = .02 of any
particular one being ineffective.

Therefore, P[1 ineffective|shipment isfrom Company X| = (310> (1)'(.9)% = 1413,
and

P[1 ineffective|shipment is from Company other than X] = (310) (.02)1(.98)% = .3340.
Wewishto find P[shipment is from Company X |1 ineffective]

__ P[(shipment isfrom Company X)N(1 ineffective)]
- P[1 ineffective] )

P[(shipment is from Company X) N (1 ineffective)]

= P]1 ineffective|shipment is from Company X] - P[shipment isfrom Company X
= (1413)(3).
P[1ineffective] = P[(1 ineffective) N X] + P[(1 ineffective) N X

= P|(1 ineffective)| X] - P[X] + P[(1 ineffective)| X] - P[X] = (.1413)(
(-1413)(3)

) + (.3340)(

SIS

).

N =

Then, P[shipment isfrom Company X |1 ineffective] = (1313) () + (3340 () — .096 .
This can be described by the following probability table.
Company X Other Companies
P[X] = .2, given P[X'| = .8
1 Ineff P[1Ineff| X] = .1413 P[1 Ineff|other] = .3340
given (calc. for binomial dist.) given (calc. for binomial dist.)
4 4
P[1Ineff N X] P[1 Ineff N Other]
= (.1413)(.2) = (.3340)(.8)
4
Pl ineff] = (.1413)(.2) + (.3340)(.8)
4
P[X|Lineff] = (1413)(2) = .096 . Answer: A

1413)(:2)+(-3340)(.8)
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6. N isthe number of people who achieve high performance. N hasabinomial distribution with
n =20 and p=.02. Wewishto find thelargest C' for which
P[NC > 120] < .01 . From the binomial distribution, we have

[
P[N = ( ) (.98)2 = 6676 ,
PN = 1] :( ) (.08)19 = 2725 ,
PIN =2] = ( ! )(.02) (.98)% = .0528 .

Therefore, P[N > 1] = .0599, P[N > 2] =.0071.

It 122 > 2 then P[NC > 120] = PIN > 2] < P[N > 2] = .0071 < .01,
butif 22 <2 then P[NC > 120] = P[N > ‘2] < P[N > 2] = .0599 > .01 .
In order to satisfy P[NC' > 120] < .01 we must have % > 2, or equivalently,

C <60.

An alternative approach to this problem isto look at each possible value of C' in the answers, and
find the probability P[NC > 120] for each. Starting with the largest possible value, we get for
answer E, P[120N > 120] = P[N > 1] =1— P[N =0] — P[N = 1]

=1-.6676 — .2725 = .0599 > .01, so C' = 120 does not satisfy the probability requirement.
Then for answer D, we get

P[60N > 120] = P[N > 2] =1— P[N =0] — P[N = 1] — P[N = 2]

=1-.6676 — .2725 — .0528 = .0071 < .01, so that C' = 60 does satisfy the regquirement.
Answer: D

7. Since X has a Poisson distribution, it can take on the non-negative integer values 0,1, 2, ...

—In( T
With E[X] = In(2), the probability function of X is P[X = z| = D@ _ 1 @)

x! 2 x!
The transformed random variable cos(wX) can take on the values

cos(0) =1, cos(r) = — 1, cos(2mr) =1, — 1,1, —1, ...
Then

% In(2))" 3 In(2))" < [~In(2)]*
Bleos(nX)] = 3 cos(nz) - - e _ 1 PIEHE m&F _ 1 20%
=1.e"® =1 (weusetheidentity, i:j“—, =e"). Answer: B
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8. Weinterpret proportion as probability. The statement "30% of high-risk drivers will be
involved in an accident in the first 50 days of the year" isinterpreted as

P[ahigh-risk driver isinvolved in an accident in the first 50 days of the year] = .3 .

This can bewrittenas P[T < 50] = .3, whereT" isthetime, in days, until an accident occurs for
ahigh-risk driver. We aretold that 7" has an exponential distribution. Suppose that the mean of
T is uu. Then the density function of T'is f(t) = %e‘t/" ,and P[T < 50] =1 — e 50/,

From .3=P[T <50 =1—¢e%/" weget e /" =7, andthen = — % .

The proportion of high-risk drivers that are expected to have an accident in the first 80 days of the
year isinterpreted as a probability,

P[T <80] =1—e80/r =1 - 80/(=50/ln.7) — 1 _ 60T — 1 _ (7)16 = 43

Answer: C

9. N hasaPoisson distributionwithmean A\ . P[N =2] = e - é—f and
PIN=4]=e¢. 2 . Wearetoldthat P[N =2] = 3P[N = 4], sothat
AL A g A _

et =35 = A=2.

The variance of the Poisson distribution is equal to the mean, A = 2. Answer: D

10. The probability that the devicefailsinyear n =1,2,3, ...,
is (.6)"71(.4) (n — 1 yearsof non-failure followed year of failure).
Thisisaversion of the geometric distribution.

Y ear of Failure Prob. Amount Paid
4 4000

2 (.6)(.4) = .24 3000

3 (.6)?(.4) = .144 2000

4 (.6)3(.4) = .0864 1000

>5 0

The expected amount paid is
(4000)(.4) + (3000)(.24) + (2000)(.144) + (1000)(.0864) = 2694.4 .
Answer: E
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11. Thetour operator collects 21 fares, 21 x 50 = 1050 . Let N denote the number of ticket
holders who show up. The tour operator does not have to make arefundif N < 20. If N = 21,
the tour operator must pay 100. The number of ticket holders that show up has a binomial
distribution based on n = 21 (ticket holders) and p = .98 (probability of any particular ticket
holder showing up). Then P[N = 21] = (3})(.98)21(.02)0 = 65426 .

The expected amount the tour operator must pay in refund and penalty is

(0) - P[N < 20] + (100) - P[N = 21] = (100)(.65426) = 65.43 .

The expected revenue (after refund and penalty) is 1050 — 65.43 = 984.57 .

Answer: E

12. P[X—k] (2)1(5) -

1_(§)T Sz 1 d\x 1
PIX <z] = ZP[ — k] = [ 1/6]_1 Gy>1a@yr<lag>a
Notethat X — 1 has ageometric distribution with p = % . Answer: C

13. This problem involves the multinomial distribution. The multinomial distribution with
parametersn, pi, po, ..., pr (Wheren isapositiveintegerand 0 < p; < 1fordli=1,2,....k
and p; + po + ---pr = 1) isdefined in the following way.

Suppose that an experiment has & possible outcomes, with probabilities p;, po, ..., px

respectively. If the experiment is performed n successive times (independently), let X; denote
the number of experiments that resulted in outcome 4, so that

X1+ X9+ -+ X =n . Themultinomial probability functionis

flzr, e, .ymp) = # ity

In this problem, the "experiment” outcome is the type of driver, which has three outcomes. These
are"low-risk", with probability p; = .5, "moderate-risk", with probability p, = .3, and "high-
risk", with probability p; = .2 . The"experiment” (choosing adriver) is performed n = 4 times.
We want to find the probability that X3 > X; 4+ 2 (number of high-risk drivers at |east two more
than the number of low-risk drivers). We can look at the outcomes that result in this event:

X1 , number of X5 , number of X3 , number of
low-risk drivers moderate-risk rivers high-risk drivers
0 0 4
0 1 3
0 2 2
1 0 3
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13. continued
These are the only outcomes that result in this event.
£(0,0,4) = 5a - (5)0- (3)0 - (:2)* = .0016
£(0,1,3) = g - (5)° - (:3)" - (:2)* = .0096 ,
£(0,2,2) = grarsr - (:5)° - (:3)2 - (:2) = .0216
£(1,0,3) = trasr - (5)1- (:3)° - (:2)* = .0160 .
The total probability of this eventisthen .0016 + .0096 + .0216 + .0160 = .0488 .
Answer: D

14. X has ahypergeometric distribution with M = 25 marbles, K’ = 10 white marbles,

andn = 10 marbleschosen. Then E[X] = 53 = ~—~— =4, and
_ nK(M-K)(M-n) 3 VarlX]  (M-K)(M-n) 3 _
VarlX]= ——pai-ny— =% = EX] = M- — s Answer E

15. The probability of a correct guessis .2 on any particular question. The number of correct
guesses forms abinomial distribution based on n = 10 trials (10 questions), with a probability
of p = .2 of success (correct answer) on each trial. The expected number of correct guessesis
np = 10(.2) = 2. The probability of getting at least 2 correctis P[X > 2] . The binomia

distribution probability is P[X = k] = Z)(.2)’“(.8)10"“ . Then,

PX>2 =1—(PX=0]+P[X=1)=1- (100>(.2)0(.8)10 - (110>(.2)1(.8)9

= .624. Answer: A

16. Out of 3 independent accidents, the number that result in a claim has a binomial distribution
with n=3 and p = % . The probability that none of the 3 accidentsresult inaclaimis

(3) (i)”(%)3 = .422 . The probability that there is aleast one claimin the 3 accidentsiis

1 —.422 = .578.

Alternatively, the probability that the first accident resulting in a claim isthe k-th accident is
(.75)*=1(.25) (geometric distribution). Thus, the probability is
(.75)°(.25) + (.75)1(.25) + (.75)?(.25) = .578 . Answer: E
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17. The expected claim from any one policy is (100, 000)(.2) = 20,000, so

the overall expected claim from all 5 policies is 100,000 . The total claim for the year will be
more than 100,000 if there are 2 or more claims. This probability is

P[N > 2] =1—- P[N =0] — P[N = 1], where N isthe number of claims.

N hasabinomial distributionwith n =5, p=.2.

P[IN=0+P[N =1 = ((5)) (.2)0(.8)° + (f) (.2)1(.8)" = .73728

= P[N >2]=1-.73728 = .26272 . Answer: E

o o0 (0.¢]
18. 1 =p; + > p; ,sothatsince p; = .5, wemust have > p; =c¢> p. =.5.
k=1 k=1 k=1

o (0.¢] o0
However, 1=py+> p.=€e '+ p. = > p=1—e'=.6321,
k=1 k=1 k=1

sothat ¢ = 57 = .7910 . Then, the new expectation is

> kpp =Y kpi =) kep, = ¢ kp, = ¢y kp,

k=0 k=1 k=1 k=1 k=0

= ¢ x old expectation=c -1 =.7910 . Answer: A

00 k 00 k
=>e? (2];) =e 2.y (2]:,) = e 2e2 =21 . Answer: E
k=0 ’ k=0
20. P[deathin sameyear] = )" P[both die after &k complete years|
k=0

= Y Pperson 1 dies after k complete years| - P[person 2 dies after k complete years|

k=0
00 00

= 3°(.99)%(.01)(.99)%(.01) = (.0001)S" [(.99)2]F = 1;0(98;)2 = .005. Answer: C
k=0 k=0

21. Average monthly payment is 4, varianceis 4 (variance of Poisson is equal to mean).
Probability that total payment islessthan 4 +2 =6 is

2 3 4 5
PIN <5 =¢*[l+4+% + 3 + 3 + 3] = .785. Answer: B
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22. This problem makes use of the geometric distribution. The experiment being performed is
the blood pressure test on an individual. We define "success' of the experiment to mean that the
individual has high blood pressure. We denote the probability of a success occurring in a
particular trial by p. Since X isthe number of persons tested until the first person with high
blood pressureisfound, it islike the version of the geometric distribution described as Y earlier
in the study guide, where Y isthe trial number of the first success (the trial number of the first

> sothat

% = 12.5 and therefore p = .08. The probability that the first success occurs on the 6th trial

successis 1, or 2, or 3, ...). The mean of thisform of the geometric distribution is

(first case of high blood pressure isthe 6th individual) is (1 — p)®p, since there will be 5 failures
and then the first success. This probability is (.92)°(.08) = .0527. Answer: B

23. One of the applications of the moment generating function M (¢) for the random variable X
isto calculate the moments of X - for aninteger k£ > 1,
B[X*] = j—; MX(t)‘t_O . Therefore, Var[X] = E[X?] — (E[X])? = MP(0) — [M}(0))? .

=) (£)  sothat MY (0) =3, and

24+et\" ¢t 2+¢)®
MP (1) = 72(HE) (57 +9( 252
andthen, Var[X]=11-3>=2.

Alternatively, Var[X] = & [anX(t)]L - Inthis

8
In this problem, M (t) = 9(2+6t> (
t

problem, In Mx(t) =9in(2+e€') —9In3, sothat

% [In Mx(t)] = % , and j—; [In Mx(t)] = (2+et)((92e—:_)€;)(296t)(6t) , and then

Var{x] = Q100 _ 5

A much faster solution is based on the following fact. The moment generating function of the
binomial random variable with parameters n (number of trials) and p (probability of success) is
(1 — p+ pe")™ . Inthiscase, the mgf corresponds to the binomial distribution with n =9 and
p =3, and therefore the varianceis np(1 — p) = 9(3)(3) =2 . Answer: A

24. The game will be stopped only under the following circumstances:
LLLLL,wtLLLLL,LWLLLLL, WWLLLLL,

LLwLLLLL WLwLLLLL, LWWLLLLL,WWWLLLLL,
where W refersto win and L refersto loss. The sum of the probabilitiesis

(.49)5 + (.51)(.49)° + (.49)(.51)(.49)° + (.51)?(.49)° + (.49)?(.51)(.49)°

+ (.51)(.49)(.51)(.49)° + (.49)(.51)?(.49)° + (.51)3(49)°> = .0715.  Answer: A
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25. We define the random variable X to be the number of months in which no accidents have
occurred when the fourth month of accidents has occurred. Wewishtofind P[X > 4] . This
can bewrittenas 1 — P[X =0,1,2or 3].
P[X = 0] = P[first 4 months all have accidents] = (%)4 =.1296 .
P[X = 1] = P[1 of thefirst 4 months has no accidents and 3 have accidents
: 211734373 2y(3
and 5th month has accidents] = (1) (£)'(5)*(3) = 4(£)(3)" = .2074.
P[X = 2] = P[2 of thefirst 5 months has no accidents and 3 have accidents
; 5Y(2\2/313(3 2\2/3
and 6th month has accidents] = () (£)*(£)*() = 10(3)*(3)* = .2074 .
P[X = 3] = PJ[3 of thefirst 6 months has no accidents and 3 have accidents
: 213731373 2133
and 7th month has accidents) = (3)(£)*(5)*(5) = 20(£)*(£)* = .1659 .
P[X >4]=1-.1296 — .2074 — .2074 — .1659 = .29.

X has anegative binomial distribution with » =4 and p = 3

5 Answer: D

26. If "failure" refersto ahurricane that results in no damage and "success' refers a hurricane
that causes damage, then the distribution of X the number of failures until the 2nd success has a
negative binomial distribution with probability function

p(X =x)= (thf)p”‘(l —p)* for £ =0,1,2,3,..., where r =2 andp = 4

We can also describe thisin terms of total number of hurricanes n=r+x =2+ =z ,

sothat P(N =n) = P(X =n —2) = (gj)pm p)? = (gj)(.4)2(.6)”‘2

for n=2+2=2,3,.... Wewish find n that maximizes this probability.
P(N=2)=.16,P(N=3)=2x.16 x .6=.192, P(N =4) = .1728.

The probabilities continue to decrease, because for n > 3 , we have % x.6<1.

Answer: B

27. P(2) = P(1) = P(0), P(3) =3 -P(2) =5 - P(0), ...

P(k) = ﬁ - P(0). The probability function must satisfy the requirement
SP(i) = 1 sothat P(0) + Y gy - P(0) = P(O)(1 +¢) = 1
=0 i=1 ’

(this uses the seriesexpansion for e* at « = 1). Then, P(0) = eJ%l . Answer: C
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SECTION 7- FREQUENTLY USED CONTINUOUSDISTRIBUTIONS

Note that for a continuous random variable X, the following probabilities are the same:
Pla < X <b].

Pla< X <b], Pla<X<b ,Pa<X<l],

Uniform distribution on theinterval (a,b) (Where — oo < a < b < o0):
The density function is constant, f(x) = ﬁ for a <z < b, and f(z) =0 otherwise.

The distribution functionis F'(z

The mean and variance are E[X]| =

The moment generating functionis M X( ) =
The n-th moment of X is E[X"] =

Thisisasymmetric distribution about the mean; the mean is the mldp0| nt of theinterval (a,b).
The probability of the subinterval (¢, d) of (a,b) isPlc < X <d]| =

= J, f(x)

a—+b and Va'r[X]

(

bn+l_

n+1)(b—a)"

(_

n+1

0 r<a
e S0 F(w)={% a<z<b.
1 x>Db
(b a)
7 foranyrealt
The median is 42 a+b , the same as the mean.

o b a’
T—a d—c
b—a b—a b—a |
4 E[X] b T r a ° i b
a+b
2

Example 7-1: Suppose that X has a uniform distribution on theinterval (0, a) , where a > 0.

Find P[X > X2].

Solution: If a < 1,then X > X? isawaystruefor 0 < X < a, sothat P[X > X?]| =

If a>1,then X > X? onlyif X < 1, which has probability

PX <1] = fo Olédx:

L Thus,
a

P[X > X?]

= min[1, 1] . O
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The Normal Distribution

The standard normal distribution, Z ~ N (0, 1), hasamean of 0 and variance of 1. A table of
probabilities for the standard normal distribution is provided on the exam. The density function
1 — L . _22/2 — = =

is d)(z)—\/% e for —o<z<oo. E[Z] =0, Var[Z] =1.

The moment generating functionis M (t) = e:cp[%} .

The density function has the following bell-shaped graph. The shaded areais the distribution

function P[Z < z], which isdenoted ®(z) . The graph and an excerpt from the standard normal
distribution table are given on the following page.

2 0.00 0.01 0.02 0.03
0.0/ 05000 0.5040 0.5080 0.5120
01| 05398 05438 0.5478 0.5517
02| 05793 05832 0.5871 0.5910
03] 06179 06217 06255 0.6293
04| 06554 06591 06628 0.6664

05| 06915 0.6950 0.6985 0.7019
08f 07257 0.7291 0.7324 0.7357
07| 07580 0.7611 0.7642 0.7673
08/ 07881 0.7910 0.7939 0.7967
08 08159 0.8186 0.8212 08238

A normal distribution table is provided at the exam. The full table can be found just before the
practice exam section later in this study guide. The entriesin the table are probabilities of the
form ®(z) = P[Z < z]. The 95-th percentile of Z is 1.645 (sometimes denoted z ;) since
$(1.645) = .950 (the shaded region to theleft of z = 1.645 in the graph above).

We use the symmetry of the standard normal distribution to find ®(z) for negative values of z.
Forinstance, ®( —1) = P[Z < — 1] = P[Z > 1] =1 — ®(1) sincethetwo regions have the
same area (probability). Thisisillustrated in the left graph below. The two outside areas are
equal, the left areais ®( — 1) and theright areais 1 — ®(1) . Notice also in the right graph below
that P[—1.96 < Z <1.96] =.95,since P[Z > 1.96] =1 — ®(1.96) = .025, and thisareais
deleted from both ends of the curve.
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The general form of the normal distribution has mean . and variance 0. Thisis a continuous

distribution with a"bell-shaped” density function similar to that of the standard normal, but

symmetric around the mean . Thepdf is f(z) = \1/27 cem @20 for — 0o < 1 < 00.
ag- Y

and the mean, variance and moment generating function of X are

E[X]=p, Var[X] = 0%, Mx(t) = exp [,ut + %]
Note also that for the normal distribution, mean = median = mode = . p isthe"center” of
the distribution, and the variance o? is ameasure of how widely dispersed the distribution is.
The graph shows the density functions of two normal distributions with a common mean p. The
distribution with the "flatter" graph has the larger variance, and is more widely dispersed around
the mean.

7]

Given any normal random variable X ~ N (u,0?), itispossibleto find Plr < X < s] by first

"standardizing" . This means that we define the random variable Z asfollows. Z = Xon

Then Plr < X < 5] = P[54 < 528 < 558 = 0558 — ().

For example, suppose that X has anormal distribution with mean 1 and variance 4. Then
P[X <25] = P[% < %} = P[Z < .75] = ®(.75) = .7734..

We have found ®(.75) from the standard normal table.
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The 95-th percentile of X can be found as follows. Let us denote the 95-th percentile of X by c.

Then P[X < c] = .95 = P[% < %} :@(%):.95 = C;\/zi =1.645 = c=4.29,

We have used the value 1.645, which is the 95-th percentile of the standard normal.

Example 7-2: If for acertain normal random variable X, P[X < 500] = .5 and

P[X > 650] = .0227 , find the standard deviation of X.

Solution: The normal distribution is symmetric about its mean, with P[X < u| = .5 for
any normal random variable. Thus, for thisnormal X we have p = 500. Then,

P[X > 650] = .0227 = P @ > % . From the standard normal table, we see that

$(2.00) = .9773. Since @ has a standard normal distribution, it follows from the table for
the standard normal distribution that 10@ =2.00and o =75. O

Approximating a distribution using a normal distribution

Given arandom variable X with mean z and variance 2, probabilities related to the distribution
of X are sometimes approximated by assuming the distribution of X is approximately N (y, o?).
The SOA/CAS probability exam regularly has questions involving the normal approximation. It
has sometimes been the case that a question asks for the approximate probability for some
interval. Thiswill almost always mean that the normal approximation should be applied, eveniif it
is not specifically mentioned. Later in the study guide we will see the justification for using the
normal approximation for a sum of random variables. It isin this context that approximate
probabilities have come up on the exam.

Integer correction for the normal approximation to an integer-valued
random variable:

The normal distribution is continuous, but it can be used to approximate a discrete
integer- valued distribution. In such a case (if instructed to do so) we can apply the
following procedure.

If X isdiscrete and integer-valued then an " integer correction™ may be applied in the following
way. If n and m are integers, the probability P[n < X < m] isapproximated by using a normal
random variable Y with the same mean and variance as X, and then finding the probability
Pln—1<Y <m+1].Weextend theinterval [n,m] to [n — 1, m + 1]. Thereasoning
behind this can be seen from the following graphs, in which a normal density function is
superimposed over the histogram of an integer-valued random variable.

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



SECTION 7- FREQUENTLY USED CONTINUOUSDISTRIBUTIONS 201

The integer-valued random variable X in the following graphs happens to be a binomial with

N =6 and p = .4, so themean and variance are (6)(.4) =2.4 and (6)(.4)(.6) = 1.44.The
way in which the normal approximation is applied, isto use the normal distribution with the same
mean (11 = 2.4) and variance (o> = 1.44) asthe original distribution. The density function in the
graphsis of that normal distribution. In the first graph, the shaded region is the actual binomial
probability that the outcome of the binomial distribution is 3.

This actual probability is (g)(.4)3(.6)6*3 — 27648 .

/I | | | | T‘““'- | |

-05 0 0.5 i 1.5 i 25 3 35 4 4.5 3 5.5 & 6.5

Since the normal distributionY” is a continuous distribution, in order to calculate a probability
using the normal distribution, we must integrate the density over an interval. In order to use the
normal distribution to approximate the probability that the binomia outcomeis 3, we integrate
over an interval of length 1 centered at = = 3. Thisisthe integral from 2.5 to 3.5 of the normal
density, so the normal approximation probability is P[2.5 <Y < 3.5] . Thisis the shaded
region in the next graph.

| | | | | e | |

-05 i 0.5 i 1.5 p] 25 3 35 4 4.5 3 3.5 8 6.5

For anormal distribution with mean 2.4 and variance 1.44, this probability is:

PP25<Y <35 = P[Qj%f < ’\”/‘1271‘ < 3;%44] — P[.0833 < Z < .9167]

= ®(.92) — ®(.08) = .8186 — .5319 = .29 . The exact binomial probability is.27648 .
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In general, the normal approximation for an integer value X = k isthe normal distribution (Y")
probability on the interval from &k — % to k+ % (Plk — % <Y <k+ %} ). For the probability
of several successive integer values, we have a series of intervals. For instance, to find the
probability that 1 < X < 4, wewould approximate the probabilityat X =1,X=2,X=3
and X = 4 and add them up. This corresponds to finding the normal probability for Y on the
intervasfrom .5to 1.5, from 1.5 to 2.5, from 2.5 to 3.5 and from 3.5 to 4.5. When we combine
these, we get the probability from .5t0 4.5, P[.5 <Y < 4.5] . Thisisillustrated in the following
graphs. The shaded region of the first graph is the actual binomial probability P[1 < X < 4].
The shaded region of the second graph is the normal approximation probability P[.5 < Y < 4.5].

"'/| | | | | T""“- | |

0.5 i 0.3 i 1.5 p] 2.5 3 35 4 4.5 3 35 f 6.3

Note that if we were asked to approximate the probability P[1 < X < 4], then thiswould be
P[X =2 or 3], whichwewould approximateit as P[1.5 <Y < 3.5] . If wewere asked to
approximate P[X < 5], wewould approximateitas P[Y < 5.5] .
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Thereisalittle bit of avague arearegarding the use of the integer correction on the exam and it
may be worthwhile to calculate probabilities both with and without the integer correction. If the
probability corresponding to the integer correction is one of the possible answers, it should be the
correct answer (unless thereis an indication that the integer correction should not be used).

We will consider sums of independent random variables in more detail later in this study guide,
but one rule to make a note of now isthe following. If X; and X, are independent normal
random variables with means y; and y,, and variances o7 and o3, respectively, then

W = X; + X, isalso anormal random variable, and has mean i + p2, and variance o3 + o3.

Example 7-3: Suppose that a multiple choice exam has 40 questions, each with 5 possible
answers. A well prepared student feels that he has a probability of .5 of getting any particular
guestion correct, with independence from one question to another. Apply the normal
approximation to X, the number of correct answers out of 40, to determine the probability of
getting at least 25 correct. Find the probability with the integer correction, and then without the
correction.

Solution: The number of questions answered correctly, say X, has a binomial distribution with
mean (40)(.5) = 20 and variance (40)(.5)(.5) = 10. Applying the normal approximation Y to
X, with integer correction to find the probability of answering at |east 25 correct, we get

P[X > 25| = P[Y > 24.5] = P[Y;\/ll0 > &ﬂ:o?o] = P[Z >1.42] =1 — ®(1.42) = .078..
Without the integer correction, the probability is

P[Y > 25] = P[Y;\/%) > 25/‘%0] = P[Z > 1.58] =1 — ®(1.58) = .057.

There is a noticeabl e difference between the two approaches. If X has a much larger standard
deviation, then the differenceis not so noticeable. O
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Exponential distribution with mean + > 0

The density functionis f(z) = Ae ** for > 0,and f(z) =0 otherwise.
The distribution functionis F(z) =1 — e ** for >0, and

the survival functionis S(z) =1 — F(x) = P[X > z] = e =
Themeanis E[X] = %, the varianceis Var[X] = %, and

the moment generating functionis Mx(t) = ﬁ for t <A

The k-th momentis E[X*] = [“a" - e da = f—; k=1,2,3, ..

An alternative, but equivalent way to describe the exponentia distribution is with the density
function f(z) = ée‘”ﬂ/" , using the parameter 6. Then 6 = % (the mean of X) isthe
relationship linking the parametersin these two descriptions of the exponential distribution. Some
probability textbooks use one definition and some use the other. This makes it somewhat
ambiguous if we are told that X has an exponential distribution with "parameter 3". Does this
mean A = 3, or doesit mean ¢ = 37?1t ismore precise to be told that X has an exponential
distribution with a mean of 3. Then we know that % = 3 based on the first definition, and 0 = 3

based on the second. Either way, the density function is %e*x/ 3,

The exponentia distribution is often used as a model for the time until some specific event
occurs, say the time until the next earthquake at a certain location.

The graphs of the pdf and cdf for the exponential distribution with mean 1 are

Example 7-4: The random variable T' has an exponential distribution such that

P[T <2 =2-P[T > 4]. Find Var[T].

Solution: Suppose that 7' has mean % Then P[T <2]=1—-¢e 2 =2P[T > 4] = 2%
= 222+ 2 —1=0,where z = ¢ ?" . Solving the quadratic equation resultsin

T = %, — 1. Weignorethe negative root, so that e~ = % ,and A\ = %an.

Then, Var(T] = 37 = grgp - O
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Example 7-5: Theinitia cost of amachineis 3. The lifetime of the machine has an
exponentia distribution with amean of 3 years. The manufacturer is considering offering a
warranty and considers two types of warranties. Warranty 1 pays 3 if the machine failsin the first
year, 2 if the machine failsin the second year, and 1 if the machine failsin the third year, with no
payment if the machine fails after 3 years. Warranty 2 pays 3e ™ if the machine fails at time ¢
years (with no limit on the time of failure). Find the expected warranty payment under each of
the two warranties.

Solution: Thepdf of Tis f(t) = %e‘t/3 ,andthecdfis F(t) =1—e /3.

Let X bethe amount paid by warranty 1. The distribution of X is

X: 3 2 1 0
p(z): PO<T <I1] Pll<T <2 P2 <T <3 P[T > 3]
1—e 5 =.2835 65 —e 5 =.2031 eF—el=.1455 e ' =.3679

E[X] = (3)(.2835) + (2)(.2031) 4 (1)(.1455) = 1.40 .
Let Y be the amount paid by warranty 2. Then Y = 3e~7 .
ElY]= [*3¢™t - gePPdt = [Fe P dt =3 . O

There are afew additional properties satisfied by the exponential distribution that are worth
noting.

(i) Lack of memory property: for z,y >0,

P{X>z+ynX>zx P{X>z+y —Az+y)
P[X > 1:+y|X > J?] = { P[X>$} } = {P[X>I] } — eef)\x

We can interpret this as follows. Suppose that X represents the time, measured from now, in

=e N =P[X >y].

weeks until the next insurance claim filed by a company, and suppose also that X has an
exponentia distribution with mean % . Suppose that 5 weeks have passed without an insurance
claim, and we want to know the distribution of the time until the next insurance claim as
measured from our new time origin, which is 5 weeks after the previous time origin. According to
the lack of memory property, the fact that there have been no claimsin the past 5 weeks is
irrelevant, and measuring time starting from our new time origin, the time until the next claimis
exponentia with the same mean % In fact, no matter how many claims have occurred in the past
5 weeks, as measured from now, the time until the next claim has an exponential distribution with
mean %; the distribution has "forgotten” what has happened prior to now and the "clock™

measuring time until the next claim is restarted now..
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(ii) Link between the exponential distribution and Poisson distribution:

Suppose that X has an exponential distribution with mean % and weregard X asthetime
between successive occurrences of some type of event (say the event isthe arrival of anew
insurance claim at an insurance office), where time is measured in some appropriate units
(seconds, minutes, hours or days, etc.). Now, we imagine that we choose some starting time (say
labeled as ¢t = 0), and from now we start recording times between successive events. For
instance, the first claim may arrive in 2 days, then the next claim arrives 3 days after that, etc.

Let NV represent the number of events (claims) that have occurred when one unit of time has
elapsed. Then NV will be arandom variable related to the times of the occurring events. It can be
shown that the distribution of N is Poisson with amean of .

(iii) Theminimum of a collection of independent exponential random variables:
Suppose that independent random variables Y1, Ys, ..., Y,, each have exponential distributions
/\%,..., Ai , respectively. Let Y = min{Y1, Y2, ..., Y, } . ThenY hasan
. . . . 1
exponentia distribution with mean PYED w—w

follows. Suppose that an insurer has two types of insurance policies, basic coverage and extended

with means /\i,
1

. Aninterpretation of thisrelationship isas

coverage. Suppose insurance policies are independent of one another and that the time Xz until a
claim from abasic policy is exponential with a mean of 4 weeks, and the time Xz until aclaim

from an extended policy is exponential with a mean of 2 weeks. The time until the next claim of

any typeis X = min{Xp, Xp}. X will be exponential with mean ﬁ = % weeks. Another
402

way of interpreting this is that the average number of claims per week for basic policiesis i (one

every 4 weeks) and the average number of claims per week for extended policiesis % , S0 the

average number of claims per week for the two policy types combined is %.

We can descibe the average of % claims per weeks an average of % weeks between claims,

Example 7-6: Verify algebraically the validity of properties (i) and (iii) of the exponential
distribution described above.

Solution: (i) Supposethat X has an exponentia distribution with parameter A\. Then
PIX > -+ y|X > o] = SERIGEE = Srecfl - et = et

and P[X >y|=e .
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Example 7-6 continued
(iii) Suppose that independent random variables Y7, Ys, ..., Y, have exponential distributions with
/\i], /\ig,..., /\i respectively. Let Y =min{Y1, Ys, ..., Y,} . Then,
PlY >y =P[Y;>yfordli=1,2,..,n|=P[Y1>y)Nn(Yo>y)Nn---N(Y, >y
= P[Y1 > y| - P[Y2 > y]---P[Y,, > y] (because of independence of the Y;'s)
= (e M) (e M) - (e7MY) = e=Nithet+A)y - The cdf of Y isthen
Fy(y) = PlY <y]=1—P[Y >gy] =1— e Wl +My and the pdf of Y is
fr(y) = F(y) = (A + Mg+ -+ Ay )e-Catdet+2)y which is the pdf of an
exponentia distribution with parameter A; + A + -+ + A, . O

means

Gamma distribution with parametersa > 0and 8 > 0
Thepdfis f(z) = % for x> 0,and f(z)= 0 otherwise.
I'(«v) isthe gamma function, which is defined for o > 0tobe I'(a) = [ y*™' - e ¥dy .

If n isapositive integer it can be shownthat T'(n) = (n — 1)!.

The mean, variance and moment generating function of X are E[X]

Mx(t) = (55)" for t < 8.

Var[X] = %, and

e

o
ﬂ ’

If this distribution was to show up on Exam P, it would likely have the parameter « as an integer

n, inwhich case the density would be f(z) = %

An aternative, but equivalent parametrization of X uses 6 = % and the same «, so the pdf,
l,afl.ef.zc/f)

mean, and variance are written as f(x) = @) E[X]=af and Var[X] = ab?*.
Note that the exponentia distribution with mean % isaspecia case of the gamma distribution
with o =1 and 8 = A. The graphs below illustrate the density functions of afew gamma

distributions with various combinations of parameters « and 3.

The cdf of the gamma distribution can be complicated. If « isan integer then it is possible to find
the cdf by integration by parts. But this would tend to be quite tedious unless ac is 1 or 2.
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08k a=1,0 =1 (exponential) nak
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Gamma distribution density functions

As « getslarger, the pdf becomes more weighted to the right and is more spread out. As 5 gets
larger, the pdf is more weighted to the left and becomes more peaked.

For Exam P it is very important to be familiar with the uniform, normal and exponential
distributions.

Example 7-7: An insurer will pay 80% of the loss incurred on a loss of amount X. The loss
random variable X haspdf f(x) = w for x > 100, and f(z) =0 for = < 100.

Find the standard deviation of the amount paid by the insurer.

Solution: If Y isthe amount paid by theinsurer, then Y = .8X , so that

Var[Y] = (.8)*Var[X], and \/W 8)/Var[X] .

Var[X] = E[X?] — (E[X]) ,where E[X] = fmo . 3000000 7, — 150 and

o
B[X?] = ;500 2. 200000 4 = 30,000 . Then Var[X] = 30,000 — (150)2 = 7,500,

and \/VarlY 8)y/ 7,500 =69.3.0
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SUMMARY OF CONTINUOUSDISTRIBUTIONS

Digtribution  Parameters PDF, p(x)

Uniform a<b ﬁ,a<z<b
Normal 1 (any number), L o—(a—p)?/20°
o/ 2T
a2 >0 —o0o < x <00
Exponential % =60>0 Ae ™M x>0
F(r)=1—e™
Gamma >0,8>0 frac e s
0% y F(Oé) y X

Mean, E[X] Variance, Var[X]

>l

I

>
1=
-+

E

)a

—~
i)
L
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PROBLEM SET 7
Frequently Used Continuous Distributions

1. Let X bearandom variable with a continuous uniform distribution on the interval (1, a)
where a > 1. If E[X]=6-Var[X],thena =
A) 2 B) 3 C) 3v/2 D) 7 E) 8

2. A large wooden floor islaid with strips 2 inches wide and with negligible space between
strips. A uniform circular disk of diameter 2.25 inches is dropped at random on the floor. What
is the probability that the disk touches three of the wooden strips?

A)# B) 1 3 Di B

3. If X has acontinuous uniform distribution on the interval from 0 to 10, then what is
PX+>12

A2 B ol D2 E)1—70

Problems 4 and 5 relate to the following information. Three individuals are running a one
kilometer race. The completion time for each individual isarandom variable. X; isthe
completion time, in minutes, for person 7.

Xi : uniformdistribution on theinterval [2.9, 3.1]

Xy : uniformdistribution on theinterval [2.7, 3.1]

X3 @ uniform distribution on theinterval [2.9, 3.3]

The three completion times are independent of one another.

4. Find the probability that the earliest completion timeislessthan 3 minutes.
A) .89 B) .91 C) .94 D) .96 E) .98

5. Find the probability that the latest completion time is less than 3 minutes (nearest .01).
A) .03 B) .06 C) .09 D) .12 E) .15
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6. A student received agrade of 80 in amath final where the mean grade was 72 and the standard
deviation was s. In the statistics final, he received a 90, where the mean grade was 80 and the
standard deviation was 15. If the standardized scores (i.e., the scores adjusted to a mean of 0 and
standard deviation of 1) were the samein each case, then s =

A) 10 B) 12 C) 16 D) 18 E) 20

7. If X hasastandard normal distribution and Y = e¥, what is the k-th moment of Y?
A) 0 B) 1 C) ek/? D) e+’/2
E) 1if k=2m —1 and e@m-DEm=3)-31 if p — o

8. (SOA) For Company A thereis a 60% chance that no claim is made during the coming year. If
one or more claims are made, the total claim amount is normally distributed with mean 10,000
and standard deviation 2,000. For Company B thereis a 70% chance that no claim is made during
the coming year. If one or more claims are made, the total claim amount is normally distributed
with mean 9,000 and standard deviation 2,000. Assume that the total claim amounts of the two
companies are independent. What is the probability that, in the coming year, Company B’ s total
claim amount will exceed Company A’ stotal claim amount?

A) 0.180 B) 0.185 C) 0.217 D) 0.223 E) 0.240

9. (SOA) Thewaiting time for the first claim from a good driver and the waiting time for the first
claim from a bad driver are independent and follow exponential distributions with means 6 years
and 3 years, respectively. What is the probability that the first claim from a good driver will be
filed within 3 years and the first claim from a bad driver will be filed within 2 years?

1 23 12, /6 R —o3 12, —1/6
A) 18(1 e e +te ) B) 15¢ C 1l—e e +e

D) 1—e 23 ¢ 1/2 ¢ 1/3 E) 1- %672/3 _ %e*I/Q 4 %677/6

10. Let X be a continuous random variable with density function
f(x) = \/%e_xfz/z for —oo <z < oco. Caculate E[X|X > 0].

A) 0 B)\/% 0 ;3 D)\/g E) 1
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11. (SOA) Two instruments are used to measure the height, h, of atower. The error made by the
less accurate instrument is normally distributed with mean 0 and standard deviation 0.0056h . The
error made by the more accurate instrument is normally distributed with mean 0 and standard
deviation 0.0044h . Assuming the two measurements are independent random variables, what is
the probability that their average value is within 0.005h of the height of the tower?

A) 0.38 B) 0.47 C) 0.68 D) 0.84 E) 0.90

12. A new car battery is sold for $100 with a 3-year limited warranty. If the battery fails at time
t (0 < t < 3), the battery manufacturer will refund $100(1 — %). After analyzing battery
performance, the battery manufacturer uses the (continuous) uniform distribution on the interval
(0,n) asthemodel for time until failure for the battery (n in years). The battery manufacturer
determines that the expected cost of the warranty is $10. Find n.

A) 3 B) 5 C) 10 D) 15 E) 30

13. (SOA) Thelifetime of a printer costing 200 is exponentially distributed with mean 2 years.
The manufacturer agrees to pay afull refund to abuyer if the printer fails during the first year
following its purchase, and a one-half refund if it fails during the second year. If the
manufacturer sells 100 printers, how much should it expect to pay in refunds?

A) 6,321 B) 7,358 C) 7,869 D) 10,256 E) 12,642

14. (SOA) A piece of equipment is being insured against early failure. The time from purchase
until failure of the equipment is exponentially distributed with mean 10 years. The insurance will
pay an amount z if the equipment fails during the first year, and it will pay 0.5z if failure occurs
during the second or third year. If failure occurs after the first three years, no payment will be
made. At what level must x be set if the expected payment made under thisinsuranceisto be
1000 ?

A)3858 B)4449 (C)5382 D)5644 E)7235

15. (SOA) Thetimeto failure of a component in an electronic device has an exponential
distribution with amedian of four hours. Calculate the probability that the component will work
without failing for at least five hours.

A) 0.07 B) 0.29 C) 0.38 D) 0.42 E) 0.57
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16. Aninsurer uses the exponential distribution with mean p asthe model for the total annual
claim occurring from a particular insurance policy in the current one year period. Theinsurer

assumes an inflation factor of 10% for the one year period following the current one year period.

standard deviation ) for the
expected value

Using the insurer's assumption, find the coefficient of variation (

annual claim paid on the policy for the one year period following the current one year period.
A)121 B)1Ll C1 D)1 B oy

17. Average loss size per policy on aportfolio of policiesis 100. Actuary 1 assumes that the
distribution of loss size has an exponential distribution with a mean of 100, and Actuary 2
26°

assumes that the distribution of loss size hasapdf of fo(x) = @top T > 0. If my andme

represent the median loss sizes for the two distributions, find % .

A)6 B)10 C 13 D)17 FE) 20

18. Thetime until the occurrence of amajor hurricane is exponentially distributed. It isfound
that itis 1.5 times as likely that a major hurricane will occur in the next ten years asit is that the
next major hurricane will occur in the next five years. Find the expected time until the next major
hurricane.

A)5 B)5ln2 CO ;5 D)10n2 E) %
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PROBLEM SET 7 SOLUTIONS

(a—1)?

1
L E[X]:%Qand Var[X] = “~ , sothat
atl 6. 00 2300 = a=0,3 = a=3 (Sncea>0).  Answer: B

2. Let usfocus on the left-most point p on the disk. Consider two adjacent strips on the floor.

Let theinterval [0,2] represent the distance as we move across the left strip from left to right. If

p isbetween 0 and 1.75, then the disk lies within the two strips.

If pisbetween 1.75 and 2, the disk will lie on 3 strips (the first two and the next one to the right).

Since any point between 0 and 2 is equally likely as the left most point p on the disk (i.e.

uniformly distributed between 0 and 2) it follows that the probability that the disk will touch three
25

stripsis -5- = %. Answer: D

3. Sincethe density function for X is f(x) = % for 0 <z < 10, wecanregard X as
being positive. Then
PX+8>7=PX*-7X+10>0]=P[(X —5)(X —2) >0

= P[X > 5]+ P[X <2] (since (t—5)(t—2)> 0 if eitherboth t —5,t —2 >0

orboth t —5,t —2 < 0) :15—0+12—0:% . Answer: E

4. fx,(t) =5 =5 for 29 <t <3.1, Fx,(t) = P[X; < t] =5(t—2.9) for 2.9 <t < 3.1.
fro(t) =14 =25 for 27 <t <3.1, Fx,(t) = P[X, < 1] = 2.5(t — 2.7) for 2.7 <t < 3.1.
fr(t) =2 =25 for 29 <t < 3.3, Fy,(t) = P[X; <] = 2.5(t — 2.9) for 2.9 <t < 3.3.

Plmin(Xy, Xq, X3) < 3] =1 — Plmin(X;, Xo, X3) > 3]

—1- P[(X, 23)N (X2 > 3) N (X3 > 3)

1 [ P [ Fo®)] [ - F(3)

—1-[1-5(3-29)] [1—25(3—27)] [1—25(3—29)]=.90625.  Answer: B

5. P[mal‘(Xl,XQ,Xg) < 3] = P[(Xl < 3) N (XQ < 3) N (Xg < 3)]
— Fy,(3) - Fx,(3) - Fx,(3) = [5(3 — 2.9)] - [2.5(3 — 2.7)] - [2.5(3 — 2.9)] = .09375.
Answer: C
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6. The standardized statistics scoreis  20=80

15
&’Tfngzg—»s:m. Answer: B

= % . The standardized math scoreis

7. The k-thmoment of Y is E[Y*] = E[e*X] = Mx (k) = ¢'/2 (sincep = 0 and o2 = 1).
Answer: D

8. We denote by X 4 and X the total claim amount for the coming year for Company A and B,
respectively. Weareasked to find P[Xp > X,4]. X4 isamixture of two parts.
There is adiscrete part,
P[Company A hasno claimsin the coming year] = P[X4 = 0] = .6 ,
and a continuous part
P[Company A has some claimsin the coming year]
= P[X 4 hasanormal distribution with mean 10,000 and standard deviation 2,000] = .4.
Xpissimilar. Thereisadiscrete part
P[Company B has no claimsin the coming year| = P[Xp =0] = .7,
and a continuous part
P[Company B has some claimsin the coming year|
= P[Xp hasanormal distribution with mean 9,000 and standard deviation 2,000] = .3.

fo prob. .6
Therefore, X = {YA, normal, mean 10,000, std. dev. 2000 prob. .4 and

X, 0 prob. .7
5= Y3, normal, mean 9,000, std. dev. 2000 prob. .3

We use the following probability rule:

P[C]| = P[C|Dy] - P|D1] + P|[C|Ds] - P[Ds] + ---+ P[C|D,] - P[D,],

for any event C and any partition of events Dy, Ds, ..., D,, .

Inthiscase, theevent C'is Xp > X4 , and the partition has 4 events,

Dy : Company A has no claims and Company B has no claims,

D, : Company A has no claims and Company B has some claims,

D3 : Company A has some claims and Company B has no claims,

D, : Company A has some claims and Company B has some claims.

The companies have independent claim amounts, so we can use the following rule for
independent events: P[U NV] = P[U] - P[V].
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8. continued

The probabilities of the partition events are

P[D,] = P](no claims for company A) N (no claims for company B)]

= P[no claimsfor company A] - P[no claimsfor company B] = (.6)(.7) = .42.
P[Dy] = (6.)(.3) = .18, P[Ds] = (.4)(.7) = .28, P[Dy] = (.4)(.3) = .12 .
Using the partition rule above, we have

P[Xp > X4] = P[Xp > X4|D1]- P[D1] + P[Xp > X4|D,] - P[D-]

+ P[Xp > X4|Ds] - P[Ds] + P[Xp > X 4|Dy] - P[D,] .

P[Xp > X4|D1] =0, sinceinthiscase X4 = X5 =0.

P[Xp > X4|Ds] = P[Yp > 0] = P[Y5-000 - 0-8.400)
=P[Z > — 45| =®(4.5) =1. Inthiscase X4 = 0 and Xp = Y hasanormal distribution,

and we can standardize the probability; Z has a standard normal distribution

(mean O, standard deviation 1).

P[Xp > X4|Ds] = P[Y, < 0] = P[X710000 < 0-10000]
=PlZ< -5=®(—-5)=1—-2(5) =0. Inthiscase, Xp =0 and X, = Y, hasanormal

distribution, and we can standardize the probability.

P[Xp > X4|Dy) = P[Yp > Y4] = P[Yp — Y4 > 0] . Sinceclaimsfrom the two companies are
independent, Y, and Y are independent. The sum or difference of normal random variablesis
normal, and the mean is the sum or difference of the means. Themeanof Yz — Y, is

9,000 — 10,000 = — 1,000 . SinceY, and Y3 are independent,

Var[Yp — Ya] = 2000% + 2000% = 8,000, 000 .

Then standardizing Yz — Y}, we get
P[XB > XA|D4] = P[YB > YA] = P[YB —-Ys> 0]

o Yp=Y4—(=1,000) _ 0—(—1,000)7 _ .
=P B\/84,000,000 > \/8’000’000] = P[Z > .3536] =1 — ®(.35) = .363

(from the normal distribution table, we get ®(.35) = (.5)®(.3) + (.5)®(.4) = .637).

Finally,
P[Xp > Xa] = (0)(.42) + (1)(.18) + (0)(.28) + (.363)(.12) = .223.
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8. continued

This solution can be summarized using some "general intuitive reasoning” asfollows. The only
way that X 5 can be greater than X 4 isif Company B has some claims. If Company A has no
claims (prob. .6) and Company B has some claims (prob. .3), then the probability that Company
B's claim amount will exceed Company A'sclaimis 1. If Company A has some claims (prob. .4)
and Company B has some claims (prob. .3), then the probability that Company B's claims exceed
Company A's claimsis .363 (as outlined above). The overall probability that Company B's
claims exceed Company A'sclaimsis (.6)(.3)(1) + (.4)(.3)(.363) = .223 .

Answer: D

9. Let T, bethetime until aclaim from the good driver. Then the pdf of 7}, is

fot) = %e‘t/ﬁ (exponential with amean of 6). Let 7; be thetime until aclaim from the bad
driver. Thenthe pdf of T} is f,(t) = %e*t/‘? (exponential with a mean of 3).

Let A bethe event that the first claim from agood driver will be filed within 3 years.

P[A] = P[T, < 3] = [Jge/fdt =1 — 712,

Let B bethe event that the first claim from a bad driver will be filed within 2 years.
P[B]=P[T} < 2] = [{ge PPdt =1 — e %/

The probability that the first claim from a good driver will be filed within 3 years and the first
claim from abad driver will be filed within 2 yearsis P[AN B] . Since T, and T}, are
independent, so are the events A and B. Therefore,
P[ANB]=P[A]-P[B]=(1—-e"?) (1 —e23)=1—e 12— 23 4 £77/6,

Answer: C

10. X hasa N (0, 1) distribution, so that the density function of the conditional distribution is

flz| X >0)= P{)(é)o] = % = 2f(z). Theconditional expectation is

X, — [ _L*:L’Q/? __L*.”L‘Q/2 2 2
Jz flz| X >0)de = [, 2 worls dr = worls 0 — Vo= V=

Answer: D
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11. E(E)) = E(Ey) =0, Var(E;) = (.0056Rh)* , Var(Ey) = (.0044h)? .

Ey + E, isnorma with E(E; + E) = 0, and since E; and E, are independent,

Var(Ey + Ey) = Var(E)) + Var(Ey) = (.0056h)% + (.0044h)% = (.00712h)2.
Theaverageof £ and Es is A = %(El + Es) , which is also normal with mean 0 and
variance Var(A) = 1Var(E, + E;) = (.00356h)? .

The average height iswithin .0054 of the height of the tower if the absolute error in the average
islessthan .005h. Wewishtofind P(]A| < .005h) = P(— .005h < A < .005h) .

We standardize A to get

P(— 005k < A < 005h) P(—.005h—E(A) A—E(A) _ .005h—E(A)

TV < Vard) < Vard) )
= p(=Wh0 7 < MO0y — p(_14<Z<14),

where Z has a standard normal distribution. From the standard normal table,

P(Z <1.4)=.9192,s0that P(Z < —1.4) = P(Z > 1.4) = .0808 ,

and therefore, P(— 1.4 < Z < 1.4) =.9192 — .0808 = .8384 . Answer: D

12. The expected payout on the warranty is f03100(1 — %) . %dt = % =10

n=15. Answer: D

13. The exponential distribution with a mean of 2 has density function

f(z) = %e"’/Q, forz > 0, and distribution function

P[X <z]=F(z)=1—e*? for > 0.

The probability that a printer will fail in thefirst year is

P[X <1]=F(1) =1 — e /2 = 39347, so that the expected number of failuresin the first
year out of 100 printersis 39.347 .

The probability that a printer will fail in the second year is

P[l < X <2]=F(2) - F(1) = e /2 — ¢7%? = 23865 , so that the expected number of
failuresin thefirst year out of 100 printersis 23.865 .

The expected amount the manufacturer will pay in refundsis

(200)(39.347) 4 (100)(23.865) = 10, 256 . Answer: D

14. The density function for thetime of failure T'is f(t) = .1e~"'* (exponential with mean 10).
T 0<t<1

The amount paid is P(t) = { bSr 1<t <3 . Theexpected amount paid is
0 t>3

E[P(T)] = [°P(t) - f(t)dz = [} 1we= " dt + [* .05z dt
=z[l —e ]+ Bzfe~! —e 3] = 17717 .
In order for thisto be 1000, we must have .17717z = 1000 - = = 5644 . Answer: D
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15. The exponentia time until failure random variableT" has density function of the form

f(t) = e~ , and had distribution function F(t) = P[T <t]=1—e* for t > 0.

The median of the distribution is the time point m that satisfies the relationship

F(m) = .5 ; in other words, m isthe time point for which there is a 50% probability of failure by
timem. Wearegiventhat m = 4, and therefore F(4) =1 — e~ = .5, from which it follows
that e=** = .5. Weareaskedtofind P[T > 5] =1— F(5) = e .

Using therelationship e = (e7**)1% 'weget P[T > 5] =e ™ = (.5)% = .420.

Notice that we could solve for A from the equation e~** = .5, but it is not necessary.

Answer: D

16. The coefficient of variation of arandom variable X is 72?;;5)(}

If X denotes the claim amount for the current one year period, then E[X] =, Var[X] = p?.
The claim amount for the one year period following the current one year periodis 1.1.X , with
mean E[1.1X] = (1.1)E[X] = 1.1x, and variance

Var[1.1X] = (1.1)*Var[X] = (1.1)%12 .

The coefficient of variation in the following period is

VVar[L1X]  /(1.1)2Var[X]  /Var[X] \/H—Q 1

EMIX] 11E[X] = TEX] T u

Answer: C

17. The cdf for distribution 1is Fi(z) = 1 — e */1% | The median m, must satisfy
SH=F(m)=1- e~m/10 = 69.3 .
2
The cdf for distribution 2is  Fy(z) = [; fo(t)dt = [y t+9 == dt = ﬁ
The mean of distribution 2is E[X,] = [[°[1 — Fy(z)]dz = [;* £E+9 —v dr =60 =100.

Therefore, the cdf of distribution 2is Fy(z) = 1 — % , and the median m, satisfies

1002 m 69.3
-5=F2(m2)=1—m:>m2:41.4.Then# 414—167

Answer: D

18. T = time, in years, until next major hurricane, is exponentially distributed with mean .. The
density functionof T'is f(t) = %e*t/ﬂ , and cumulative distribution function is
F(t)=P[T <t]=1-e"/". Wearegiven P[T < 10] = 1.5P[T < 5], so that
1 — e 10/m = (1.5)[1 — e5/1]. Thiscan bewrittenas e '%/# — 1.5e5/" 4 5 =0.
With 2 = e~%/# | this becomes the quadratic equation x> — 1.5z + .5 = 0 . with roots
x=1,.5. Therefore, e °/* iseither Lor.5. Itisnot possibleto have e %/* =1,

-5 5

since that would require 1 = oo . Therefore, e /" = 5, sothat = T =y -
2

Answer: C
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SECTION 8-JOINT, MARGINAL,
AND CONDITIONAL DISTRIBUTIONS

Joint distribution of random variables X and Y

A random variable X isanumerical outcome that results from some random experiment, such as
the number that turns up when tossing adie. It is possible that an experiment may result in two or
more numerical outcomes. A simple example would be the numbers that turn up when tossing
two dice. X could be the number that turns up on the first die and Y could be the number on the
second die. Another example could be the following experiment. A coin istossed and if the
outcome is head then toss one die, and if the outcome is tail s then toss two dice. We could set

X =1forahead and X = 2 for atail andY = tota on the dice thrown. In both of the examples
just described, we have a pair of random variables X andY’, that result from the experiment. X
and Y might be unrelated or independent of one another (asin the example of the toss of two
independent dice), or they might be related to each other (asin the coin-dice example).

We describe the probability distribution of two or more random variables together as ajoint
distribution. Asin the case of asingle discrete random variable, we still describe probabilities
for each possible pair of outcomes for apair of discrete random variables. In the case of a pair of
random variables X and Y, there would be probabilities of theform P[(X = z) N (Y = y)] for
each pair (x, y) of possible outcomes. For apair of continuous random variables X and Y, there
would be a density function to describe density over atwo dimensional region.

A joint distribution of two random variables has a probability function or probability density
function f(z, y) that is afunction of two variables (sometimes denoted fx y(x,y)). It is defined
over atwo-dimensional region. For joint distributions of continuous random variables X and Y,
the region of probability (the probability space) isusually arectangle or triangle in the x-y plane.

If X and Y are discrete random variables, then f(z,y) = P[(X = z) N (Y = y)] isthejoint
probability function, and it must satisfy

() 0< flz,y) <1 and (i) 3> f(z.y)=1.

If X and Y are continuous random variables, then f(x, y) must satisfy
(i) f(z,y) >0 and (i) [ [ f(z,y)dyde = 1.
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In the two dice example described above, if the two dice are tossed independently of one another
then f(z,y) = P[(X =2)N (Y =y)] = P[X =] x P[Y =y] = ¢ x ¢ = 3¢ for each pair
with . =1,2,3,4,5,6 and y = 1,2, 3,4, 5,6 . The coin-die toss example above is more
complicated because the number of dice tossed depends on whether the tossis head or tails. If the

cointossisaheadthen X =1landY =1,2,3,4,5,6 SO

fLy =P(X=1)N({ =y)] =5 x5 =15 for y=1,2,3,4,56.
If thecointossistail then X =2and Y = 2,3, ..., 12 with
F22)=P(X=2N( =2)]=§x 35=75 ,
f2,3)=P[(X=2)N(Y =3)] =5 x & = 3, €C.

It is possible to have ajoint distribution in which one variable is discrete and one is continuous,
or either has a mixed distribution. The joint distribution of two random variables can be extended
to ajoint distribution of any number of random variables.

If A isasubset of two-dimensional space, then P[(X,Y) € A] isthe summation (discrete case)

or double integral (continuous case) of f(z,y) over theregion A.

Example 8-1: X and Y are discrete random variables which are jointly distributed
with the probability function f(z, y) defined in the following table:

X
-1 0 1
1—18 % % From this table we see, for example, that
1 1 1
y u g 0 5 PX=0Y=-1=f0-1)=5.
-1 1 1 1
6 9 9

Find (i) P[X+Y =1] , (i) P[X=0] and (iii) P[X <Y].
Solution: (i) Weidentify the (x, y)-points for which X + Y = 1, and the probability isthe
sum of f(z,y) over those points. Theonly z,y combi naIionsthat sumto 1 are the points (0, 1)

and (1,0) . Therefore, PX +Y =1] = f(0,1) + f(1,0) = § + = ..

(i) Weidentify the (x, y)-pointsfor which X = 0. Theseare (0, — 1) and (0, 1) (weomit

. . - . _ 2
(0,0) sincethereisno probability at that point). P[X = 0] = f(0, — 1) + f(0,1) = 9 + 9 3

(iii) The (z,y)-points satisfying X <Y are (—1,0), (
Then P[X <Y]=f(—1,0)+ (=L 1)+f(0,1) = 5+ 35 +
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Example 8-2: Supposethat f(z,y) = K (2* + 3?) isthe density function for the joint
distribution of the continuous random variables X and Y defined over the unit square bounded by
the points (0,0), (1,0), (1,1) and (0,1),find K. Find P[X +Y >1].

Solution: Inorder for f(x,y) to be aproperly defined joint density, the (double) integral of the
density function over the region of density must be 1, so that

1 :folfolK(m‘Q-l—yz)dyd:L’:K- % = K= %

= f(a;,y):%(x2+y2) for 0<z<ladO0<y<l.

In order to find the probability P[X + Y > 1], weidentify the two dimensional region
representing X +Y > 1. Thisisgenerally found by drawing the boundary line for the
inequality, whichis x +y =1 (or y = 1 — ) in this case, and then determining which side of
thelineisrepresented in theinequality. We canseethat « + y > 1 isequivalentto y > 1 — =z .
Thisisthe shaded region in the graph below.

yrl—x

The probability P[X + Y > 1] isfound by integrating the joint density over the two-dimensional
region. It ispossibleto represent two-variable integralsin either order of integration. In some
cases one order of integration is more convenient than the other. In this case thereis not much
advantage of one direction of integration over the other.

1 =
HX+Y21%;6ﬁﬁ%ﬁ+y%@ﬂx:ﬁ5@ﬁy+fyﬂﬂ)m
= 3B +1-32(1—2) — (1 —2)*)de = 2.

Reversing the order of integration, wehave x > 1 — y, so that

PIX+Y >1]= [ [, 3>+ ") dvdy=1%. O
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Example 8-3: Continuous random variables X and Y have ajoint distribution with density
function f(z,y) =2+ F for 0<z <1l and 0<y<2.
Find the conditional probability P[X > %|Y > %].

Solution: We use the usual definition P[A|B] =
P(X>3)N(Y>3)]

P[ANB]
PB] -

P[X > Q\Y ] Plv=]]
These regions are described in the following diagram
Y ¥
2 2
1
; %
% 1z 1 g
1 1
(A =35)N(Y > 3) y}%
1
P[(X > ‘) f1/2f1/2 xy Jdydx = 6_4

P[Y> f1/2 fo x,y) dz]dy = f1/2f0 2? + Fde dy— 16

43/64 43
—»P[X>§‘Y>§]:—13?16:5—2 D

Cumulative distribution function of ajoint distribution: If random variables X and Y have
ajoint distribution, then the cumulative distribution function is

F(z,y) = P[(X <z)n (Y <y)].

In the continuous case, F(z,y) f f” (s,t)dtds,

and inthediscrete case, F(z,y) = Z Z f(s,t).

§=—00 t=—00

. 92
In the continuous case, 920y F(z,y) = f(x,y) .

Example 8-4: The cumulative distribution function for the joint distribution of the continuous
random variables X and Y is F(z,y) = (.2)(3z%y +22%*), for 0<zr<land 0<y<1.
Find f(2, 2)

Solution: f(z,y) = ajay F(z,y) = (:2)(92% +8zy) » f(3,3) = 3. O
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Expectation of a function of jointly distributed random variables
If h(x,y) isafunction of two variables, and X and Y are jointly distributed random variables,
then the expected value of A (X,Y") isdefined to be
ERh(X,Y)]=> > h(z,y) - f(z,y) inthediscrete case, and
E

Er(X,Y)]= [ [ h(z,y) - f(z,y) dydz inthe continuous case.

Example 8-5: X and Y are discrete random variables which are jointly distributed
with the following probability function f(z,y) (from Example 8-1):

X
-1 0 1
Lok g
Y 0 . 0 1
AR B
Find E[X -Y].
%MmmEmn=§gﬁyﬂmw=«4mxﬁuw—mméww—m—n@>
+(0)(1)(5) + (0)(0)(0) + (0)( — 1)(5)
+(MA)(3) + MO)() + M(=1)(5) =3 O

Example 8-6: Supposethat f(z,y) = 3(2* + y?) isthe density function for the joint

distribution of the continuous random variables X and Y defined over the unit square defined on

theregion 0 <z <1 and 0 <y < 1. Find E[X?+Y?].

Solution:

BEX2+ Y = [} [ @+ 1) f(z,y) dydz = [} [} (2> +y*)(3)(2® + 4?) dy dx
:f()l(l.5x4+x2+.3)dng. O

15
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Marginal distribution of X found from ajoint distribution of X and Y
If X and Y have ajoint distribution with joint density or probability function f(x, y), then the
marginal distribution of X has a probability function or density function denoted fx (x), which

isequal to fx(z) = f(x,y) inthediscrete case, and isequal to fx(z) = [ f(z,y) dy
Yy

in the continuous case. The density function for the marginal distribution of Y isfoundin a
similar way, fy(y) isequal toeither fy(y) = > f(z,y) or fy(y) = [7 f(z,y)dz.

For instance, fx(1) = >_f(1,y) inthe discrete case. What we are doing is "adding up" the
Y

probability for al points whose z-value is 1 to get the overall probability that X is1. The
marginal distribution of X describes the random behavior of X asasingle random variable.

Care must be taken when the probability space is triangular or some other non-rectangular shape.
In this case one must be careful to set the limits of integration properly when finding a marginal
density. Thisisillustrated in Example 8-9 below.

If the cumulative distribution function of the joint distribution of X and Y is F'(z, y), then the cdf
for the marginal distributionsof X and Y are
Fx(z) = limF(z,y) and Fy(y) = limF(z,y).

This concept of marginal distribution can be extended to define the marginal distribution of any
one (or subcollection) variable in amultivariate distribution. Marginal probability functions and
marginal density functions must satisfy al the requirements of probability and density functions.
A marginal probability function must sumto 1 over al points of probability and a marginal
density function must integrate to 1.

Example 8-7: Find the margina distributions of X andY for the joint distribution in
Example 8-1.
Solution: Thejoint distribution was given as

X
~1 0 1
1 &% 5 &
Y 0 5 0 5
-1 % % 1

To find the marginal probahility function for X, wefirst notethat X canbe — 1, 0 or 1.
Wewishtofind fx(—1)=P[X = —1], fx(0) and fx(1).
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Example 8-7 continued
As noted above, to find fx (x) we sum over the other variable Y:

(=) =f(-Ly)=f(-1, -+ f(-LO)+f(-1L,1) =g +5

aly
andin asimilar way we get fx(0) =

In Example 8-1 we saw that P[X

probability fx(0). Notedsothat Y fx(z) = fx(— 1)+ fx(0) + fx(1) =5 + 2 +5=1.
al z

Thisverifiesthat fx(x) satisfiesthe requirements of a probability function.

1
18

_|_
Wl

1_2 1,1, 1_4
+5=gand fx(1) = +6+6_9'

1
9T
=0] = What we were finding was the marginal

+0+
2
9 -

The marginal probability function of Y isfound in the same way, except that sum over x (across
each row in the table above).
-D=t+l4l=L AKO)=F+0+f=2ad r(1)=+5+2=1.0

Example 8-8: Find the marginal distributions of X and Y for the joint distribution in
Example 8-2..

Solution: Thejoint density functionis f(x,y) = %(mQ +y) for0<z<land0<y<l1.
The marginal density function of X isfound by integrating out the other variable y.

fx(x fa”y z,y dy—fo z,y)dy = 01%(x2+y2)dy: 342 4 l foro0<z<1.

We can verify that thlSlsaproper density function by checking that fO fX )dx =1.
Inasimilar way, fy(y) = 2y +2 for0<y<1. O

Example 8-9: Continuous random variables X and Y have ajoint distribution with density
function f(z,y) = w intheregionboundedby y=0,2=0

and y = 2 — 2z. Find the density function for the marginal distribution of X for 0 < x < 1.
Find P[X > 1] and find P[X >Y].

Solution: Theregion of joint density is
illustrated in the graph at the right. Note 2 h
that X must beintheinterval (0,1) and Y
must be in theinterval (0,2) and thejoint
probability space istriangular. Since

fx(z) = [~ f(z,y)dy, wenotethat given

avalueof x in (0, 1), the possible values of
y (with non-zero density for f(x,y)) must
satisfy 0 < y < 2 — 2z, so that

fx(@) = [ fla,y)dy

x 3(2—2
- —( Y Gy — 3(1 - )2 .
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Example 8-9 continued

Once we have the marginal density function for X, wecan find P[X > j] .

PIX >1]= f11/2 fx(z)dx = f11/23(1 —x)tdz = % :

Note that we could find P[X > l] by identifying the two-dimensional region and integrating
f(x,y) . Thiswould come out to be fm 2L (2, y) dy do = fll/Q fx(z)dx

which isthe same as finding the marginal density first. We could also have reversed the order of
integrationin z and y, so that P[X > 3] = [, f12 W12 f(2,y) da dy . Thisinvolves alittle more
algebra.

Theregion for which X > Y isidentified in the graph below. Theline y = z intersects with the
line y =2 — 2z at the point (3, 3) The region we are looking for is y < z, and lies below the

line y=x.

Ira

wfra

The probability can be expressed as adouble integral. If we set the order of integration with dx
on the outside then we must integrate in two pieces, first from 0 to % beneath the line y = «, and
then from 2 to 1 beneath theline y = 2 — 2z.

P[X>Y] f2/3 0r32 22—y) dy dx+f2/3f2 2z 3(2— 290 3(2—2z—y) dyda:———i—%:%.

Theintegral can befound inthe dz dy integrati on order. In that case,

PIX > Y] = [P [ev23R2emu) gy gy —

In this caseit is more efficient to express the integral with dy on the outside.

There is one other note on this example. The probability space was originally described as "the
regionboundedby y =0,z =0 and y =2 — 2z". Wemight also see thisregion defined in
thefollowingway: 0 < = < Z_Ty and y > 0. Thereader can check that thisisthe same region. O
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I ndependence of random variables X andY

Random variables X and Y with density functions fx(x) and fy (y) are said to be independent
(or stochastically independent) if the probability spaceisrectangular (a <z <b, c <y <d,
where the endpoints can be infinite) and if the joint density function is of the form

f(z,y) = fx(z) - fyr(y) . Independence of X and Y isalso equivalent to the factorization of
the cumulative distribution function F'(z,y) = Fx(x) - Fy(y) for al (z,y).

For the discrete joint distribution in Example 8-1 we can see that X and Y are not independent,

% = fx(=1) - fr(— 1) . For the continuous

because, for instance, f(—1, —1) = § # 3 -
joint distribution of Example 8-8, we see that
flx,y) = %(HEQ +y?) # (%:c2 + %)(%y2 + %) = fx(z)- fy(y) ,s0 X and Y arenot

independent.

Example 8-10: Supposethat X and Y are independent continuous random variables with the
following density functions: fx(z) =1for 0 <z <1 and fy(y) =2yfor 0<y<1.

Find P[Y < X].

Solution: Since X and Y are independent, the density function of the joint distribution of X
and Yis f(x,y) = fx(x) - fr(y) = 2y, and is defined on the rectangle created by the intervals
for X and Y, which, in this case, is the unit square. The graph below illustrates the region for the
probability in question. P[Y < X] = [ [2ydydz = 5.
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Conditional distribution of Y given X =z

The way in which a conditional distribution is defined follows the basic definition of conditional
probability, P[A[B] = £ ][;‘}gf]
conditional distribution is defined. Example 8-1 described a discrete joint distribution of X and
Y, and then Example 8-7 showed how to formulate the marginal distributions of X and Y. We

now wish to formulate a conditional distribution. For instance, for the joint distribution of

. Infact, given adiscrete joint distribution, thisis exactly how a

Example 8-1, suppose we wish to describe the conditional distribution of X givenY = 1. What
we are trying to describe are conditional probabilities of theform P[X = z|Y = 1].

We find these conditional probabilitiesin the usual way that conditional probability is defined.

Pwe:—uY:1p:”“§§EYﬂﬂ.

The denominator isthe margl nal probability that Y = 1, fy(1) = 5 . The numerator is the joint

probability f(—1,1) = 18,

PIX=-1Y=1]= fELY 118 6 . We would denote this conditional probability

fr(1) 1/3
Ixy (= 1Y =1) . Inasmilar way, wecan get fxy(0]Y =1) = J}(Yo(l)) = i;g = 1 , and

which isfound in the joint probablllty table. Then,

Ixy(AY =1) = %(11)) = % = % . This completely describes the conditional distribution of
X givenY = 1. Aswith any discrete distribution, probabilities for a conditional distribution must

add to 1, and thisisthe case for this conditiona distribution since
fxy(= 1Y =1+ fxy QY =1) + fxy (1Y =1) = 6 + + 2 =1.

A conditional distribution satisfies all the same properties of any distribution. We can find a
conditional mean, a conditional variance, etc. For instance, the conditional mean of X given
Y =1 in the example we have just been considering is
EX)Y =1]=% z- fyxy(z|Y =1)

all x

=(=Dfxy(=1Y =1)+ 0)fxpyOY =1) + (1) fxy(1]Y = 1)
(= 1))+ O)(3)+D)(3) =3

We can find the second conditional moment in asimilar way,
EX?)Y =1] = lzl] #® - fxy (z|Y = 1) . Then the conditional variance would be
aulx

Var[X|Y = —1] = E[X2]Y = —1] — (E[X]Y = —1])?.
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The expression for conditional probability that was used above in the discrete case was

fxy (@Y =y) = j}im(g%) . This can be applied to find a conditional distribution of ¥ given

X =z aso, so that we define fy x(y|X = x) = —]}Ef(f)) -

We also apply this same algebraic form to define the conditional density in the continuous case,
with f(x,y) being thejoint density and fx (=) being the marginal density. In the continuous case,
the conditional mean of Y given X = x would be

EY|X =z]= [y- frix(y|X ==)dy,
where theintegral istaken over the appropriate interval for the conditional distribution of Y
given X = z. The conditional density/probability isalso writtenas fy|x(y|x) ,or f(y|z) .

If X and Y are independent random variables, then

Frix X =x) = Hol = LG _ g ()

andinasimilar way we have fyy(z|Y = y) = fx(x) , which indicates that the density of ¥’

does not depend on X and vice-versa.

The conditional density function must satisfy the usual requirement of a density function, ffcoo
Jyix(y|z) dy = 1. Note dso that if fx(x), the marginal density of X isknown, and if
Jy|x(y|X = x), the conditional density of Y given X = z, isalso known, then the joint density
of X andY can be formulated as

fz,y) = frix@X ==x) - fx(x).

Example 8-11: Find the conditional distribution of Y given X = — 1 for thejoint distribution
of Example 8-1. Find the conditional expectation of Y given X = — 1.
Solution: The marginal probability function for X was found in Example 8-7, where it was

foundthat fx(—1) = 5 . Theconditional probability function of Y given X = — 1is
f(=ly) _ f(=1w)

frixX = —1) = 575 = =75 - Then,

frix(—1X=-1)= f(—l%—l) _ % _ % C frx0X = —1) = f(l—/lg,()) _ }/Lg _ % ’
and fyx(1]1X = —1) = f(1—/13,1) _ % :% .

E[Y|X = —1] za%)yy-fm(le: —n=(-nH+od+mt)=-1. o
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Example 8-12: Find the conditional density and conditional expectation and conditional
variance of X given Y = .3 for thejoint distribution of Example 8-2.

Solution: fyy (z|Y = .3) = flz.3) _ 38 5@+09)

fr(3) 7 §34f T 635
The conditional expectation is
3 (2%+.09)
EX|Y =.3] = fO:c fxpy (z]Y = .3) d:r—fo ZWdJ::ﬁQ?.
The conditional second moment of X given Y = .3 is
5(z*+.09
E[X?Y = 3] = fo fxy (@Y = 3)dx = [ja*- %dm’:fﬂl&

The conditional varianceis
VarlX|Y = .3] = BE[X?|Y = .3] — (E[X|Y = .3])? = 543 — (.697)> = .057. O

Example 8-13: Continuous random variables X and Y have ajoint distribution with density
function f(z,y) = §(sin 2y) T for 0<z<ooand 0<y<1 Find PX >1|Y = %} .

Solution: P[X > 1\Y 1= P[(X>1)N(Y=3)]

fr(3)
P[(X>1)n =[f )de = [ (sin §)e "dx = WT2-6*1.
1):f0 3375 dr = [, 2(sm4) “dmz# = P[X>1|Y:%]:efl.
Notethat fx(z fo z,y)dy = [, 2(81n2y) “Tdy =e ", and

= [ f(z,y)dz = [ i(sm§y) “rdr = F(sin 5y) .
Then we see that X and Y are independent.
Thisfollowsfrom f(xz,y) = (e7")(§ - sin 5y) = fx(z) - fr(y) .
From independenceit followsthat P[X > 1Y = 1] = P[X > 1] = ¢! (same astheresult
above).

Asafinal comment on this example, we could have noticed at the start that since f(x, y) can be
factored into separate functionsin x and y, we might anticipate that X and Y are independent.
Since the joint distribution is defined on arectangular areg, it follows that X and Y must be
independent if the pdf factorsinto a function of 2 only multiplied by afunction of y only.
Furthermore, the factor involving z ise™*. Sincethisintegratesto 1 over the range for X, it must
be the marginal density of X, fx(z) =e™" . Then, because of independence, we have

P[X > 1Y = 1] = P[X > 1], and from the marginal density, thisis [“e ™ dz =¢~'. O
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Example 8-14: X isacontinuous random variable with density function fx(z) =z + 3 for
0 <z < 1. Xisdsojointly distributed with the continuous random variable Y, and the
conditional density function of Y given X = x is

frix(ylX =2) = “y for 0<z<landO0<y<1.Find fy(y) for 0 <y < 1.

Solution: f(z, y): Flylz) - X(m):%-(ﬁ%)zﬁy.

Then, fy(y fo xydx-y—i—z O

As Example 8-14 shows, we can construct the joint density f(z, y) from knowing the conditional
density fyx(y|z) and the marginal density fx(z) using the relationship

f(z,y) = f(ylx) - fx(x) . When doing this, care must be taken to ensure that proper two-
dimensional region is being formulated for the joint distribution. The following example
illustrates this point.

Example 8-15: A company will experience aloss X that is uniformly distributed between 0
and 1. The company pays a bonus to its employees that is uniformly distributed on the interval
(0,2 — X), which depends on the amount of the loss that occurred. Find the expected amount of
the bonus paid.

Solution: X has margina pdf fx(z) =1

for 0 < x < 1.LetY bethebonus paid.

The conditional distribution of Y given

X = xisauniform distribution on the

interval (0,2 — z), with conditional density
frix(ylr) = 7 . Thejoint density of X

andY is

F@y) = Frixle) - fe(z) =1 75 = 545
and the two-dimensional region of

probability istheregion 0 < y < 2 — z and

0 <z < 1.Thisregionisthe shaded areain

the graph at the right.

The expected value of Y canbefoundas E[Y] = fol OQ*Iy . ﬁ dydx = %

We could have found the marginal density on'Y’, and then have found E[Y], but that is more
awkward becausefor 0 < y < 1 wehave fy(y) = —dr=In2,andfor 1 <y <2

we have fy(y) = 02 v_1_ —dr=1In2 —Iny.0O

02
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Example 8-16: Supposethat X has a continuous distribution with pdf fx(z) = 2z
ontheinterval (0,1),and fx(z) =0 elsewhere. Supposethat Y isacontinuous random
variable such that the conditional distribution of Y given X = x isuniform on theinterval (0, z).
Find the mean and variance of Y.

Solution: We find the unconditional (marginal) distribution of Y. We aregiven fx(z) = 2z
for 0O<z<1,and fyx(yl X =2)=1for 0<y<ua.

Then, f(z,y) = f(y|z) - fx(x) = % Rr=2for 0<y<zxz<l.

The unconditional (marginal) distribution of Y has pdf.

fr(y) = |7 flz,y)de = fyl 2dr=2(1—-y) for 0 <y <1(and fy(y)isO

elsewhere). Then E[Y] = [Jy-2(1—y)dy =35, E[Y?] = [js* 2(1—y)dy = ¢ ,

and Var[Y]=E[Y? - (E[Y])’=¢ - (3)’=1. O

Covariance between random variables X and Y": If random variables X and Y arejointly
distributed with joint density/probability function f(z,y), X and Y might not be independent of
one another. We have seen some examplesin which X and Y are independent, and somein
which they are not. There are a couple of numerical measures that describe, in some sense, the
dependence that exists between X and Y. Covariance is one such measure.

The covariance between X and Y is

CovX,Y] = E[(X — EIX])(Y — E[Y])]

= B[(X — px)(Y — py)] = E[XY] — E[X] - E[Y].

A positive covariance between X and Y isanindication that "large” values of X (valuesof X
that are bigger than £'[X]) tend to occur paired with "large" values of Y, and the same for "small"
values of X and Y. Negative covariance indicates the opposite relationship. Covariance near or at
O indicates that the "size" of X valueis not related to the "size" of the Y valuesto which they are
paired.

Notethat Cov[X, X]| = Var[X]. Oneimportant application of the covarianceisin finding the
variance of the sum of X and Y. Suppose that a, b and ¢ are constants. Then it can be shown that
Var[aX + bY + c] = a®’Var[X] + b*Var[Y] + 2abCov[X,Y] .
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Coefficient of correation between random variables X and Y':

The coefficient of correlation between random variables X and Y is
Cov[X,Y

p(X,Y) = pxy = S2XY]

oxor where oy and oy are the standard deviations of X and
Y respectively. Notethat —1 < pyxy <1 aways.

Example 8-17: Find Cov[X,Y] for thejointly distributed discrete random variablesin
Example 8-1 above.

Solution: Cov[X,Y] = E[XY]| — E[X] - E[Y]. In Example 8-5it wasfound that E[XY| = %

4

The marginal probability function for X is P[X = 1] = % + % + % =35>

P[X =0] = % and P X = —1] = %,andthemeanoins
4
EX] = (1)(5) + (0)(5) + (= 1D(3) =5 -
In asimilar way, the probability function of Y isfoundtobe P[Y = 1] =
and P[Y = —1] = 1—78,withameanof ElY]= — %8.

Then, COU[X,Y]:%_(%)(_%):%. O

Example 8-18: The coefficient of correlation between random variables X andY is 1
and 0% = a, o3 = 4a . Therandom variable Z isdefinedtobe Z =3X —4Y , and
itisfoundthat 0% = 114 . Find a.

Solution: ¢% = Var[Z] = 9Var[X] + 16Var[Y]+2- (3)( — 4) Cov[X,Y].

Since Cov[X,Y] = p[X,Y] ox oy = 5 - \/a- /4a = 2 it follows that
114 = 0% = 9a + 16(4a) — 24(%) =57a»a=2. O
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Moment generating function of ajoint distribution: Given jointly distributed random

variables X andY’, the moment generating function of the joint distribution is

My y(ti,t2) = E[e"* Y] | This definition can be extended to the joint distribution of

any number of random variables. It can be shown that E[X"Y™] isequal to the multiple partial
6n+m

derivative evaluated at 0, E[X"Ym] = It 07ty Mxyy(tl,tQ) bt}
1=l02=

Example 8-19: Supposethat X and Y are random variables whose joint distribution has
moment generating function M (t1,t,) = (ietl - %et‘z + %)10, for all real ¢; andt,.

Find the covariance between X and Y.

Solution: C’ov[X Y] = E[XY] - E[X] - E[Y].

E[XY] = m 8t Mxy(t1, )

t1=ty=0
=<1o><9><1 e+ 5e + 1z (Fe")

_ 135

ti=t,=0 16’
E[X]| =& Myy(t,t 10)(Lett & 3ot2 1ph _5
[ ] 3t XY( 1) 2) R ( O)( + ]€ + 3 ) (4 ty=ty—=0 92
1 3 15
E[Y] = 7% MX,Y(tl,tg)‘ . = (10)(3 el + 8 elr + 3 ) (§ e'2) - _ Zo7
= Coufx,Y]=18 (5= 1 n

The Bivariate normal distribution:

Suppose that X andY are normal random variables with means and variances

E[X] = ux, Var[X] = 0%, E[Y] = uy, Var[Y] = o} , and with correlation coefficient pxy.
X and Y are said to have a bivariate normal distribution. The conditional mean and variance of Y

given X =z are
CO'U(AZ)(,Y) N (m—/j,X) ,
ox
and Var[Y|X = z] = 02 - (1—p%y) - Similar relationships apply for the conditional

E[Y|X =] = py + pxv - 55 - (@—px) = py +

distribution of X givenY = y.
If X and Y areindependent, then pxy = 0, and vice-versa

The pdf of the bivariate normal distribution is
1@,9) = v ep| — gl [(520)2 4+ (1520)? — 2p( 50 ) (52)]]

The bivariate normal has occurred infrequently on Exam P.
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Someresultsand formulasrelated to this section are

(i) If X and Y areindependent, then for any functions g and A,
Elg(X)-h(Y)] = E[g(X)]- E[h(Y)],and inparticular, E[X - Y] = E[X]- E[Y].

(if) The density/probability function of jointly distributed variables X and Y can be written in
theform f(x,y) = fyx(y|X = 2) - fx(z) = fxy @Y =y) - fr(y)

(iii) Cov[X,Y] = E[X Y] — py - py = E[XY] — E[X] - E[Y].
Cov[X,Y] = Cov[Y,X]. If X andY areindependent, then E[X -Y]| = E[X]: E[Y]
and Cov[X,Y] = 0. Forconstants a, b, ¢, d, e, f and random varigbles X, Y, Z and W,
Cov[aX +bY +c, dZ 4+ eW + f]
= adCov[X, Z] 4+ aeCov[X, W] + bdCov]Y, Z] + beCov[Y, W]

(iv) Var[X +Y] = E[(X +Y)?] — (B[X +Y])?
= E[X?+2XY +Y? — (E[X] + E[Y])?
— E[X?] + E[2XY] + B[Y?] - (E[X])? — 2B[X|E[Y] — (E[Y])
=Var[X]+Var[Y]+2-Cov[X,Y]

If X and Y areindependent, then Var[X + Y] = Var[X]+ Var[Y] .

For any X,Y, Var[aX +bY + c] = a?Var[X] + b*>Var[Y] + 2ab - Cov[X,Y]

(v) If X and Y haveajoint distribution which isuniform (constant density) on the two
dimensional region R (usually R will beatriangle, rectangleor circlein the (z,y) plane)
then the pdf of thejoint distribution is m insidetheregion R (and the pdf isO

outside). The probability of any event A (represented by a subset of R) isthe

proportion %. Also the conditional distribution of Y given X = z hasa

uniform distribution on theline segment (or segments) defined by the inter section of the
region R with theline X = =.
The marginal distribution of Y might or might not be uniform

(Vi) E[h(X,Y)+ ho(X,Y)] = E[h(X,Y)] + E[he(X,Y)] , and in particular,
EX +Y]=E[X]+ E[Y] and E[}_Xi] = > E[Xi]

(vii) I|m F(:r y) = I|m F(:r y) =0
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(viii) Pl(z1 < X <22) N (1 <Y < )] = Flx2,92) — Fz2, 1) — F21,92) + Fz1,51)
(ix) P[(X <z)U(Y <y)] = Fx(z) + Fy(y) — F(z,y) <1

(x) For any jointly distributed random variables X and Y, —1 < pxy <1

(Xi) Mxy(t1,0) = E[e"X] = Mx(t;) and Mx y(0,t2) = E[e”Y] = My (t,)

(Xii) - My (b1, 12)

r+s
8T?1 Mx y (t1,t2)

= B[X], g Myy(ti,12) = E[Y]

t1=t2=0 t1=t2=0

— E[X"-Y?]
t1=ty=0

(xiii) If M(t1,t2) = M(t1,0) - M(0,t) for¢; and ¢, inaregion about (0, 0),
then X and Y are independent.

(xiv) If Y =aX +0b then My (t) = " Mx(at).

(xv) If X and Y arejointly distributed, then for any y, E[X|Y = y| depends on y, say

E[X|Y =y] = h(y) . Itcanthenbeshownthat E[h(Y)] = E[X]; thisismore usualy written
intheform E[FE[X|Y]]= E[X].

Itcanaso beshownthat Var[X] = E[Var[X|Y]]+ Var| E[X|Y]].

This relationship has come up on several questions on recent exams.

Example 8-20: For random variables X,Y and Z, youaregiventhat Var[X] = Var[Y] =1,
Var[Z] =2, Cov(X,Y)= —1,Cov(X,Z) =0, Cov(Y,Z) =

Find the covariance between X +2Y and Y +27.

Solution:

Cov(X +2Y,Y +27Z) =Cov(X,Y)+ Cou(X,2Z) + Cov(2Y,Y) + Cov(2Y,27)

= —142Cov(X,Z)+2Cov(Y,Y)+4Cou(Y, Z)

= —1+420)+2VarlY]+4(1)= —1+2(1)+4=5. O
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Example 8-21: Random variables X and Y arejointly distributed on the region
0<y<z,y<l1l, z<2. Thejoint distribution has a constant density over the entire region.
(i) Find thejoint density.

(if) Find the marginal densitiesof X and Y.

(iii) Find the conditional densitiesof X givenY =y, andY given X = x .

(iv) Find the probabilities P[X > 1], P[Y < 3],and P[X +Y <1].

Solution: Theregion of probability is outlined below.

vi1

8.5 1 1.5 2

x

(i) Sincewe aretold that the joint density is constant on the region of probability that constant

1
area of region of probability -

15,sothat f(z,y) = 1—15 = % for (x,y) pointsin the region of probability.

must be equal to

The area of the region of probability is

(ii) The marginal density function of X is fy (= fo T,Yy) dy
If 0 <z <1, theprobability regionis 0 <y < z, sothat fX fox 2 dy = % .
If 1 <z < 2,theprobability regionis 0 <y <1,sothat fx(z fol 2 dy =%

The margina density of Yis fy(y) = f; % dr =

wino

(2—y) for 0<y<1.

[y

(i) The conditional density of X givenY = yis fxy(z]Y =y) = J;c(y( )) 2(22_/3)/3 =5

Note that the interval of probability for the conditional distribution of X given Y =y is
y <z < 2. Theconditiona density of X givenY = y isuniform on that interval.

—

The conditional density of Yglven X=zxis fyx(ylX=2)= fz (’y)

fx
For 0 <z <1 thisis L/Sg ,auniformdistributionfor 0 <y < x.

For 1 <z <2 thisis g% =1, auniformdistributionfor 0 <y <1.

Note that in al cases the conditional distributions are uniform. Thiswill always be the caseif the
joint distribution is uniform on its probability space.
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Example 8-21 continued
(iv) P[X > 1] canbefound intwo ways. Sincewe have the marginal density for X, we can use
ittofind P[X > 1] = [} fx(z)dz = [} 2 da

Alternatively, since the joint distribution is unlform, the probability of any event A is the
Areaof A

proportion Arcaof R - The area of the full probability space R was already found to be 1.5.
Theareaof theregion X > 1 isl. Therefore, P[X > 1] = % = % :

The same comment appliesto P[Y %] From the marginal density of Y we have
PIY < 3] = [)"3@ -y dy = 15
Alternatively, the area of theregion Y < % is % (outlined in the diagram below).

v 11

5 y = )(/
8.5 1 1.5 2
o
11 . 7/8
The probability P[Y" < 5] isthe proportion 375 = 17

Theregion X + Y < 1 isoutlined in the diagram below (the region below y = 1 — x within
the original probability space).

UN
.5
1 5 2
x
Theareaof theregion X +Y <1 is , S0 the probahility is P[X +Y < 1] = ;?;1
We could also find the probability by integrati ng the joint density over the appropriate region,

PIX+Y <1 = ["[17 2dvdy = [;’5(1 - 2y)dy = § . O
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Example 8-22: Suppose that W is the 3-point discrete uniform random variable {1, 2,3} , with

PW =1]=P[W =2]=P[W =3] = % , and suppose that the conditional distribution of Y

given W = w isexponentia with mean w .

Find the (unconditional) mean and (unconditional) variance of Y.

Solution: The conditional pdf of Y given W = w is fyw (y|W = w) = ie*i‘//’w.
1 if W =1, prob.

Also,wearegiven E[Y|W =w|] =w, sothat E[Y|W]=< 2 if W =2, prob.
3 if W =3, prob.

O QO Lol

Weseethat E[Y|W] isa 3-point random variable.

Let ususethenotation Z = E[Y|W] for this 3-point random variable.

Then E(Z] = E[E[Y|W]] = (1)(3) + 2)(3) + B)(3) =2.

Thisis E[Y] according to the rule cited above..

Also, asarandom variable, Z = E[Y|W| hasavariance:

Var|Z] = Var[ E[Y|W]] = E[2°] - (E[Z])* = E((EY|W])’] - (E[E[Y|W]])?

= [(1)(3) + @2)(3) + B)(5)] -2 = 3 .

The variance of an exponential random variable is the square of the mean, so since the
conditional distribution of Y given T is exponential with mean w, the conditional variance of Y
given W = w is Var[Y|W = w] = w? . Aswith the conditional mean of Y|, the
conditional variance of Y'|W isarandom variable dependent on the outcome of W'.
VarlYIW =1] =1 if W =1, prob.
VarlY|W] = { VarlY|W =2] =4 if W =2, prob.
VarlY|W =3]=9 if W =3, prob.
Var[Y|W] isathree-point random variable. Let us use the notation U = Var[Y|W] .
Then E[U] = E[Var[Y|W]]
= (Var[Y|w=1))(3) + (Var[Y|w = 2)(3) + (Var[Y |w = 3])(3)

=ME+BE) +OE) =4

L= W= Wl

Using the variance rule cited above in (xv) above, we have
VarlY]| = E[Var[Y|W]]+ Var[E[Y|W]] = E[U] + Var[Z] =

e
+
ol
Il

w
O
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PROBLEM SET 8
Joint, Marginal and Conditional Distributions

1. A wheel is spun with the numbers 1, 2 and 3 appearing with equal probability of % each. If the
number 1 appears, the player gets a score of 1.0; if the number 2 appears, the player gets a score
of 2.0; if the number 3 appears, the player gets a score of X, where X isanormal random
variable with mean 3 and standard deviation 1. IF W represents the player's score on 1 spin of
the wheel, then what is P[W < 1.5]?

A) .13 B) .33 C) .36 D) .40 E) .64

2. Let X and Y be discrete loss random variables with joint probability function
o= for =1,2,4; y=2,4,8; <y
flz,y) = {0.,0therwise
Aninsurance policy paysthe full amount of loss X and half of loss Y. Find the probability that
the total paid by the insurer is no more than 5.

1 7 3
AVt B O2 DI B

3. Let X and Y be continuous random variables with joint density function
.75z for 0<zr<2 and O<y<2—zx
flz,y) = {

What is P[X > 1] ?
As B O3 D

0, otherwise

1 3
3 B

N

4. Let X and Y beindependent random variableswith ux =1, uyy = — 1, 0% =
and o2 = 2. Caculate E[(X + 1)%(Y —1)7].

A) 1 B) J C) 16 D) 17 E) 27

5. (SOA) Let T be the time between a car accident and reporting a claim to the insurance
company. Let T; be the time between the report of the claim and payment of the claim. The joint
density function of 77 and T4, f (1, t2), is constant over theregion 0 < t; < 6,0 < t3 < 6,

t1 + t2 < 10, and zero otherwise. Determine E[T; + T3], the expected time between a car
accident and payment of the claim.

A) 4.9 B) 5.0 C) 57 D) 6.0 E) 6.7
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6. (SOA) A diagnostic test for the presence of a disease has two possible outcomes: 1 for disease
present and O for disease not present. Let X denote the disease state of a patient, and let Y denote
the outcome of the diagnostic test. The joint probability function of X and Y isgiven by:
P(X=0,Y=0)=0.800, P(X=1,Y=0)=0.050 ,
P(X=0Y=1)=0.025, P(X=1,Y =1)=0.125

Calculate Var(Y|X =1).

A)0.13 B) 0.15 C) 0.20 D) 0.51 E) 0.71

7. (SOA) A car dedlership sells 0, 1, or 2 luxury cars on any day. When selling a car, thedealer
also tries to persuade the customer to buy an extended warranty for the car. Let X denote the
number of luxury cars sold in agiven day, and let Y denote the number of extended warranties
sold.
P(X=0Y=0)=% , P(X=1Y=0) =
P(X=2Y=0=5, P(X=2Y=1)=
Whét isthe variance of X ?

A)047 B)058 C)0.83 D)142 E)258

D= =

8. (SOA) Once afireisreported to afire insurance company, the company makes an initial
estimate, X, of the amount it will pay to the claimant for the fire loss. When the claimisfinally
settled, the company pays an amount, Y, to the claimant. The company hasdetermined that X and
Y have the joint density function

f(z,y) = %y*m*l)/(‘”*l) x>1,y>1.
Given that the initial claim estimated by the company is 2, determine the probability that the final
settlement amount is between 1 and 3.

1 2 1 2 8
A) - B) — O - D) - E) -
)9 )9 )3 )3 )9

9. (SOA) An auto insurance policy will pay for damage to both the policyholder’s car and the
other driver’s car in the event that the policyholder is responsible for an accident. The size of the
payment for damage to the policyholder’s car, X, has amargina density function of 1 for

0 <z < 1.Given X = x, the size of the payment for damage to the other driver'scar, Y, has
conditional density of 1for x < y < xz+1. If the policyholder is responsible for an accident,

what is the probability that the payment for damage to the other driver’s car will be greater than 0.5?

3 1 3 7 15
A) - B) - C - D) - E) —
)8 )2 )4 )8 )16
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10. (SOA) The future lifetimes (in months) of two components of a machine have the following
joint density function:

f(w,y)—{

What is the probability that both components are still functioning 20 months from now?

6 20 20
A) 10000 Jo (B0 -z —y)dydx

6 30 p50—2
B) 125000 J20 J20 ‘(50 — x — y) dy d=

6 30 p50—z—1
Q) o020 Joo (B0 -z —y)dyda

6 50 p50—x
D) 1350000 Joo (50 — @ —y) dy da

6 (50 (50—a—
E) 195,000 J20 J20 (50 -z —y) dy da

1256000(50_37—31) for 0 <z <50 -y <50
0 otherwise.

11. (SOA) Let X and Y be continuous random variables with joint density function

8
_ )3y for 0<az<1,z<y<2z
f(@,y) {0 otherwise.

Calculate the covariance of X andY'.
A) 0.04 B) 0.25 C) 0.67 D) 0.80 E)1.24

12. (SOA) Let X and Y be continuous random variables with joint density function

)15y for 2’ <y<z
flay) = { 0  otherwise.

Let g bethe margina density function of Y. Which of the following represents g7

)15y for 0<y<1 _ 155 for ?<y<uzx
A) gly) = {0 otherwise B) g(y) = {02 othervise

5% for 0 1 1513/2(1 — y1/2) for 2?2 <y <
C)g<y>:{2 <Y<l py g =4 vy for 2t <y <

0 otherwise 0 otherwise

15y32(1 —y'/?) for 0 <y <1
E = .
) 9(v) {O otherwise
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13. (SOA) An insurance company insures alarge number of drivers. Let X be the random
variable representing the company’ s losses under collision insurance, and let Y represent the

company’ s losses under liability insurance. X and Y have joint density function
B2y for 0<z<1ad0<y<?2

flay)=q, " 7 Y

0 otherwise.

What is the probability that the total lossisat least 1 ?
A)033 B)038 C)041 D)0.71 E)0.75

14. (SOA) Let X and Y denote the values of two stocks at the end of afive-year period. X is
uniformly distributed on the interval (0, 12). Given X = z, Y isuniformly distributed on the
interval (0, ). Determine Cov(X,Y') according to this model.

A)0 B)4 C6 D)12 E)24

15. (SOA) Let X and Y be continuous random variables with joint density function
) 24zy for O<z<lad0<y<l-z

fy) = { 0 otherwise.

Caculate P[Y < X|X =1].

A) % B)% C)i D)% E)

16. (SOA) A joint density function is given by

_Jkx for 0<z<1,0<y<1 ,
flx,y) = { 0 othewise, where k is a constant.

What isCov(X,Y)?

A) - % B) 0 C) D) E)

wino

Nello
=
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17. (SOA) An actuary determines that the annual numbers of tornadoes in counties P and Q are

jointly distributed as follows:
Annual number of
tornadoes in county Q

0 1 2 3
Annual number 0 0.12 0.06 0.05 0.02
of tornadoes 1 0.13 0.15 0.12 0.03
in county P 2 0.05 0.15 0.10 0.02

Calculate the conditional variance of the annual number of tornadoesin county Q, given
that there are no tornadoes in county P .
A) 0.51 B) 0.84 C) 0.88 D) 0.99 E) 1.76

18. (SOA) A device contains two components. The device failsif either component fails. The
joint density function of the lifetimes of the components, measured in hours, is f(s, t), where
0<s<land0 <t < 1. Whatisthe probability that the device fails during the first half hour of
operation?

A) f00.5 00'5f(s,t) ds dt B) fol 00.5f(5,t) ds dt C) f01_5f01_5f(5,t) dsdt

D) Ji°f f(s,t)dsdt + [, [°F(s,t) dsdt E) i [ f(s,t)dsdt + [, [)°f(s,t) dsdt

19. (SOA) A company offers a basic life insurance policy to its employees, aswell asa
supplemental life insurance policy. To purchase the supplemental policy, an employee must first
purchase the basic policy. Let X denote the proportion of employees who purchase the basic
policy, and Y the proportion of employees who purchase the supplemental policy. Let X and Y
have thejoint density function f(x,y) = 2(x + y) on the region where the density is positive.
Given that 10% of the employees buy the basic policy, what is the probability that fewer than 5%
buy the supplemental policy?

A) 0.010 B) 0.013 C) 0.108 D) 0.417 E) 0.500

20. (SOA) The stock prices of two companies at the end of any given year are modeled with
random variables X and Y that follow adistribution with joint density function

Flz,y) = 2z for O<a<l,z<y<z+1
©Y) =10  otherwise.
What is the conditional variance of Y giventhat X = z?

1 7 1 1 1
A) — B) = C = D) z* — - E) 2* =
)12 )6 )ZL‘+2 ) x 5 )$+$+3
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21. Let X and Y be continuous random variables having a bivariate normal distribution with
means ;. x and 1y, common variance o2, and correlation coefficient pxy. Let Fix and Fy bethe
cumulative distribution functions of X and Y respectively. Determine which of the following is
anecessary and sufficient condition for F'x (t) > Fy (t) for al t.

A)pux>py  Byux <py  Cpux >pxvpy D)px <pxyvpy  E)pxy >0

22. If the joint probability density function of X, X5 is f(zy,22) =1, for
0<z; <1 and 0 < xzy <1, and0otherwise, then the moment generating function

M(ty,ta), t1,t2 # 0 of thejoint distribution is

ehi—1 (et =1)(e"2—-1) (e"1+1)(e"2+1) 1 i+t
A) =, B) tits ) tit D) 7, B)e™ -1

23. The moment generating function for the joint distribution of random variables X and Y is

1 2 2 .
any(tl,tg) = m + getl . = ,for to < 1. Find VCLT'[X] .
1 1 1 2 1
A) 15 B) 5 0 5 D) § B) 5

24. (SOA) A company is reviewing tornado damage claims under afarm insurance policy. Let X
be the portion of a claim representing damage to the house and let Y be the portion of the same
claim representing damage to the rest of the property. The joint density function of X and Y is

_ [6l—(a4y)] for 2>0,y>0,z+y<1
Ha,y) = {0 otherwise.

Determine the probability that the portion of a claim representing damage to the house is less than
0.2.
A) 0.360 B) 0.480 C) 0.488 D) 0.512 E) 0.520

25. Thedistribution of Smith's future lifetimeis X, an exponential random variable with mean «,
and the distribution of Brown's future lifetimeisY’, an exponential random variable with mean S.
Smith and Brown have future lifetimes that are independent of one another. Find the probability
that Smith outlives Brown.

L

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PROBLEM SET 8 249

26. X and Y are continuous losses with joint distribution
3(2—z—y) for O<z<2, 0<y<2, and z+y<2
fay) ={ .

Aninsurance policy paysthetotal X + Y .

0, otherwise

Find the expected amount the policy will pay.
AJ0O B)S5 C1 D)15 E) 2

27. A pair of loss random variables X and Y have joint density function

6ay-+3x? for O<z<y<l ) L .
f(z,y) = { , . Find the probability that theloss Y isno morethan .5.
0, otherwise

A) 015625 B) .03125 C) .0625 D) .125 E) .25

28. Thejoint density function of two random losses X and Y is
z+y, for O<z<l and O<y<l1
J.y) = {O, elsewhere '

Find the probability that loss X islessthan doublethelossY'.
A B3 O2 D5 BI

29. (SOA) A device contains two circuits. The second circuit is a backup for the first, so the
second is used only when the first has failed. The device fails when and only when the second
circuit fails. Let X and Y be the times at which the first and second circuits fail, respectively. X

and Y have joint probability density function
_[6e e for 0<z<y< oo
J(@,y) = { 0 otherwise.

What is the expected time at which the device fails?
A) 0.33 B) 0.50 C) 0.67 D) 0.83 E) 1.50

30. (SOA) Let X represent the age of an insured automobile involved in an accident. Let Y
represent the length of time the owner has insured the automobile at the time of the accident. X
and Y havejoint probability density function

Fag) = {8%1(10 " ];?LerQWiSs; <10and 0<y<1
Cadlculate the expected age of an insured automobile involved in an accident.
A) 4.9 B) 5.2 C) 58 D) 6.0 E) 6.4
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31. A hedthinsurance policy for afamily of three covers up to two claims per person during a
year. Thejoint probability function for the number of claims by the three family membersis
fz,y,2) = 6_"”8# ,where z, y, z caneach be 0,1 or 2, and X, Y and Z are the number of
claimsfor person 1, 2 and 3 in the family. Find the probability that the total number of claimsfor
the family in the year is 2 given that person 1 has no claimsfor the year.

A) 1 B)% C)% D)% E) &

32. (SOA) Let T, and T, represent the lifetimes in hours of two linked componentsin an
electronic device. Thejoint density function for T; and T, is uniform over the region defined by
0 <t <ty <L whereL isapositive constant. Determine the expected value of the sum of the
squaresof T; and T, .

L? L? 212 3L?
A) F B) & C) =~ D) = E) L?

33. (SOA) Two insurers provide bids on an insurance policy to alarge company. The bids must
be between 2000 and 2200. The company decides to accept the lower bid if the two bids differ by
20 or more. Otherwise, the company will consider the two bids further. Assume that the two bids
are independent and are both uniformly distributed on the interval from 2000 to 2200. Determine
the probability that the company considers the two bids further.

A) 0.10 B) 0.19 C) 0.20 D) 041 E) 0.60

34. Thedistribution of loss due to fire damage to awarehouse is:

Amount of Loss Probability
0 0.900
500 0.060
1,000 0.030
10,000 0.008
50,000 0.001
100,000 0.001

Given that alossis greater than zero, calculate the expected amount of the loss.
A) 290 B) 322 C) 1,704 D) 2,900 E) 32,222
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35. (SOA) A family buys two policies from the same insurance company. Losses under the two
policies are independent and have continuous uniform distributions on the interval from 0 to 10.
One policy has adeductible of 1 and the other has a deductible of 2. The family experiences
exactly one loss under each policy. Calculate the probability that the total benefit paid to the
family does not exceed 5.

A)0.13 B) 0.25 C) 0.30 D) 0.32 E) 0.42

36. Let X and Y be discrete random variables with joint probability function

(x ) _ 2?% fOf (iU,y) = (07 1)5 (05 2)5 (152)5 (153)
PEY=00 otherwise '

Determine the marginal probability function for X.
1

& for x =0 % for =0
A)p(:r):{% forxz =1 B) p(x):{% forr =1
0 otherwise 0 otherwise
2 forx=1
L for z=0 9 v
5 3 for x =2
O px) = % fore =1 D) p(x) = Z
. s for =3
0 otherwise 9 ,
0 otherwise

i forz=0
E) p(m)—{z’j—; forz =1
0  otherwise

37. (SOA) Aninsurance policy pays atotal medical benefit consisting of two parts for each
claim. Let X represent the part of the benefit that is paid to the surgeon, and let Y represent the
part that is paid to the hospital. The variance of X is 5000, the variance of Y is 10,000, and the
variance of the total benefit, X + Y, is17,000. Due to increasing medical costs, the company
that issues the policy decidesto increase X by aflat amount of 100 per claim and to increase Y
by 10% per claim. Calculate the variance of the total benefit after these revisions have been
made.

A) 18,200 B) 18,800 C) 19,300 D) 19,520 E) 20,670

E) The correct answer isnot given by A, B, C, or D
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38. (SOA) Let X denote the size of asurgical claim and let Y denote the size of the associated
hospital claim. An actuary isusingamodel inwhich E(X) =5, E(X?) =274, E(Y) =17,
E(Y?)=51.4.andVar(X+Y) =8. Let C; = X+Y denote the size of the combined claims
before the application of a 20% surcharge on the hospital portion of the claim, and let C; denote
the size of the combined claims after the application of that surcharge. Calculate Cov(C1, Cs).
A) 8.80 B) 9.60 C) 9.76 D) 11.52 E) 12.32

39. Inreviewing some data on smoking (X, number of packages of cigarettes smoked per year),
income (Y, in thousands per year) and health (Z, number of visitsto the family physician per
year) for a sample of males, it isfound that

E[X] =10, Var[X] =25, E[Y] =50, Var[Y] =100, E[Z] =6, Var[Z] = 4,

and Cov(X,Y)= —10, Cov(X,Z) = 2.5 (covariances).

Dr. N.A. lvely, ayoung statistician, attempts to describe the variable Z interms of X andY by
therelation Z = X 4 ¢Y, where ¢ isaconstant to be determined . Dr. Ively's methodology for
determining c isto find the value of ¢ for which Cov(X, Z) remains equal to 2.5 when Z is
replaced by X + c¢Y . What value of ¢ does Dr. Ively find?

A) 2.00 B) 2.25 C) 250 D) —2.00 E) —225

40. (SOA) Aninsurance policy iswritten to cover aloss X where X has density function
322 for 0<z <2
= Sx - -
/(@) { 0 otherwise.
The time (in hours) to process aclaim of size x, where 0 < x < 2, isuniformly distributed
on theinterval from x to 22 . Calculate the probability that a randomly chosen claim on this
policy is processed in three hours or more.

A)017 B)025 C)0.32 D)058 E)0.83

41. (SOA) Aninsurance company sells two types of auto insurance policies. Basic and Deluxe.
The time until the next Basic Policy claim is an exponential random variable with mean two
days. Thetime until the next Deluxe Policy claim is an independent exponential random variable
with mean three days. What is the probability that the next claim will be a Deluxe Policy claim?
A) 0.172 B) 0.223 C) 0.400 D) 0.487 E) 0.500
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42. (SOA) Thejoint probability density for X and Y is

) 2e W) for >0,y >0
Fay) = {0 otherwise.

Calculate the variance of Y giventhat X > 3 andY > 3.
A) 0.25 B) 0.50 C) 1.00 D) 3.25 E) 3.50

43. (SOA) The definition of Y, given X, isuniform on the interval [0, X|. The marginal density
. 2z for 0<z <1

of X'is @)= {0 otherwise

Determine the conditional density of X, given Y = y, where positive.

A)l B)2 O)2x D)é E)l%y

44. (SOA) A man purchases alife insurance policy on his 40th birthday, The policy will pay
5000 only if he dies before his 50th birthday and will pay O otherwise. The length of lifetime, in
years, of amale born the same year as the insured has the cumulative distribution function

0 for t <0
o= { 1 — e(1=119/1000 otherwise *

Calculate the expected payment to the man under this policy.
A) 333 B) 348 C) 421 D) 549 E) 574

45. (SOA) The number of workplace injuries, N, occurring in afactory on any given day is
Poisson distributed with mean A. The parameter \ is arandom variable that is determined my the
level of activity in the factory, and is uniformly distributed on the interval [0, 3].

Calculate Var|[N]

A) A B) 2\ C) 0.75 D) 1.50 E) 2.25

46. (SOA) A fair dieisrolled repeatedly. Let X be the number of rolls needeto obtain a5 and Y
the number of rolls needed to obtain a6. Calculate E(X|Y = 2).
A) 5.0 B) 5.2 C) 6.0 D) 6.6 E) 6.8
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47. Let X and Y beidentically distributed independent random variables such that the moment
generating function of X + Y is

M(t) = 0.09¢7% + 0.24e~" + 0.34 + 0.24¢! + 0.09¢* for — oo < t < oo.

Calculate P[X < 0].

A) .33 B) .34 C) .50 D) .67 E) .70

48. New dental and medical plan options will be offered to state employees next year. An actuary
uses the following density function to model the joint distribution of the proportion X of state
employees who will choose Dental Option 1 and the proportion Y who will choose Medical
Option 1 under the new plan options:

0.50, for 0<z<05and0<y<0.5

Flz,y) = 1.25, for 0<z<05and05<y<1
’ 1.50, for 0.b<zx<land0<y<0.5
0.75, for0b<z<land0b<y<l1

Calculate Var(Y|X = 0.75) .
A)000 B)0061 C)0.076 D)0.083 E)0.141

49. Thejoint density function for the pair of random variables X and Y is
f(:c,y)z%e‘”“siny, l<z<oo, 0<y<m.
Find P[(X <1)N(Y < 3)].

1—e! e—1 2 2 e
A —— B 5 O D= B:
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PROBLEM SET 8 SOLUTIONS

1. Let NV denote the number that appears on the wheel, so that

P[N =1]=P[N =2]=P[N =3| = l . Then, conditioning over N,

P[W < 1.5] = P[W < 1.5|N =1]- P[N = 1]+ |P[W < 15|N =2]- P[N = 2]
+ P[W < 1.5|N = 3]- P|N = 3].

If N=1then W =1,sothat P[W <15|/N=1]=1, and

if N=2then W =2,sothat P[W <1.5|N=2]=0.

If N =3 then W ~ N(3,1) sothat

PW < 15N =3 = P[22 < B3N =31 = Pz < —1.5] = .07

(Z has astandard normal distribution - the probability is found from the table).

Then, P[W < 1.5]=1-3+0-3 +(.07)- 3 = .357. Answer: C

<
<

2. Thisdiscrete distribution has the following 8 points and probabilities:
1.
( )’121(14) ’(18) ’(22) 24’(24)!ﬁ1(28)
(4,4), 24 ; (4,8), 12 Theevent X+ 5 <5 occursatthepomts
(1,2), (1,4), (1,8), (2,2)and (2,4) . Thetotal probability of this event occurring is

1,1 _ 17 :
E"‘G"’ﬁ"’ﬂ"'_? 51 Answer: E

3. P[X > 1] 2

2 Swdy ds I
2
= 1% (2—1zx) dx I\
23 2 _ 1
(2z —2°) dz = 3.

i i 7

Answer: D

4. It follows from the independence of X and Y that
E(X +1)*(Y —1)’] = E[(X + 1)7] - E[(Y — 1)7].
[(X+1)] E[X?+2X +1] = E[X?] + 2E[X] + 1, and since
E[X?] - (E[X])?, we have E[X?] = 0% + (E[X])* = 2, and then
[(X+1)2] BIX*+2X+1]=3421)+1=1.
Inasimilar way, E[Y?] =o% + (E[Y])? =3, and
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4. continued
E[(Y -1)]=E[Y?-2Y +1]=3-2(—-1)+1=6,

sothat E[(X + 1)%(Y —1)?]

= E[(X +1)%)- B[(Y — 1] =

9
5-6=27.

Note that we could dso find E[(X + 1)?] in the following way:

(X4+1)P2=X24+2X+1=X?>-2X+1+4X = (X —
E[(X +1)% = B[(X —1)*] +4B[X] = 0% + 4ux = 5
Var[X] = E[(X — pux)?], and px =1). E[(Y —

Answer: E

1)2 +4X, and then
(since

1)?] can be found in asimilar way.

5. Sincethejoint density is aconstant, say ¢, over the probability region, and since the total

probability in the region must be 1, it followsthat ¢ x (Region Area) =1,

1
Region Area -

sothat ¢ =

of the upper right triangle. Thisis 36 — l x2x2=234,0that ¢ = ;.

Then, E[T} + T3]

The area of the region is the area of the 6 by 6 square minus the area

1
34

= oot + ) (4 )dt2 dty + [0 (0 1) () dta diy

ot +0)(57) dtz = (6t +18)(37) = [y (6t +18)(35) dts = (48 + 72)(37) -

L (10

4
f10 tl(tl_l_tg)(?)_lél)dtg = [(10 — #;)t 5 ](34)

> [0(50 — 1) (35) dts = (B)(55) -
)+

Then, E[T}y + T3] = (48 + 72)(57) + (B)(5) = 5.73 .
3]
(4.6}
[ -
t1+t2— 18

(6.4)

(50 — 33)(57)

Answer: C
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6. Wefirst find the conditional distribution of Y given X = 1.

PlY =0|X =1] = P[);TX}ETO} = P[}85:1] PV =11X =1] = P[}?il] !

thisrequires PIX =1]=P[X =1,Y =0+ P[X =1,Y =1] = .05+ .125 = .175.
The conditional distribution of Y given X = 1is

_olx = 1] = PEELY=00 _ 05 _ 2 X =1=12_3
PY = 0|X =1] = “pg=g = 45 = 2, PV = 11X =1] = 52 = 2.

The conditional varianceis Var[Y|X = 1] = E[Y?X = 1] — (E[Y|X = 1])? , where

EYIX=1= ()3 + )3 =2, BY|x=1]=0)F+M3)=2.
Then VarlY|X =1]=32 — (2)> = 204. Answer: C

7. The marginal distribution of X isfound by summing probabilities over the other variable Y.

2
PIX=0=YPX=0Y=y=2+0+0=1,
y=0

P[le]=Z2jP[X:1,Y:y]:11_24r

y=0

D=
_l’_
(e

Il
=

P[X:2]:§2;P[X:2,Y:y]:i+§+%:%.
y=0
B[X] =§Ox-P[X=:c1 =0)(H) + O +@)(5) =15 .

B = Yot PIX =] = (0)() + (1) + @) = 8 |

=0

8. Wewishtofind P[1 <Y <3[X =2 = [*f(y|X = 2)dy = [*LEW 4y .

fx(2)
f(2,y) = m y@E-/e — Ly
fx@) = [Cf@y)dy = [FiyPdy =1 = J}fg;’f =2y,
Pl<Y <3[X=2=[l2y3dy= _yQ‘Z:’— (=8,
Answer: E
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9. Weare given that the marginal distribution of X isuniform on theinterval (0, 1),
sothat fx(z)=1for 0 <z < 1. Weareaso given that the conditional distribution of Y’
given X =z isuniformontheinterval » <y <z +1,sothat fyx(y|X =z) =1 for
r <y <x+ 1. Thedensity function for thejoint distribution of X and Y is

Ixy(z,y) = fyx(|X =2)- fx(z) =1 ontheregion 0 <z <y<z+1<2;

this region of probability isthe parallelogram in the graph below .

The event "damage to the other driver's car will be greater than .5" when an accident occursisthe
event"Y > .5" . Thisisthe upper region of the parallelogram below. The probability isthe
double integral of the joint distribution density on that region. We can aso find the probability by
first finding the probability of the lower triangular region and then taking the complement.

PlY > 5] =1-PlY < .5].

Ply < 5= [’ [P1dyde = [’(5-2)de =% = P[Y >.5=L. Answer: D
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10. Theregion of joint density isthe region in the first quadrant below theline y = 50 — x
(with horizontal intercept 50 and vertical intercept 50). If X and Y denote the failure time of
the two components, then the event that both components are still functioning 20 months from
now has probability P[(X > 20) N (Y > 20)] . Thisisthe shaded region in the graph at the
right. From the graph it can be seen that the region of probability for this event is the triangul ar
region bounded on the left by = = 20 and on theright by = = 30, and bounded below by

y = 20, and bounded aboveby y =50 —x .

The probability of the event is f 50 “fz,y)dydx .

y=5B—x

128

28 10 Answer: B

11. Cov(X,Y) = E[XY] — E[X] - E[Y].

Weusetheexpression E[X| = [ [z - f(z,y)dydx tofind E[X]. Sincethe region of
probability is defined with x g y < 2z , we apply doubleintegration in the dydx order. It
would be possible to reverse the order, but that would not make the solution any more efficient.
E[Y]and E[XY] arefound in asimilar way.

12 2
E[X]:fo mISU 3 aydyds = fofx 2y dydx
8 lraiy? [V 3 8 3 1 _ 4
=3 hl5" "fo%}di’f:g'a's:s-
1 22 8 1 2z P)
Y =[, )"y 3 ydyda:——-fofm xy* dydx
_ 8l T gy 2 B It gy 2 8T L 56
—3‘f0[3 ym 'fo d$_3'3’5_45
E[XY] = Olffmxy-g zydydr = fOfQT 22 dy dx
8 1p2%y? y=2x 7x 8 7 1 28
=3 b5, 1 fo T=33°5=17
_ 28 (4\(56y _
Then Cov(X,Y) 27_(5)(45)7 041 Answer: A
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12. Therange 2% <y < x isonly validfor 0 < x < 1. Thisistruesince z?> > = for = > 1
and 22 >0 >z for x < 0. Therefore, therangeforyis 0 < 2? <y <z <1, sotha
0<y<1. Also, theinequality z? <y isequivaentto = < VY » sothat ?<y<z
isequivalentto y < x < \/§ . The marginal density function of Y isfound by integrating the

joint density over the range for the other variable x;

= fu\/glf)yd:c = 15yx‘$—\/3_/ _ 15y(\/§— y) = 15(y3/2 _ y2) for 0<y<1.

Note that it is true that for any particular z we have 2> < y < = . However, since z can be any
number from 0 to 1, y can also be any number from O to 1. Answer: E

13. Weareaskedtofind P[X +Y >1].
Thejoint distribution of X and Y is defined
ontherectangle 0 < X <1, 0<Y <2.

2

The region representing the probability in
question is the region on and above the line T1-5
x +y =1 thatisinside the rectangle.
The probability isthe double integral of the +1
joint density function, integrated over the

region of probability. Thiscan be la.s
expressed as -

fol f12—1: fla,y) dyde = f01 f12—x 2I+42—y dy da

, which becomes [ 52" +0+1 1 N
dw =37 = .71 Answer: D

14. fY‘X(y|X:a:):iforO<y<a: fX( )—ifor0<x<12.

Ixy(z,y) = fY\X(y|X = l’) fx(z) = 1235 for 0 <y <z <12,

Then E[XY] = foxy 1233 dydx = 0 N 12 dydz = 24.

We are given thatX hasaunlform distribution on (0, 12) , and therefore, E[X] =6 .

Also, B[Y] = [\’ [y o= dydz = [;” & dz = 3 (note that if we had used the reverse order of
integrati on then we would have

12

ﬁ Y- 12:c dzr dy = f012 & In( ?) dy , which would require integration by parts).

Flnally, Cov(X,Y)=24—-(6)(3)=6. Answer: C
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15. If wefind the conditional density function fy|x(y|X = %) , then

PIY < X|X = 3] = PIY < §IX = 3] = [{" frx X = §)dy.

The condiitional density is fyx (y| X = 1) = J}i?'(’f)) .

Thejoint density is f(3,y) = 24( )y =8y, 0<y<1-— % ,

and the marginal density of X at X = 3 is fX( ) = 2/3 (%)ydy— 16
8y 9y

The conditional density is  fy|x(y|X = g) =1 =5 -
9
The conditional probability is P[Y < X|X = %] f01/397y dy = % . Answer: C

16. Wefirst find the value of the constant & that makes f(z,y) aproperly defined density
function for the joint distribution. The requirement that must be met is that the double integral of
f(z,y) over the z-y region of density must be 1. The z-y region of density is the square
0<zx<1l,0<y<1. Thus,
Iy [k dyde = k[ e de = k(1) =1, fromwhichweget k =2 and f(z,y) = 2z .
We usefollowing definition of Cov(X,Y): Cov(X,Y) = E[XY]| - E[X]- E[Y].
fofo zy) f(z,y dyd:n—fofo xy) Qw)dyd:c— =
fofo flz,y dyd:z;—fofo )(2x) ddeE——,and
:fofo f(z,y)dydx = fofo y)(2x) dyd:r—% .
Then Cov(X, Y) $—2.3=0.
There is another way that this covariance of 0 could have been found.
The density function of the marginal distribution of X is fy(x fo 2z dy = 2z for
0 < z < 1, and the density function of the marginal distri butlon of Yis
fry fozxda:_l for 0 <y < 1.We can then seethat
f(x,y) =2z = (22)(1) = fx(x) - fy(y),whichindicatesthat X and Y areindependent. If two
random variables are independent, then they have covariance of 0. Answer: B

17. The distribution of the number of tornadoes in county Q given there are nonein county Pis

PlQ =n|P =0] = %,forn:o,m,&

The denominator is P[P = 0] = P[(Q = 0)N (P =0)]+ P[(Q =1)N (P = 0)]
+P[(Q=2)N(P=0)]+P[(Q=3)N(P=0)]=.12+.06+ .05+ .02 = .25

Then, P[Q = 0[P = 0] = 2= [(2 (01]9:0)] =2 =48, P[Q=1|P=0] =

P[Q =2|P=0]=.20, P[Q=3|P=0]=.08.

Then, E[Q|P = 0] = (0)(:48) + (1)(-24) + (2)(:2) + (3)(.08) = .88 ,

B[Q*|P = 0] = (01)(.48) + (1?)(.24) + (2°)(:2) + (3%)(.08) = 1.76,, and

VarlQ|P =0] = E[Q*|P =0] — (E[Q|P =0])? = 1.76 — (.88)? = .9856 . Answer: D
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18. Suppose that the times of failure of the two devicesare X and Y.

We wish to find the probability that at least one failure occurs by time .5 .

Thisis P[(X < .5) U (Y < .5)]. Theregion of probability is the shaded in the graph below. The
probability is the double integral over region E (let ¢ be the horizontal, s vertical).

Thefirst integral correspondsto thesguare .5 < s < 1, 0 < ¢t < .5, and the second integral
correspondsto therectangle 0 < s < .5, 0 <t < 1.

jiry

Answer: E

19. Wemust have Y < X since no more than proportion X buy the supplementary policy. The
region of positive joint density isthetriangular region 0 <y <z <1

(below the line y = z, inside the unit square). We wish to find the conditional

probability P[Y < .05|X = .1]. Theconditional density for Y given X = .1 is

Frix(lX =.1) = f};%f)) ,where fx(.1) isthe density function of the marginal distribution of

Xa.l.Ingenera, fx(z)= [ f(z,y)dy givesthedensity of the marginal distribution of
X from ajoint distribution. In this case, based on where the joint density is non-zero, we have

fx(1) = [y dy = [;2(.1 +y) dy = .03

1 2(1 .
Then, fyx(y|X =.1) = J}i(f)) = (.Ong) , y <.l(since Y < X), and
PIY < 05X = 1] = [ 20 gy — 4167 . Answer: D

20. Tofind the conditional variance of Y given that X = z, we must find the density
function of the conditional distribution of Y given X = z. Thisis

Frix(yX =) = J;PE(L(;’)) . We must find the density function of the marginal distribution

of X. Thisisfound by integrating the joint distribution density with respect to y over the
appropriateregion: fx(z) = ff”Qm dy =2z for 0 <z <1.
Then, fyx(y|X =z) = g—i = 1 and this conditional density isvalidfor =z <y < x + 1.
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20. continued

Therefore, the conditional distribution of Y given X = z is uniform on the interval

x <y < x4+ 1 (auniform distribution has a constant density). The variance of the continuous
uniform distribution on an interval of length 1 is %

p=x+l

']
I
=

Answer: A

21. Fx(t) = P[X <] = P[22I < 2] _ ply < 1Y) where W ~ N(0,1)

o =

Fy(t) = P[Y <] = P < B — ply < 1Y) where V ~ N(0, 1) .

o

Fx(t) > Fy(t) isequivaent to % > t*% ,whichisequivalentto ux < uy .

Note that the fact the X and Y have a bivariate distribution with correlation coefficient pxy is
irrelevant - we are comparing probabilities of the marginal distributions of X and Y (however,
we do use the fact that X and Y have common variance o2). Answer: B

22. The moment generating function of X; and X5 is

t to
M(ty,ty) = E[en50%) = [! [ttty doy = E=XEZ 0 Angper: B

23. The moment generating function for X is Mx(t;) =
Then, E[X] = M4(0) = 3 ,and E[X?] = M{(0) = % , sothat

Var[X] = % - (%)2 = % : Answer: D
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24. Wewishtofind P[X < .2]. Theregion of density for the joint distribution is below the
line x +y = 1. Theregion of probability for the event in question is shaded below. The
probability is found by integrati ng the joint density over that region.

PIX < 2] = fo +y)]dyd:z:—f0 (1 —2z)?dx = .488.

It would also be possible to solve this problem by first finding the marginal distribution of X, and
then find P[X < .2]. Thedensity function of the marginal distribution of X is

found by integrating the joint density in the "y-direction” over the appropriate range.

Since = +y < lisequivalentto y < 1 — x , the appropriate range for integration over y isfrom
y—() toy=1-—=x. Therefore

fx@) = [, " f@y)dy = [, 61— (v +y)]dy = 3(1 — 2)2 .

Thrs is exactly the "inside integral” in the double integration above.

Then, P[X < .2] = fo (1 — x)>dx = .488 , as before.

This second approach is essentially identical to the first approach.

Answer: C

25. PlY < X] = [* fU fx(x)fy(y)dxdy (since X and Y areindependent, the joint density

function of X and Y isthe product of the two separate density functions).
The density function of X is ée*“‘/“ ,andof Y is %e*“‘/ﬁ , S0 that

I

PY<X fO ffocly —x/aﬂ ‘//'jdl‘dy—f é —y/,}e—J/ady_ __a

v };+lj at+f -
Answer: A
26. The marginal densityfunction of Xis fx(z) = [~ T3(2 —x—y)dy = %(2 — )2,
and then E[X fo 2 —x)%dz = .5. Inasimilar way, the marginal density function of Y’
is fy(y) = 02 y3(2—x )da:: 22 -y)?,
andthen E[Y fo y)?dy = .5 (this could be anticipated from the symmetry of

and y inthejornt densrtyfunctron). Then, E[X + Y] =1. Alternatively, we can find
EX+Y]=[I[ y) 22—z -y)dyde=1. Answer: C
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27. Themarginal density functionof Y is fy (y) = [; (6zy + 32?)dz = 4y*, and then
PlY < 5] = fO 4y dy = (.5)1. Answer: C

28. The shaded region in the graph below corresponds to the event that X < 2Y. The
probability is P[X < 2Y] =Pl <Y] = [y [Lp@+y)dydz

= [zl =)+ 11~ 2)de = 2.

Answer: D

29. The device fails when the second circuit fails, whichisat timeY. Wewishtofind E[Y].
Thisis E[Y] = [;° [y -6e e 2 dyde = [;"6e ([ y e ?dy)dx
Wefind [*y-e 2 dy by integration by parts:

ety = [y = e ) = o o) - (= ey

= -0+ —me*“’ + —6’2"".

Then, E[Y] = [;"6e"( xe*h + 6*29”) de = [[°(3ze™" + 3 6*3“) dz .

From integratlon by parts, weget [ “3ze " dz = [[Cxd(—e ) = — %xe*i”” :Z;O = % :
Also, [¥3e 3 dr =1 sothaEly]=1+1=3.

AIternatlver, we can find the pdf of the marginal distribution of Y first:
fo z,y)dz = [J6e e dr =6(1—eV)e ? =6(e — e ), for 0 <y < oc.
Then, ElY] = [Cy-6(e™ — e%) dy . After integration by parts, this becomes ? .

Answer: D
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30. EF[X fo 10—$y)dyd:l:.
The "|nS|d integral is

2
fo 64 10—xy)dy—6—4 fo (10z — 2%y*) dy = 4-[103:—%].
The completeintegral is

101 2 1 z?
5 g1 10z — %]da:: 51 - (527 — %)

=10
|=58.

Note that we could have found fx (x), the marginal density function of X first and the have found
E[X]. Thiswould be doneasfollows
fx(x) = J, 64(1() )dy— (10 %), and then

E[X] = 2x-fX()dx— 2 (10——)d.7;—64
=10
= 6%1 - (5a? — %3) | = 5.8 (asinthefirst approach). Answer: C

r=

) (10:10 - ‘%) dz

P|(Y+Z=2)N(X=0)]
P[X=0]

PIX =0] = EZf(Oy,) sil(6—0)+(6—1)+(6—2)

+(6-1)+(6—2)+(6—3)+(6—2)+(6—3)+(6—4)] = 2.

P(Y +Z=2)N (X =0)] = f(0,0,2) + f(0,1,1) + £(0,2,0) = 57 + 31 + 77 -
12/81 1

PX+Y+Z=2X=0= 36/81 — 3 Answer: B

3L P[X+Y-|-Z:2|X:o]:

32. Thegraph at the right indicates the regi on of non-zero density for the joint distribution of
Ty and T». The expected valueis fo *(t2 +t2) f(t1,t2) dt; dty . We aretold that the joint
distribution is uniform over the triangular region, and therefore the joint density function

f(t1,t2) isconstant over the region and numerically equal to m = % (half of the
L x L square). The expected value is fo SGERIE % dty dty = fL 463 dty = % )
Ty
L
L Ty
Answer: C
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33. The company considers the two bids further if the two bids are within 20 of one another. If
we let X be the amount of the first bid and Y the amount of the second bid, then the (z, i) region
for which the company will consider the bids further satisfies

x —20 <y < z+20. Thisisthe complement of the union of the two regions
(y<x—20)U(y >z+20). Wearetold that both X and Y are uniformly distributed between
2000 and 2200, so that fx(z) = ﬁ =.005 for 2000 < z < 2200, and

fr(y) = 2—(1)0 =.005 for 2000 < y < 2200. Since X and Y are independent, the density
function of thejoint distributionis fxy(x,y) = fx(z) - fy(y) = (.005)* for

2000 < x <2200 and 2000 < y < 2200 . The probability of atwo-dimensional region isthe
double integral of the joint density over theregion. Since the joint density is constant, the
probability isthe region of the area multiplied by that constant.

Theregion y < x — 20 (and inside the square) has probability

% x 180 x 180 x (.005)? = .405 (since the triangular region below the lower line has base 180
and height 180). Theregion y > x + 20 aso has probability % x 180 x 180 x (.005)? = .405
(same sizetriangle). Therefore,

P[the two bids are within 20 of one another] = P[X—20 <Y < X + 20]
=1-.405—-.405=.19.

2828

2828 - 2280

Answer: B
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34. Conditional expectations are usually found as follows.

“w fw (w) dw
E[W[W > q] = detfilw)dw o

formulation for E[W|W < a] or E[W|a < W < b] . Inthe specific casethat W isanon-

negative random variable(1W > 0), wehave E[W|W > 0] = CH (w% (in the discrete case),

PW>0
and notice that the numerator is E[W] (unconditional expectation), so that

EW|W > 0] = % In this case,
E[L] = (0)(.9) + (500)(.06) + --- + (100,000)(.001) = 290 , and P[L > 0] = .1 o that

the conditional expectation becomes E[L|L > 0] = 2 = 2900 .

(with summation used in the discrete case), with asimilar

The problem can be solved in an aternative way. We first determine the conditional distribution
of L giventhat L > 0 (where L denotes that amount of theloss). L has adiscrete distribution,

and the probability function of L giventhat L > 0 isfound from the following relationship.
[L=z]  P[L=z]

For 2 >0, P[L=ax|L>0]= ];[L>0} — A= 10P(L = 4]
The conditional distribution of L given L. > 0 is

x P[L =z|L > 0]

500 .600

1,000 .300

10,000 .080

50,000 .010

100, 000 .010

The expected amount of the loss given that the lossis greater than O is the expectation of this
conditional distribution of L giventhat L > 0. Thisexpectationis
E[L|L > 0] = (500)(.6) + (1,000)(.3) + (10,000)(.08)

+ (50,000)(.01) 4 (100, 000)(.01) = 2,900 . Answer: D

35. Let X and Y denote the two loss amounts (not payment amounts).
We consider the following combinations of X and Y that result in the total benefit payment not
exceeding 5.

Casel: 0 < X <1 (soloss X resultsinnopayment) and 0 < Y < 7 (sothatlossY resultsina
maximum payment of 5 after applying the deductible of 2).

Case2: 1 < X <6 (soloss X resultsin amaximum payment of 5 after the deductible of 1is
applied) and 0 < Y < 2 (solossY resultsin no payment).
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Cae3: 1< X<6ad2<Y<T7ad (X—-1)+ (Y —-2)<5 (X —1lispadforloss X
andY — 2 ispaidforlossY). Thelast conditionisequivalentto X + Y < 8. The probability
that the total benefit paid does not exceed 5 is the sum of the probabilities for Cases 1, 2 and 3.
PlCasel]=P[0< X <1HNO<Y <7
=P0<X<1]-P0<Y <7 = (55)(55) = .07
(we have used the independence of X and Y to find the probability of the intersection)
P[Case2]=P[(1< X <6)N(0 <Y <2)]
—P[1<X<6] [0<Y<2} (—)(%):.10.

10
P[Case 3| = f1 f(z,y dyal:r—f1 ( ) fr(y)dydzx
—fl 10 1O)dydx—f1 01)dy dz
= (01) [7[8 — & — 2] da = (.01)(633— z Ij) =125

(notethat f(z,vy) = fx(x)- fy(y) because X and Y are independent).
The total probability is .07 4+ .10 + .125 = .295 .

Once we haveidentified Cases 1, 2 and 3, this problem could be approached from a graphical
point of view. Since X and Y are independent and uniform, the joint distribution of X and Y is
uniformonthesquare 0 < = < 10, 0 < y < 10, withjoint density (.1)(.1) = .01 .
Sincethejoint distribution is uniform, the probability of any event involving X and Y isequal to
the constant density (.01 in this case) multiplied by the area of the region representing the event.

Thethreeregionsfor Cases 1, 2 and 3 are indicated in the graph below.

The 10 x 10 square isthefull region for the joint distribution.
Therectangular areafor Case 1is 1 x 7 =7 for aprobability of 7 x .01 = .07 .
Therectangular areafor Case2is 5 x 2 = 10 for aprobability of 10 x .01 =.10.
Thetriangular are for Case 3 is % x 5 x 5 =12.5 for aprobability of 12.5 x .01 =.125.
The total probability for Cases 1, 2 and 3 combined isagain .295 .
L
18

Case 1

Casze 3

Caszse 2

Answer: C
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37. The new amount paid to the surgeonis X’ = X + 100 , and the new amount of hospital
chargesis Y’ = 1.1Y . Wewishtofind
Var(X' +Y'] = Var[X'| + VarlY'] + 2Cov(X",Y") .
Var[X'] = Var[X + 100] = Var[X] = 5,000, and
Var[Y'] = Var[1.1Y] = (1.12)Var[Y] = (1.21)(10,000) = 12,100 .
Cov(X",Y'") = Cov(X 4+ 100,1.1Y) = 1.1Cov(X,Y) .
We have used the covariancerule Cov(aU + b, cW + d) = acCov(U, W) .
We still must know Couv(X,Y’) to complete the problem.
Wearegiven Var[X + Y] = 17,000 , and we use the relationship
17,000 = Var[X 4+ Y] = Var[X] + Var[Y] + 2Cov(X,Y)
= 5,000 4 10,000 + 2Cov(X,Y) » Cov(X,Y) = 1,000 .
Then Cov(X",Y') =1.1Cov(X,Y) = 1,100 .
Finaly, Var( X' +Y'] = Var[X'] + Var[Y'] + 2Cov(X',Y")
= 5,000 + 12,100 + 2(1,100) = 19,300 . Answer: C

38 O =X+4Y, Cy=X+12Y.
We usethefollowing rules: Cov(U,U) = Var(U) ,

Cov(aU + bV +¢,dS +eT + f)

= adCov(U,S) + aeCov(U,T) + bdCouv(V, S) + beCov(V,T),

and Cov(U,V)=Cov(V,U) .

Then, Cov(C4,Cs) = Cov(X +Y,X +1.2Y)
=Cov(X,X)+1.2C0ov(X,Y) + Cov(Y,X) +1.2Cov(Y,Y)
=Var(X)+22Cov(X,Y)+1.2Var(Y).

From the given information, we have Var(X) = E(X?) — [E(X)]? = 2.4,
Var(Y)=EY?) - [E(Y)]?=2.4. Also,

Var(X +Y) =Var(X) + Var(Y) +2Cov(X,Y)
+8=24+4+24+2Cov(X,Y)—>16.

Then, Cou(Cy,Cy) = 2.4 + 2.2(1.6) + 1.2(2.4) = 8.8 .

Answer: A
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39. Cov(X, X +¢cY)=Cov(X,X)+cCov(X,Y) =Var[X]+ cCov(X,Y)
=25 —10c . Thisisset equal to Cov(X,Z) = 2.5, sothat
25—10c=25—-¢c=225. Answer: B

40. Distribution of 7" given claim amount X = z isuniform oninterval (z,2x) and has pdf
Frix(|X =z) = Lfor x <t <2z. Thepdfof X is fy(z) = 3a?for 0 <z <2.
The density function of the joint distribution between T and X is
frr(z,t) = frx(t|X =2) - fx(z) = (3)(32?) = 32 for 0<a <t <20 <4
(since x < 2,itfollowsthat 2x < 4).
Theevent T > 3 isillustrated in the graph below. In order to haveT" > 3, it must be true
that x > 1.5, sinceif = < 1.5 then ¢t < 2z < 3. Thus, the region of probability for the event
T>3is15<z<2 ,and 3 <t<2zx. Theprobability is

PIT >3] = [2 [ fxa(z,t)dtde = [7, [ 2w dtde = [} 32(22 - 3)dz = & .
Alternatively, we can express the conditional probability P[T > 3|X = z] as

PIT > 31X 0 if x <1.5(sincethen2x < 3)

> = ey _ i

7> 31X =] {% if 1.5<2<2

Then, P[T >3] = [2 P[T' > 3|X = a] - fx(a) de = [}, 27330y — 1L

The graph of the probability region is below.

Wi t{2x

Answer: A
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41. Ty ~ exponential mean 2 , pdf fp(s) = %6_5/2 :
Tp ~ exponential mean 3 , fp(t) = %e‘t/’& :
Since T and T are independent, the joint density is
Fo.0(s,t) = fa(s) - fo(t) = (3e*/3)(5e7/%) , and
P[Tp < Tg] = [ [F(3e7/*)(5e71%) ds dt
— f(ool e6 gt — 4 .
A more general reasoning approach to the solution is the following.
In the next 6 days we expect 3 Basic claims (one every 2 days) and 2 Deluxe claims
(one every 3 days). Of the next 5 claims, there isa% = .4 chancethat it isfrom a Deluxe policy
on average. Answer: C

42. Wefirst notethat X and Y are independent. Thisis true because the joint density can be
factored in afunction of = alone multiplied by afunction of y alone. Another way to verify
independence isto note that the marginal density of X is

= [ f(z,y)dy = [["2e W dy = e forz >0,
and the marginal density of Y is

= [ f(z,y)dz = [[*2e" @) dy = 2e % fory > 0.

Then, since f(z,y) = fx(z) - fy(y) and since the region of density is rectangular (the entire
first quadrant), it followsthat X and Y are independent. Since they are independent, the variance
of Y does not depend on X, so the conditional variance of Y given X isthe same as the variance
of Y, and the conditional variance of Y giventhat X > 3and Y > 3 isthe same asthe
conditional variance of Y giventhat Y > 3. The conditional density of Y giventhat Y > 3 is
FlY > 3) = g for y > 3. P(Y >3) = [[2edy =5, 0
flylY >3) = . If we make the change of variable z =y — 3
then this becomes f(z|Z > 0) = % =2e % for 2> 0.

Thisis an exponential density W|th amean of % . The variance of an exponentia distribution is

1

Z .

Another point to note, once we have determined that the marginal distribution of Y is exponential

the square of the mean, which is 22 =

with mean 0.5, because of the "lack-of-memory" property of the exponential distribution, the
conditional distribution of Y given Y > a isstill exponential with mean 0.5, for any a > 0.
Answer: A.
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43. The conditional density of Y given X is fyx(y|z) = % on theinterval [0, z] (uniform).
The region of non-zero joint density of X and Y isontheregion 0 <y < x < 1,sinceY has
non-zero density only on the interval [0, z]. Thejoint density of X and Y on that regionis

Ixy(z,y) = fyix(ylz) - fx(z) = % 2x =2 for 0 <z <y < 1. Wecansummarizethejoint
2 fo<y<z<l1

0 fo<zez<y<l1

(note that we can ignore the region y = x, since it has area 0 in the two-dimensional region of

density function as fyy(z,y) = {

probability). Thisisa (joint) uniform distribution on the triangular region0 < x <y < 1.The
marginal density of Y is fy(y fo fxy(z,y)de = [/0dz + fleda; =2(1-y),

and thisis defined on theregion 0 < y < 1. Thisistrue because f(z,y) =0 for
O<y<z<lad f(z,y)=2Ffor 0<z<y<l.

Then the conditional density of X givenY =y is

Ixy(zly) = ]}(Y(’y)) =2 = ﬁ for y <z <1, andO0 otherwise.

2(1-y) —
Itisalsotruein general that i the joint distribution of X and Y is uniform (has constant density)

on aregion, then the conditional density of Y given X, or of X given Y will be uniform on the
appropriate region of non-zero density. Once we have determined that the joint density of X and
Y is 2 (constant, and therefore uniform) ontheregion 0 < y < = < 1, we know that the
conditional density of X given Y will be constant on theinterval of definition. The interval of
definition for X givenY is y < = < 1, which haslength 1 — y . Therefore, the conditional
density of X givenY isthe constant ﬁ (the density of auniformis M)
Answer: E

44. The key point to note in this problem is that we are given the cdf of survival for someone
born in the same year as the insured. Thisis not the cdf of survival for a40-year old, it is the cdf
of survival for anewborn. If we define X to be the time until death for the 40-year old, then the
distribution of X isthe conditional distribution of 7" (time from birth until death) given that

T > 40 (given survival from birth to age 40). The expected payment is

40<T<50
5000 x P(X < 10) = 5000 x P(T < 50|T > 40) = 5000 x W
— 5000 x ZEO=FrU0) _ 5000« 0696 = 348 . Answer: B

1—F7(40)
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45. We use the conditioning formulafor variance.

Var[N] = E[Var[N|\]] + Var[ E[N|A]] .

Since the distribution of workplace accidents is Poisson with mean A, we have
E[N|A\] =X and Var[N|\] = X . Then, since the distribution of A is uniform on the
interval [0,3],wehave E[Var[N|\]]|= E[A=1.5,and

2

Var[E[N|A]] = Var[A\] = % = .75 (the variance of auniform random variable is the square of

the interval length divided by 12). Then Var[N] =1.5+4 .75 = 2.25. Answer: E

46. SinceY = 2, a5 can berolled on the first roll or the third or later roll, and also thereisno 6
on thefirst roll. Given that there is no 6 on the first roll, the probability of a5 on thefirst roll
is % . The number of rolls until a5 appears has a geometric distribution with probability function

P(X =n)= (%)(%)”*1 , With mean ﬁ =6 . If thefirst 5 does not appear on thefirst roll,

then it will appear on the third or later roll, so the expected number of rolls needed to roll a5
given that a5 did not occur on thefirst two rollsis 2 + 6 = 8. The overall expected number of
rollsuntil a5 given that thefirst 6 ison the second rall is (1)(.2) + (8)(.8) = 6.6 .

Answer: D

47. If W isadiscrete random variable with probability function P(W = k) = py, , then the
moment generating function of W is My (t) = Ypre ¥t . Also, the moment generating function
of the sum of independent random variablesis the product of the separate moment generating
functions. Then Mx .y (t) = Mx(t) - My (t) . Since X and Y areidentically distributed, we
have Mx(t) = My(t),s0 .09¢ % + .24e~" + .34 + .24e! + .09¢* = [Mx(t)]* .
Algebraically, weseethat My (t) = .3e™" + .4 + .3¢" , so that he distribution of X (and Y) is
PX=-1)+4+3,P(X=0=4,P(X=1)=.3.Then P(X <0)=.7.

Answer: E
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48. Themargina density for X at 0,75is
fx(0.75) fo £(0.75,y) dy = 0 "1.5dy + f05075dy—1125
The conditional density of Y given X = 0.75 isthen

1.5 _ 4
(159 Tio5 —3 [or0<y<s5
frixlole =75) = 428 — { T4 ~ 5
Sx(75) 1:35 =35 for S5<y<1
Then, E(Y|X =.75) = [;’3ydy + [13ydy = = 417, and
E(Y?X =.75) fo dey—i—fdsy dy = .25.
Var(Y|X =.75) = .25 — .417% = .076 . Answer: C

49. Thejoint density can bewrittenas f(z,y) =e - (%sz’ny) =g(x) - h(y) .

Sincethe joint density is defined on arectangular region and since it factorsinto the form
g(x) - h(y), it follows that the marginal distributions of X and Y are independent. Therefore
P(X<1)N(Y <§)=P[X<1]-PlY <3 fol “Tdx (f”/ 1smydy)

=(1-e)(3). Answer: A
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SECTION 9- FUNCTIONSAND TRANSFORMATIONS
OF RANDOM VARIABLES

Distribution of atransformation of a continuous random variable X

Suppose that X is a continuous random variable with pdf fx(z) and cdf Fx(x), and suppose that
u(z) isaone-to-one function (usually w is either strictly increasing, such as u(z) = e”, \/z or
Inx, or u isstrictly decreasing, such as u(z) = e * or %) As aone-to-one function, u has an
inverse function v, so that v(u(x)) = = . Therandom variable Y = «(X) isreferredtoasa
transformation of X . The pdf of Y can be found in one of two ways (they are actually
equivalent)

) fr(¥) = fx(v(®)) - 1V ()|,

(i) if wisastrictly increasing function, then

Fy(y) = P[Y <yl = Plu(X) <y] = P[X <v(y)] = Fx(v(y)) ,and fr(y) = Fy(y) -

Distribution of a transformation of a discrete random variable X
Suppose that X is a discrete random variable with probability function f(x). If u(z) isafunction
of z, and Y isarandom variable defined by the equation Y = u(X) , then Y isadiscrete

random variable with probability function g(y) = > f(x) . Givenavalue of y, find all values
y=u()

of x for which y = u(z) (say u(z1) = u(z2) = --- = u(z;) = y), and then g(y) is the sum of
those f(x;) probabilities.

If X and Y are independent random variables, and « and v are functions, then the random
variables u(X) and v(Y) areindependent.

Example 9-1: Therandom variable X has an exponential distribution with amean of 1. The
random variable Y isdefinedtobe Y = 2in X . Find fy(y), thepdf of Y.
Solution: Fy(y) = P[Y <y] = P[2In X <y]= P[X <e¥?].
We can now usethe cdf of X, Fx(t) =1 — e, sothat
Fy(y) = P[X < e/ = Fx(e?) =1— ",
d —eY 2 1 —eY 2
Then fr(y) = Fi(y) = g; (1—e ) = ger/ e
Alternatively, Y =2IinX .Weseethat y = 2Inx isadtrictly increasing function of x with
inversefunction = = v(y) =e¥/? and X = '/ . It followsthat

fr(W) = fx((y)) - [V (y)| = fx(e??)- ‘d% 6-”/2‘ =" %ey/z. O
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Transformation of jointly distributed random variables X and Y

Suppose that the random variables X and Y are jointly distributed with joint density function
f(x,y). Suppose also that » and v are functions of the variablesz and y. Then U = u(X,Y)
and V =v(X,Y) arealsorandom variableswith ajoint distribution. We wish to find the joint
density function of U and V, say g(u, v) . Thisisatwo-variable version of the transformation
procedure outlined on the previous page. In the one variable case we required that the
transformation had an inverse. Thereisasimilar requirement in the two variable case. We must
be able to find inverse functions, A (u, v) and k(u, v) suchthat =z = h(u(z,y),v(z,y)) , and

y = k(u(z,y),v(z,y)). Thejoint density of U and V' isthen

9(u,v) = f(h(u,v), k(u, >>~|3—h%—%%| .

The factor |ah gf} % . %] isreferred to as the Jacobian of the transformation.

This procedure sometimes arises in the context of being given ajoint distribution between X and
Y, and being asked to find the pdf of some function U = u(X,Y’). In thiscase, wetry to find a
second function v(X, Y') that will simplify the process of finding the joint distribution of U and
V. Then, after we have found the joint distribution of U and V', we can find the marginal
distribution of U .

Example 9-2: Suppose that X and Y are independent exponential random variables, each with
mean 1. Supposethat U = % and V = X . Find thejoint distribution of U and V' and the
marginal distribution of U.

Solution: U =u(X,Y) = % and V =v(X,Y) =X ,sothat u(z,y) = % and v(z,y) = .
We can invert these transformations in the following way. © = v = h(u,v) , and

Y= % cx=u-v=k(u,v).Since X and Y areindependent, the joint density of X and Y is
f(z,y) = fx(x)- fy(y) = e eV = e~ @), According to the two-variable transformation
method outlined above, the joint density of U and V' is

9(u,v) = f(h(u,v), k(u,v)) - |G - ‘35 O Ok | _ f(v,uv) 10 u—1-v]
ok

= e~ (Wt g = e+ (since 3_ =0, ?)]Z U, ?9_2 =land 7, =)

We also notethat X and Y are defined on theregion = > 0 and y > 0, s0 U and V are defined
on the region u >0 and v > 0. The marginal density of U is

_ —v(u+1) —v(utl) | V=00 1

(u+1) ve e _

= [ g9(u,v)dv = [ Tve D dy = — D)~ @iP |peg — (@tD?

We used the integration by partsrule [ve " dv = — % — e;—; yWith a =u+1,
. —v(u+1)

and thefact that lim2—— =0, O

vooo  (utl)
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Thedistribution of a sum of random variables:

(i) If X7 and X, arerandom variables, and Y = X; + X, , then
E|Y] = E[Xj]+ E[X32] and Var[Y] = Var[X;1] + Var[Xs] + 2Cov[X;, X5]

(i) If X7 and X, are discrete non-negative integer-valued random variables with joint
probability function f(x1,z9) , thenfor aninteger £ > 0,

k
P[X;+ X, =k|=>" f(x1,k — ) (thisconsidersall combinations of X; and X, whose sum

:1‘1:0

isk). If X; and X, are independent with probability functions f;(z1) and fa(z2), respectively,

k
then P[X,+ Xo=k| =) fi(x1) - fa(k —z1) (thisisthe convolution method of findingthe
:L’]:O

distribution of the sum of independent discrete random variables).

(iii) 1If X7 and X, are continuous random variableswithjoint density function f(x1, z5) then the
density functionof Y = X; + X5 is fy(y f f(z1,y — x1)dry .

If X, and X, areindependent continuous random variables with density functions f;(z;) and
f2(z2), then the density functionof Y = X; + X5 is fy(y f fi(zr) - foly — x1) dxy.

If X1 >0and X, >0,then fy(y) = [i f(z1,y —xl)dxl.

Thisisthe continuous version of the convolution method.

(iv) If X1, Xo, ..., X,, arerandom variables, and the random variable Y is defined to be
Y =YX, ,then E[Y]=YE[X)] and Var[Y]= SVar[X,]+2> 3 Cov[X;, X]].
i=1 i=1 i=1 i=1j=1i+1

If X;,Xo, ..., X, aremutually independent random variables, then
Var[Y] = Y Var[X;] and My (t) = [[ Mx,(t) = Mx,(t) - Mx,(t)---Mx, (t)
i=1 =1

V) If X1, X,,..., X, and Y1,Y5, ..., Y, arerandom variablesand a1, as, ..., ay, b, ¢1,¢a, ...y Ci

and d are constants, then Cov[> a; X; + b, Z’c‘,-Y‘,- +d] = Z Za c;Cov[X;, Y]]

i=1 j=1 i=1 j=
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(vi) TheCentral Limit Theorem: Supposethat X isarandom variable with mean ;. and

standard deviation o and suppose that X1, X, ..., X, aren independent random variables with
the ssme distributionas X. Let Y, = X; + Xs + -+ + X,, . Then E[Y,] = nu and

Var[Y,] = no?, and as n increases, the distribution of Y;, approaches anormal distribution
N(nu,no?). Thisisajustification for using the normal distribution as an approximation to the
distribution of a sum of random variables. When an exam question asksfor a probability
involving a sum of a large number of independent random variables, it isusually asking for
the normal approximation to be applied. As mentioned earlier in Section 7 of these notes,
when applying the normal approximation to an integer random variable, we may be asked to use
the integer correction.

(vii) Sumsof certain distributions: Supposethat X1, Xs, ..., X areindependent random
k

variablesand Y = > X;
=1

1=

distribution of X, distribution of Y

Bernoulli B(1, p) binomial B(k, p)

binomial B(n;, p) binomial B(Xn;, p)

Poisson \; Poisson X\,

geometric p negative binomia k, p
negative binomial r; , p negative binomia Xr;, p
normal N (y;, 07) N(Zpi, Lo?)

exponentia with mean p gammawith a =k , f=1/u
gammawith «; , 68 gammawith Y«; , 3
Chi-square with k; df Chi-square with Xk, df

Example 9-3: Suppose that X and Y are independent discrete integer-valued random variables
with X uniformly distributed on the integers 1to 5, and Y having the following probability
function: fy(0)=.3, fy(1)=.5, fy(3)=.2. Let Z=X+Y. Find P[Z =5].
Solution: Using thefact that fx(z) = .2 for x =1,2,3,4,5, and the convolution method for

5
independent discrete random variables, we have f7(5) =Y fx(i)fy (5 — i)
i=1

= (2)(0) + (:2)(:2) + (:2)(0) + (:2)(:5) + (:2)(:3) = .20 O
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Example 9-4: X, and X, are independent exponential random variables each with a mean of 1.
Find P[X, + X, < 1].

Solution: Using the convolution method, the density functionof ¥ = X; + X5 is

Fry) = Jifx () fx,(y—t)dt = [Je" - e dt = yev, sothat

PXi+Xo<1]=PlY <1] = folye_ydy =[—ye ¥ —eY] ! 0= 1—2e!
y:

(the last integral required integration by parts). O

Example 9-5: Given n independent random variables X, X5, ..., X,, each having the same
variance of o2, and defining U = 2X; + Xy +--- + X,,_; and
V=Xo+ X3+ ---+2X,, , find the coefficient of correlation between U and V.
Solution: pyy = % s oh=A+14+14+-+1)0%*=(n+2)0? =0o}.
Since the X's areindependent, if i # j then Cov[X;, X;] = 0. Then, noting that
Cov[W, W] = Var[W], we have
CovlU,V] = Cov[2X1, Xo] + Cov[2X1, X3] + -+ + Cov[ X1, 2X,)]
= Var[Xs] + Var[Xs) + -+ + Var[X,_1] = (n — 2)o?.

(n—2)0®>  n-=2
(n+2)0? — Z_—Q—Q ) O

Then, pyv =

Example 9-6: Independent random variables X', Y and Z areidentically distributed. Let
W = X + Y. The moment generating function of W is My (t) = (.7 + .3¢")°,

Find the moment generating functionof V =X +Y + Z.

Solution: For independent random variables,

Myx.y(t) = Mx(t) - My (t) = (.7 + .3¢")% . Since X and Y have identical
distributions, they have the same moment generating function. Thus,

Mx(t) = (.7 + .3¢")? ,andthen My (t) = Mx(t) - My (t) - Mz(t) = (.7 + .3¢")°.
Alternatively, note that the moment generating function of the binomial B(n, p) is

(1 —p+pe')*. Thus, X + Y hasa B(6,.3) distribution, and each of X, Y and Z has
aB(3,.3) distribution, so that the sum of these independent binomial distributionsis
B(9,.3) ,withmgf (.7 + .3¢")°. O
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Example 9-7: The birth weight of malesis normally distributed with mean 6 pounds, 10

ounces, standard deviation 1 pound. For females, the mean weight is 7 pounds, 2 ounces with

standard deviation 12 ounces. Given two independent male/female births, find the probability

that the baby boy outweighs the baby girl.

Solution: Let random variables X and Y denote the boy's weight and girl's weight, respectively.

Then, W = X — Y hasanorma distribution with mean 6% — 7% = — % Ib. and variance

Jg(—l—a}%:l—i-%:%.

Then, P[X >Y]=P[X-Y >0]=P Wy —C))
V/25/16 \/25/16

where Z has standard normal distribution (W was standardized). Referring to the

standard normal table, this probability is.34 . O

] = P[Z > 4],

Example 9-8: If the number of typographical errors per page typed by acertain typist follows a
Poisson distribution with amean of )\, find the probability that the total number of errorsin 10
randomly selected pagesis 10.

Solution: The 10 randomly selected pages have independent distributions of errors per page.
The sum of m independent Poisson random variables with parameters Aq, As...., A, hasa
Poisson distribution with parameter X ); . Thus, the total number of errorsin the 10 randomly

selected pages has a Poisson distribution with parameter 10. The probability of 10 errorsin the
6710)\(10)\)10
— O

10 pagesis Tl

Example 9-9: Smith estimates his chance of winning a particular hand of blackjack at a casino
is .45, his probability of losing is .5, and his probability of breaking even on ahand is.05. Heis
playing at a $10 table, which means that on each play, he either wins $10, loses $10 or breaks
even, with the stated probabilities. Smith plays 100 times. What is the approximate probability
that he has won money on the 100 plays of the game in total ?

Solution: Supposethat X isthe gain on aparticular play of the game. Then

E[X] = (10)(.45) + ( — 10)(.5) = — .5 ishisexpected gain on each play, and

E[X?] = (100)(.45) + (100)(.5) = 95 = Var[X] = E[X?] — (E[X])? = 94.75 .

W = gXi - E[W]= —50, Var[W] = 9475 .

The use of "approximate" in the context of the sum of alarge number of independent random
variables (the X's) indicates that we are to apply the normal approximation to find the

probability. P[W > 0] = p[%ﬁ% 3;57%

| . We assume that TV has an approximate

normal distribution. Then P[W > 0] = P[\Vygﬂm \(};ﬂm]] = P[Z > /—2275]

=P[Z>51]=1-P[Z<51]=.305. 0O
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Thedistribution of the maximum or minimum of a collection of independent
random variables: Supposethat X; and X, are independent random variables. We define two
new random variablesrelated to X; and Xs: U = max{X;, Xo} and V =min{X;, X5} .
We wish to find the distributions of U and V. Suppose that we know that the distribution
functionsof X; and X, are Fi(z) = P[X; < z] and Fy(x) = P[Xs < x|, respectively.

We can formulate the distribution functions of U and V' interms of F; and I; asfollows.

Fy(u) = P[U < u] = Plmaz{X;, X2} <u]=P[(X; <u)N(Xy <u)

(if thelarger of X; and X5 is < u, then soisthe smaller one, so both are < w).
Since X; and X, are independent, we have

P[(X: <u)N(Xe <u)] = P[X; <ul-P[Xs <ul=Fi(u)- Fy(u).
Therefore, the distribution function of U is Fy(u) = Fi(u) - Fa(u) .

Fy(v) =PV <v]=1-P[V > 1]

=1—Pmin{X;, Xo} >v]=1—-P[(X; >v) N (Xy > v)]
(if thesmaller of X; and X, is > v, then so isthe larger one, so both are > v).
Since X; and X, are independent, we have
P[(X;>v)N(Xe >v)]=P[X; >v|-P[Xy>v]=[1-F((v)][1-F0)].
Therefore, the distribution functionof V'is  Fy(v) =1 —[1 — Fi(v)] - [1 — Fy(v)] .

Example 9-10: A homeowner is accepting sealed bids from two prospective buyers on their
offering price to purchase his home. The homeowner assumes that the two bidders will formulate
their bids independently of one another. The homeowner assumes a probability distribution for
the bid that will be offered by each of the two bidders. For one of the bidders, the homeowner
assumes that the bid will be uniformly distributed between 100,000 and 120,000. For the other
bidder, the homeowner assumes that the bid will be uniformly distributed between 90,000 and
140,000. Find the probability that the larger of the two bidsis over 110,000.

Solution: Let us denote the two bids as X; and X5, so that X; has auniform distribution on the
interval (100,000, 120,000), and X, has auniform distribution on the interval

(90,000, 140, 000). The distribution function of X; and X, are

Fy(z) = S5 for 100,000 < @ < 120,000 ,
Fy(z) = 29880 for 90,000 < = < 140,000 .

Thelarger of thetwo bidsis U = maxz{X;, X2} . Then
P[U > 110,000] = 1 — P[U < 110,000] = 1 — P[(X; < 110,000) N (X, < 110, 000)]
— 1 — Fy(110,000) - F>(110,000) = 1 — (110,00071007000)(110,000790,000)

20,000 50,000
11,2 4
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It is possible to extend the case of the max or min of two random variables to the max or min of
any collection of independent random variables. For instance, if X; X5, ..., X, areindependent
random variableswith cdf's Fy(z), Fa(x), ..., F,(z),andif U = maz{X;Xo,..., X,,},
then the cdf of U is Fy(u) = P[U < u] = Plmaz{X,Xa,..., Xp} < u]
=Pl(Xi <u)n(Xe<u)n---N(X, <u)] = Fi(u) Fur(u)--F,(u) .

If V=min{X1Xy,...,X,},thenthecdf of V is
Fy(v) =PV <v]=1-P[V >v]=1—- Pmin{X1Xs, ..., X,,} > 7]

=1-P[(Xi>v)Nn(Xy>v)N---N (X, >v)]

=1-[1-F@)] [l - RBE)-[1-F@) .

Order statistics

For arandom variable X, arandom sample of size n isacollection of n independent X;'s all
having the same distribution as X. For instance, if X isthe outcome that results from tossing a
fair die, and the die is tossed independently 10 times, then the outcomes X1, X, ..., X7, forma
random sample of size 10. We can think of the X;'s as 10 separate independent random variables
(when we actually toss the die, we will have 10 numerical outcomes, but in advance of tossing the
die we can still think of the outcomes as random variables). When we toss the die 10 times, we
will get values between 1 and 6, and they will occur in arandom order. For instance, the
outcomes mightbe 5,2,4,4,1,5,2,6,3,1.

Suppose in advance of actually tossing the die, we decide that we will summarize the 10
outcomes by placing them in increasing order. So the first actual outcome X; might not be the
smallest numerical outcome, etc. We define 10 new variablesY; , Y5, ..., Yo, sothat theY's
are the same collection of numbers asthe X's, but they have been put in increasing order.

Y7 isthe smallest of the X's, Y, isthe next smallest, . . ., Y7y isthe largest.

In genera Y}, isthe k-th from the smallest of the X;'s.

We can imagine that we will do this even before the dieis actually tossed, so that we can think of
the Y's as random variables aswell. In fact, Y7 isjust the minimum of the X's,

Y1 = min{ Xy, Xo, ..., X10} , ad Yy, isthe maximum of the X's (and we also have the Y's that
are in between).
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We saw in the previous example and comments how to find the distribution of the max and the
min of a collection of independent random variables, and that would apply to Y; and Y7 . The
Y;'sthat we get in this procedure are called the order statistics of the random sample of X's.

In Example 9-10 we had X; and X, with different distributions. We are assuming now that
although the X;'s are independent, they all have the same distribution (such as the outcome of
tossing adie), say with density function f(x) and distribution function F'(z) .

We now wish to describe the distribution of each of the order statistics Y7, Y3, ..., Y, . The density
function of Y}, can be described interms f(z) and F'(x), the density function and distribution
functionof X. Foreachk =1,2,...,n thepdf of Y, is

%@=(klmn@mﬂmkm FOI"™* f@).
We will not give the general derivation of this density, but the derivation of the density g; (¢)

for Y7 isnot difficult to find. If we consider Y, (the "first order" statistic of the sample of X's), its
pdf according to the expression above with k = 1 is ¢;(t) = n[l — F(¢t)]"1 - f(t) . Wesaw on

the previous page that the cdf of the minimum of X; Xs, ..., X,, (it wascalled V') was
Fy(v)=1—[1—-Fi(v)]-[1 = Fy(v)]--[1 = F,(v)] .SinceV isthefirst order statistic, Y; = V
and Fy,(t) =1—[1-Fi(t)]-[1 - B@)][1-F@®]=1-[1-F@)"
(since each F’; isthe cdf of X). Then the pdf of Y; is

a(t) = G Fa(t) = F (- [L=FOI") = n[l - F@)]"- (1) .

Since Y} isone of the X's, it takes on the same possible values as X, so the probability space for
each Y isthe same as the probability space for X.

The largest order statistic Y, isthe same as the random variable U = maz{X; Xs, ..., X,,}
described on the previous page. Thecdf of Y, is Fy, (t) = [F'(¢)]", and the pdf is

fr(t) = L By, (t) = L [F@6)]" = n[F@)]" f(2),

which can be found from the general form of the pdf of Y}, noted above.
For the other order statistics, Y3, Y3, ...Y, 1, the cdf'stend to be more complicated (but we do

have the pdf of ¢, (¢) of Yj for k = 1,2, ...,n described above). It is possible to formul ate the
joint distribution of the order statisticsY;, Y, ...Y, .

ThejOint denSty of le?%y 7Ytn is g(ylayQa ;yn) = n'f(yl)f(yQ)f(yﬂ)

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



286 SECTION 9- FUNCTIONSAND TRANSFORMATIONS OF RANDOM VARIABLES

Example 9-11: An airport shuttle service driver is waiting for three passengersto arrive. The
passengers will be arriving on three separate flights. The shuttle driver assumes that the times
until arrival of the three flights are independent of one another, but each time until arrival has an
exponentia distribution (as measured from now) with a mean of 1 hour. Find the expected time
until the 2nd arriving flight.
Solution: Welet X, X, and X3 be the three arrival times. The time until the 2nd arriving
flight is Ys, the second order statistics of the 3 X's. We wish to find the expected value of Y5 .
The pdf of each X is f(t) = ¢!, and the cdf of each X is F(t) =1 — e' . Thepdf of 5 can
be found from the general form described earlier: n =3, k=2,
02(t) = o=y [FOP - [L= F@)P 2 f(2)

=6(1—e (e e =62 —-e3),t>0.

The expected value of Y5 is
E[Y;] = fOOCtQQ(t) dt = fooot ) 6(67% — efgt) dt = 6”0007567% dt — foootefgt dt]

S| ot o) (e eV g1y s
B 2 4 =0 t=0 /| 96

3 9

The reader might recall that near the end of Section 7 of this study guide there was a summary of
some properties of the exponential distribution. In particular, it was pointed out that the minimum
of acollection of independent exponential random variablesis also exponential. In this example,
the order statistic is Y7, the minimum of three independent exponential random variables, each
with amean of 1. According to the commentsin Section 7 (and al so, using the methods of order
statistics developed in this section) the distribution of Y; will be exponential with a mean of %
We can expect thefirst flight arrival to occur in 20 minutes.

Also, recall the exponential integration formula, for aninteger £ >0, [;~tF-e " dt = (f% .
This can be used to calculate the integrals above. [
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Mixtures of Distributions

Suppose that X; and X, are random variables with density (or probability) functions f; (x) and
fa(z), and suppose a isanumber with 0 < a < 1. We define anew random variable X by
defining anew density function f(x) =a- fi(z) + (1 —a) - fo(z) . Thisnewly defined density
function will satisfy the requirements for being a properly defined density function. Furthermore,
all moments, probabilities and the moment generating function of the newly defined random
variable are of the following "weighted-average" form:

E[X] = aB[X)] + (1 - 0)E[Xz] , E[X?] = aB[X}] + (1 - a)E[X3],

Fx(x) =Pl X <z]=aP[X) <z|+ (1 —a)P[Xs <z]=aFi(z)+ (1 —a)F(x),

Mx(t) = aMx, (t) + (1 — a)Mx,(t) .

The random variable X is called a mixture of X; and X, ,and ¢ and 1 — a are referred to as
mixing weights. As mentioned in Section 5, this notion of mixture can be extended to a mixture
of any number of random variables.

One place where this "weighted average” relationship does not work isin the formulation of the
variance of X. WE DO NOT USE Var[X] = aVar[X1] + (1 — a)Var[Xs], itisincorrect.
We must use the earlier relationship above to get the second and first moments of X, and then
Var[X] = E[X?] — (E[X])?, and we would find E[X] and E[X?] using the weighted-
average approach described above.

Another point to note is the following. It appears that the mixture random variable X isequa
to aX;+ (1 —a)X,. Thisisincorrect. X isnot asum of random variables. X istotally
defined by the definition of the pdf f(z) = a- fi(z) + (1 —a) - fo(x) .

A special case of a mixture occurs when X isthe constant 0. This situation can be described in
the following way. Suppose thereis probability a that aloss does not occur, and probability

1 — a that aloss does occur, and if the loss does occur, the loss amount is arandom variable X .
Theoveral lossamount is X = { ;é ilff ||8:38:2§é$?%:2b?? b_z .

Thisis amixture of the constant "random” variable X; which isaways 0, and the loss random
variable X5, with mixing weight a applied to 0 and mixing weight 1 — a applied to X5 .

Then the expected value of X will be a(0) 4+ (1 —a)E[Xs] = (1 —a)E[X,],

and the second moment of X will be a(0%) + (1 — a)E[X3] = (1 — a)E[X3] .
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Example 9-12: Suppose there are two urns containing balls. Urn | contains 5 red and 5 blue
ballsand Urn Il contains 8 red and 2 blue balls. A dieistossed, and if the number turning up is
even then aball is picked from Urn |, and if the number turning up is odd then aball is picked
fromUrnll. X isthe number of red balls chosen (0 or 1). We can formulate the distribution of
X asamixture of X; and X5, where random variable X isthe number of red balls chosen from
Urn | and X5 isthe number of red balls chosen from Urn I1. Since each urn is equally likely to be
chosen, the mixing weightsare a = .5, 1 —a = .5. Then

P[X =1 =aP[X; =1] + (1 — a)P[X2 = 1] = (.5)(.5) + (.5)(.8) = .65, and

P[X =0] = aP[X; = 0] + (1 — a)P[Xy = 0] = (.5)(.5) + (.5)(.2) = .35 O

Example 9-13: Aninsurer has threerisk classifications for policies: low, medium and high.
25% of the company's policies are low risk, 70% are medium risk and 5% are high risk. An
individual policy lossis exponentially distributed with the following mean: low risk has mean 1,
medium risk has mean 2 and high risk has mean 5. A policy is chosen from the insurer's portfolio
of policies, but the risk classis not known. Find the expected loss that will be experienced by the
policy, and find the probability that the policy will experience aloss of at least 1.

Solution: We define three loss random variables. X (low risk) has an exponential distribution
with amean of 1, X, (medium risk) has an exponential distribution with amean of 2, and X3
(high risk) has an exponential distribution with a mean of 5.

Since there is a 25% chance that the chosen policy islow risk, and a 70% chance that it is
medium risk and a 5% chance that it is high risk, the distribution of the loss from the chosen
policy isamixture of X7, X, and X3 , with mixing weights of .25 applied to X1, .70 applied to
Xy and .05 applied to X3 . The pdf of X is

fl@) = 25f1(z) + .T0fa(x) + .05f3(x) = .25 x e +.70 x 5e /% + .05 x $e~*/%

The expected value of X is
E[X] = .25 x E[X;] 4+ .70 x E[X,5] + .05 x E[X3] = (.25)(1) 4+ (.70)(2) + (.05)(5) = 1.90.

Thecdf of X is Fx(z) = .25F(z) + .70F,(z) + .05F3(x)
=25 x (1—e®)+.70x (L —e™/2) +.05 x (1L —e*/%), 50
PIX>1=1-Fx(1)=1-[25x (1 —e ) +.70 x (1 —e /) +.05 x (1 — e /%)]
=1-—.44 = .56. O
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PROBLEM SET 9

Functions and Transfor mations of Random Variables

1. (SOA) The profit for anew product isgivenby Z =3X —Y — 5. X and Y are independent
random variableswith Var(X) =1and Var(Y) =2.

What isthe variance of Z ?

A)l B)5 C7 D)11 E)16

2. Let X;, X5, X3 beindependent discrete random variables, with the probability function
PIX; =k = ()@ —p)"Ffor k=0,1,...,n; fori=1,23and 0<p<1.
Determine the probability function of S = X; + Xy + X3, P[S = s].

3
ni+ng+ns ! 3= n; n; . i—5
A) ( S >ps(1 _ p)n1+n2+n3 s B) ;n1+n2+n3 ( ; )pé(l _ p)n
3 3
O 1(%)wa - D) (-

E) (nlnzns )ps(l _ p)mnzngfs

S

3. (SOA) Thetime, T, that a manufacturing system is out of operation has cumulative

9 2
1—(;) for ¢t > 2

distribution function F(t) = {
0 otherwise.

The resulting cost to the company is Y = T2 .

Determine the density function of Y, for y > 4.

4 1 1024
ANy B O DY B EE

4. Let X and Y be two independent random variables with moment generating functions
Mx(t) = e’ +2t . My (t) = 3t
Determine the moment generating function of X + 2Y .

2 212 2 2 2 2 2
A) et +2t + 2€3t +t B) el +2t + 612t +2t C) €7t +4t D) 26415 +3t E) elSt +4t

5. Let X; and X, be random variables with joint moment generating function
M (ty,t2) = .3+ .1lel + .2e2 + 4el ™2, Whatis E[2X; — X5]?
A) —.1 B) 4 C).8 D) .2+ .4¢? E) .34 .1e3 + 2e712 4 4e3hi—t2
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6. (SOA) Aninvestment account earns an annual rate R that follows a uniform distribution on
theinterval (0.04, 0.08) . Thevalue of a10,000 initial investment in this account after one year
isgivenby V = 10,000e’ . Determine the cumulative distribution function, F'(v), of V for

values of v that satisfy 0 < F(v) < 1.

10,000e?/10:000_10 408 /10,000 v—10,408
A) 425 B) 25¢ —0.04 C) 10,833—10,408

D) 2 B 25[In(mlg) — 0.04

7. Let X andY be discrete random variables with joint probability function f(z, y) given by
the following table:

_x
0 1 2
y 0 0 40 .20
1 20 20 0

What isthe varianceof ¥ — X?
A) .16 B) .64 C) 1.04 D) 1.25 E) 14

8. Let X; and X, betwo independent observations from a normal distribution with mean and
variance 1. If Elc|X; — X5|] =1, then ¢ =

2
A) /7 B)ﬁ C)Q D) -2 E)ﬁ

== 5

9. Let X,Y and Z beindependent Poisson Random variableswith E[X] =3, E[Y] =1, and
ElZ]=4. Whatis PIX+Y +Z <1]?
A)12¢72  B) 9e®  C) 13eV/12 D) 9eS  E) Je!f8

10. (SOA) The monthly profit of Company | can be modeled by a continuous random variable
with density function f . Company |1 has a monthly profit that is twice that of Company |.
Determine the probability density function of the monthly profit of Company I1.

A) 1f(%) B)f(2) O2f(%) D)2f(z) E)2f(22)
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11. (SOA) An actuary models the lifetime of a device using the random variable Y = 10X°8
where X isan exponential random variable with mean 1 year. Determine the probability density
function f(y), for y > 0, of therandom variable Y.

A) 10y0.86—y’0'2 B) Sy—02.6—10y°-8 C) Sy—O.Qe—(O.ly)l'25

D) (0.1y)1.25e—0.125(0.1y)0'25 E) 0.125(0.1y)0.25e—(0.1y)1'25

12. Let X, Y and Z have means 1, 2 and 3, respectively, and variances 4, 5 and 9,

respectively. The covariance of X and Y is 2, the covariance of X and Z is 3, and the covariance
of Y and Z is1. What are the mean and variance, respectively, of the random variable

3X+2Y —-2Z7

A) 4and 31 B) 4 and 65 C) 4and 67 D) 14and 13 E) 14 and 65

13. (SOA) A device containing two key components fails when, and only when, both
components fail. The lifetimes, 77 and T, of these components are independent with common
density function f(t) = e, t > 0. The cost, X, of operating the device until failureis

2Ty + T». Which of the following is the density function of X for z > 0?
$2€7I —x/2 efx/B
E)
2 2 3

(&

D)

A) e /2 — @ B) 2(6*”2 — e*”> C)

14. (SOA) A company has two electric generators. The time until failure for each generator
follows an exponentia distribution with mean 10. The company will begin using the second
generator immediately after the first one fails. What is the variance of the total time that the
generators produce electricity?

A) 10 B) 20 C) 50 D) 100 E) 200

15. (SOA) A company offers earthquake insurance. Annual premiums are modeled by an
exponentia random variable with mean 2. Annual claims are modeled by an exponential random
variable with amean of 1. Premiums and claims are independent. Let X denote the ratio of claims
to premiums. What is the density function of X?

1 2 N . .
A) B) C)e® D)2 ™ E) ze ™

20 +1 (2x + 1)?

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



292 PROBLEM SET 9

16. (SOA) Let T denote the time in minutes for a customer service representative to respond to 10
telephoneinquiries. T is uniformly distributed on the interval with endpoints 8 minutes and 12
minutes. Let R denote the average rate, in customers per minute, at which the representative
responds to inquiries. Which of the following is the density function of the random variable R on
theinterval 10 <R< 10 5

12 8
< 51 <
A2 p3-2 ogx-0 plt g

17. (SOA) A charity receives 2025 contributions. Contributions are assumed to be independent
and identically distributed with mean 3125 and standard deviation 250. Calculate the
approximate 90th percentile for the distribution of the total contributions received.

A) 6,328,000 B) 6,338,000 C) 6,343,000 D) 6,784,000 E) 6,977,000

18. (SOA) An insurance company issues 1250 vision care insurance policies. The number of
claimsfiled by a policyholder under avision care insurance policy during one year is a Poisson
random variable with mean 2 . Assume the numbers of claims filed by distinct policyholders are
independent of one another. What is the approximate probability that thereis atotal of between
2450 and 2600 claims during a one-year period?

A) 0.68 B) 0.82 C) 0.87 D) 0.95 E) 1.00

19. The number of claims received each day by a claims center has a Poisson distribution. On
Mondays, the center expects to receive 2 claims but on other days of the week, the claims center
expects to receive 1 claim per day. The numbers of claims received on separate days are
mutually independent of one another. Find the probability that the claims center receives at |east
3 claimsin ab day week (Monday to Friday).

A) .90 B) .92 C) .94 D) .96 E) .98

20. Inanalyzing the risk of a catastrophic event, an insurer uses the exponential distribution with
mean « as the distribution of the time until the event occurs. The insurer has n independent
catastrophe policies of thistype. Find the expected time until the insurer will have the first
catastrophe claim.

A) na B) a/n C) " D) a'/" E) n/a
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21. (SOA) In an analysis of healthcare data, ages have been rounded to the nearest multipleof 5
years. The difference between the true age and the rounded age is assumed to be uniformly
distributed on the interval from — 2.5 yearsto 2.5 years. The healthcaredata are based on a
random sample of 48 people. What is the approximate probability that the mean of the rounded
agesiswithin 0.25 years of the mean of the true ages?

A)0.14 B) 0.38 C) 0.57 D) 0.77 E) 0.88

22. (SOA) A city hasjust added 100 new female recruits to its police force. The city will provide
apension to each new hire who remains with the force until retirement. In addition, if the new
hire is married at the time of her retirement, a second pension will be provided for her husband. A
consulting actuary makes the following assumptions:

(i) Each new recruit has a 0.4 probability of remaining with the police force until retirement.
(i) Given that anew recruit reaches retirement with the police force, the probability that sheis
not married at the time of retirement is 0.25.

(iii) The number of pensions that the city will provide on behalf of each new hire isindependent
of the number of pensionsit will provide on behalf of any other new hire.

Determine the probability that the city will provide at most 90 pensions to the 100 new hires and
their husbands.

A) 0.60 B) 0.67 C) 0.75 D) 0.93 E) 0.99

23. Aninsurer has a portfolio of 1000 independent one-year insurance policies. For any
particular policy thereisa probability of .01 of aloss occurring within the year. For any
particular policy, if aloss occurs, the expected loss is $2000 with a standard deviation of $1000.
Find the standard deviation of the insurer's aggregate payout for the year (nearest 1000).

A) 6000 B) 7000 C) 8000 D) 9000 E) 10,000

24. (SOA) Claims filed under auto insurance policies follow a normal distribution with mean
19,400 and standard deviation 5,000 . What is the probability that the average of 25 randomly
selected claims exceeds 20,000 ?

A) 0.01 B) 0.15 C) 0.27 D) 0.33 E) 0.45
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25. (SOA) You are given the following information about N, the annual number of claimsfor a
randomly selected insured:

PIN=0) = ;
P(N=1) = %
P(N >1) = é

Let S denote the total annual claim amount for an insured. When NV = 1, S isexponentially
distributed with mean 5. When N > 1, S isexponentially distributed with mean 8.
Determine P(4 < S < 8).

A) 0.04 B) 0.08 C) 0.12 D) 0.24 E) 0.25

26. (SOA) A company manufactures a brand of light bulb with alifetime in months that is
normally distributed with mean 3 and variance 1. A consumer buys a number of these bulbs with
the intention of replacing them successively as they burn out. The light bulbs have independent
lifetimes. What is the smallest number of bulbs to be purchased so that the succession of light
bulbs, produces light for at least 40 months with probability at least 0.9772?

A) 14 B) 16 C) 20 D) 40 E) 55

27. A financial analyst tracking the price of a particular stock uses the uniform distribution
between 1 and 2 as the model for the distribution of the stock price P one year from now. A
second analyst analyzing the same stock price uses the uniform distribution on the interval from
10 to 100 as the model for the distribution of 10 one year from now (@ is the stock price one
year from now). Find mp — mq , the difference in the median stock price one year from now as
estimated by the first and second analyst.

A) 24 B).12 C©O0 D) —-.12 E —.24

28. Anactuary isreviewing a study she performed on the size of claims made ten years ago
under homeowners insurance policies. In her study, she concluded that the size of claims
followed an exponential distribution and that the probability that a claim would be less than
$1,000 was 0.250. The actuary feels that the conclusions she reached in her study are still valid
today with one exception: every claim made today would be twice the size of asimilar claim
made ten years ago as aresult of inflation. Calculate the probability that the size of a claim made
today is less than $1,000.

A) 0.063 B) 0.125 C) 0.134 D) 0.163 E) 0.250
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29. An automobile insurance company divides its policyholders into two groups: good drivers
and bad drivers. For the good drivers, the amount of an average claim is 1400, with a variance of
40,000. For the bad drivers, the amount of an average claim is 2000, with a variance of 250,000.
Sixty percent of the policyholders are classified as good drivers.

Calculate the variance of the amount of a claim for a policyholder.

A) 124,000 B) 145,000 C) 166,000 D) 210,400 E) 235,000

30. Aninsurance company designates 10% of its customers as high risk and 90% as low risk.
The number of claims made by a customer in a calendar year is Poisson distributed with mean 6
and is independent of the number of claims made by that customer in the previous calendar year.
For high risk customers # = 0.6, while for low risk customers § = 0.1. Calculate the probability
that a customer of unknown risk profile who made exactly one claim in 1997 will make exactly
oneclaimin 1998.

A) 0.08 B) 0.12 C) 0.16 D) 0.20 E) 0.24

31. (SOA) Let X and Y be the number of hours that a randomly selected person watches movies
and sporting events, respectively, during a three-month period. The following information is
known about X and Y:

E(X) = 50
E(Y) = 20
Var(X) = 50
Var(Y) = 30
Cov(X,)Y) = 10

One hundred people are randomly selected and observed for these three months. Let T' bethe total
number of hours that these one hundred people watch movies or sporting events during this three-
month period. Approximate the value of P(T < 7100).

A) 0.62 B) 0.84 C) 0.87 D) 0.92 E) 0.97

32. For acertain type of insurance policy, the actual 1oss amount has an exponential distribution
with amean of A. Aninsurer will pay 75% of the loss that occurs. Find the moment generating
function for the random variable representing the amount paid by the insurer.

.75 1 .75 1 1
A) 75—sA B) 75—.75sA ) 1-.75sA D) 1-.75sA E) 1-1sA °
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33. (SOA) Thetotal claim amount for a health insurance policy follows a distribution with
density function

flx)= Wlooe—x/looo , x>0 .
The premium for the policy is set at 100 over the expected total claim amount. If 100 policies are
sold, what is the approximate probability that the insurance company will have claims exceeding
the premiums collected?

A)0.001 B)0159 C)0.333 D)0407 E)0.460

34. A company finds that the time it takes to process a randomly selected insurance claim has a
uniform distribution on the interval from 1 to 2 hours. A claims adjuster has developed a new
method for processing claims such that if the claim processing time under the current method is¢
hours, then the claim processing time under his new method is in¢ hours. Find the density
function f(¢) for the claim processing time under the new method.

A) Int B) tint C) t D) te! E) €

35. X and Y arerandom variables with correlation coefficient .75, and with
EX]=Var[X]=1,and E[Y] =Var[Y] =2. Find Var[X + 2Y].
A)9 B)9++/2 ©C9+2v/2 D)9I+3vV2 E) 9+42

36. (SOA) Claim amounts for wind damage to insured homes are independent random variables
with common density function

f(x):{% for x > 1

0 otherwise,

where z isthe amount of a claim in thousands. Suppose 3 such claims will be made. What isthe
expected value of the largest of the three claims?
A) 2025 B) 2700 C) 3232 D) 3375 E) 4500
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37. (SOA) A company agreesto accept the highest of four sealed bids on a property. The four
bids are regarded as four independent random variables with common cumulative distribution
function

<z <

N W
DN | Ot

F(z) = %(H—Sinmc) for
Which of the following represents the expected value of the accepted bid?
5/2 1 32 5/2
A) 7 x cosmx dx B) —/ (14-sin 7x)* dx (@) —/ z(14+sinwz)! dx
3/2 16 J3/2 16 J3/2

1 [5/2 ‘ 1[5
D) —7r/ cosmz(1+sin 7x)’ dx E) —7r/ z cosmz(1+sin rz)? da
4 J3 4 J3/

38. (SOA) A deviceruns until either of two components fails, at which point the device stops
running. The joint density function of the lifetimes of the two components, both measured in

hours, is

flay) =5 for 0<z<3and 0<y<3 .

Calculate the probability that the device fails during its first hour of operation.
A) 0.04 B) 0.41 C) 0.44 D) 0.59 E) 0.96

39. Let Yy, ...,Y, be the order dtatistics of a random sample of size n from a uniform
distribution on theinterval (0,2). Whatis P|Y; < & < Y, |?

40. Therandom variables X, X5, X3, X, and X; are independent and identically distributed.
Therandomvariable Y = X; + X, + X3 + X4 + X5 has moment generating function
My (t) = e'5'~15 | Find the variance of X.

A)V3 B3 C 15 D)15 E) 225

41. (SOA) X and Yareindependent random variables with common moment generating
function M(t)=¢/?. Let W=X+Y and Z=Y —X.
Determine the joint moment generating function M (¢y,t2) of W and Z.

A) it B) elih)? Q) eltith)’ D) 2t E) efi+t
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PROBLEM SET 9 SOLUTIONS

1. We use the probability rule Var[aX +bY + ¢] = a*Var[X] + b*Var[Y] + 2abCov[X, Y],
where a, b, c areconstants and X and Y are random variables.

Since X and Y areindependent, we have Cov[X,Y] =0.

Therefore, Var[3X —Y — 5] = 3*Var[X] + (— 1)>Var[Y] = (9)(1) + (1)(2) = 11 .
Answer: D

2. X;, X, and X3 areindependent binomial random variables, al with the same value of p, and
therefore, S = X; + X, + X3 hasabinomial distribution with parametersp and
n =ny + ng + ng. The probability function of S is

P[S =] = (Z) p(l—p)n s = (”1 + ’”;2 + s ) pP(1 — p)mtmtis=s o Answer: A

3. Thedensity function for Y is fy(y) . If wecanfind Fy (y), the cumulative distribution
function for Y then fy(y) = Fy-(y) . Wecanfind Fy(y) from the relationship between Y and
T and from Fp(t) (the cdf of T').

Fy(y) =PlY <y|=P[T*<y]=P0<T<,/y]

(the description of Frr(t) indicatesthat 7" is defined for only positive numbers).

Therefore, Fy(y) = Fr(\/y) =1 - (%)2 —1_4

y
The density functionfor Yis fy(y) = Fy (y) = % . Answer: A

4. Mx oy (t) = E[e/X)] = Ble!X . 2] = B[] - B[] = Mx(t) - My (2t)
= exp(t? + 2t) - exp[3(2t)? + 2t] = exp(13t? + 4t) . Notethat the equality
EletX . 2] = E[e!*] - E[e*™] follows from the independence of X and Y. Answer: E

5. B[X)] = iM(tl,tQ)t , and E[X] = 2 M (1, 1)

1=to=

2 M(t, 1) = 1€l + et o B[X)] =5
SM(t, 1) = 2% + Ael e o E[X,] = 6,
= F2X; - Xo] =2F[X1] - E[X3] = 4. Answer: B

t1=t=0
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6. F(v) = P[V < wv] = P[10,000e® < v] = P[R < In(-r2— 0, ()()() )] -

If X hasauniform distribution on theinterval (a,b) thenif a <z <b,

P[X <] =72 . Since R isuniformon (.04, .08) it follows that

b—
In(

1) —.04
10, 000)] .]([))gfm = 25(In(

P[R < In( <.08.

) —.04] if .04 < In(%—

10, 000 10, 000 )

Answer: E

7. Thedistribution of W =Y — X isdiscrete with possiblevalues0, — 1, — 2, and 1.
The probabilitiesare fi( — 2) = .2 (thisoccursonly if Y =0 and X = 2),
fu(=1)=4F =0,X=1), fw(0)=.2( =1, X=1),and

fw(1)=2( =1, X=0). Then E[W]= —.6,and E[W?| =1.4,sothat
VarlW]=14—(—.6)?=1.04. Answer: C

8. W = X; — X5 hasanormal distribution withameanof 1 — 1 = 0, and avariance of

14+1=2. Then, E[ X, — Xo|] = Ele|W|] = ¢ |wl - fiv (w) dw
_f dw+f0 U)f[/[ ) ’u):2cf0 wa )
o fW( ):\/7' e~""/* (from the pdf for N (., 0?) ), so that

2./21
Jo~w fiw () dw = [i"w- e = — et -
o) = e e = = ey = T
Thus, 2c¢ - \/—140—\/7—. Answer: E

9. Asthe sum of independent Poisson random variables, W = X 4+ Y + Z has aPoisson
distribution with parameter 3 + 1+ 4 = 8, so that
PW <1]=P[W =0+ P[W =1] = e+ <8 —9¢™5 . Answer: B

10. Let us denote the cumulative distribution function of Company I's monthly profit by

F(z) = P[X < z], and let us denote Company |1's density function and cumulative distribution
function of monthly profitby G(y) = P[Y < y] and g¢(y), respectively.

Company IlI'smonthly profitis Y = 2X . The cumulative distribution function for Company I1's
monthly profitis G(y) = P[Y < y] = P[2X < y] = P[X < y] V2 f () da .

The density function for Company I1's profit isthen G’(y) = d—y Oy/Qf( )dz = f(§)- %

(this uses the differentiation rule d—yfah k(s)ds =k(h(y)) K (y);

inthiscase, h(y) = 5 and k(s) = f(s)).

L ooking at the cdf of the new random variable is a standard method for determining the density
function of arandom variable that is defined in terms of or as a transformation of another random

variable. Answer: A
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11. Wefirst find the distribution function of Y, Fy(y) . Then fy(y) = Fy (y) .
Fy(y) = PIY <y] = PI0X® < y] = P[X < (1y)'*?] =1 - (07,
Then, fy(y) = £[1 —e W™ = — e (W™ (= 1.25(.1y)%(.1))

= .125(.1y) e (10" Answer: E
12. E[3X 4+2Y — Z] = 3E[X]| 4+ 2E[Y] — E[Z] = 3(1) + 2(2) — 1(3) = 4.
Var[3X +2Y — Z] = YVar[X] + 4Var[Y] + Var|Z]

+2(6Cov[X,Y] —3Cov[X, Z] —2Cov|Y, Z]) = 67 . Answer: C

13. Let W = 2T, . Thenthecdf of W is

Fy(w) = PW <w] = P2Ty <w]=P[T} < §] = Fr,(§) =1—e "2
Then the pdf of W is fir (w) = FYy (w) = e /2.

Thedensity of Y =21 + 15, = W + 15 can be found by convolution.

Fr() = [§ fiv (@) - frly —w) dw = [5e7? "0 dw = g [/ dw

— %e*’y(eyl/jgl

Alternatively, the density function of the joint distribution of 77 and 75 is

frin(s,t) = fr,(s) - fr,(t) = e~ - 7! (by independence). Thenwith Y = 27} + T

PY <y|=P2T +T, <y] = (57}/2 03/_236_3 cetdtds = 5]/26_5 (1 — e 72)) ds
= 03//26—5 . ds — fé}ﬂe—(y—s)) ds =1 — e ¥/2 _ e—y(ey/Q — ) =1+e¥— 9e—Y/2
= fr(y) = d%(l —e V-2V =e V2 -V, y>0. Answer A

y=e V2 —eV, y>0.

14. Since the second generator starts after the first one fails, the total time that the generators are
working is the sum of the two separate workingtimes: 7' =T; + 15 .

The length of time the second generator operatesis not related to how long the first generated
operated, so 77 and T, areindependent. Therefore,

Var[T\ + Ty = Var[T\] + Var[T3]

(ingenerd, Var X + Y| =VarX]|+ Var[Y] +2Cov[X,Y], butif X and Y are independent,
then Cov[X,Y] = 0).

Each of T7 and T5 has an exponential distribution with mean 10. The variance of an exponential
random variable is the square of the mean, so that each of 77 and T, has a variance of 100.
Therefore, Var[T] = 200 . Answer: E
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15. Therandom variable X isdefinedtobe X = % , where C' (claims) has an exponential
distribution with mean 1, and P (premiums) has an exponentlal distribution with mean 2. If we
can find Fx(z), the distribution function of X, then the density functionis fx(x) = %FX(SU) :
Fx(z) = P[X <] = P[$ < 2] = P[C < Px].

The 2-dimensional (C', P) region described by this event (with P on the horizontal axisand C' on
the vertical axis) isall points (p, ¢) ( > 0) below theline ¢ = px .

The density function of C'is fo(c) = e (exponential with mean 1) and the density function of
Pis fp(p) = %e‘f’/Q (exponential with mean 2). Since P and C' are independent, the density
function of the joint distribution of P and C'is

f(p.e) = fr(p) - folc) = 3¢/ - e~ . Theprobability P[C' < Paz]is

fo p“ e P?.eCdedp = focl P2 (1 — e ") dp

:fo eP/2 dp — focl e PE+3) dp =1 — =

2z+1 °
Thisis FX( ) , so that the density function of X is
1 2 :
fx(z) = - - 5orT) = Brr1)? - Answer: B

16. Since T has auniform distribution on the interval from 8 to 12, T's distribution function is

Fr(t)=P[T <t]= 128,andP[T>t] 2 Jfor 8 <t <12,
. 10 10, 121 25
R:TaFR(T): [RST]:P[TST}:P[TZT]:12_8:3— .

o
The density function of R is fr(r) = Fr(r) = %FR(r) = %[3 — 2= %—? :
Alternatively, fr(t) = WS<MQ2R—$:mﬂaT:%:(m
~ fr(r) = fr(h(r) - \h'( )| =115 =% . Answer: E

17. The standard approximation to the sum (total) of a collection of independent random
variablesisthe normal approximation. Thetotal contributionis T'= C; + Cy + - -+ + Cogos
the sum of the 2025 contributions. C; isthe amount of the i-th contribution, the C;'s are mutually

independent, and each has mean E[C;] = 3125 and variance Var[C;] = (250)? .
2025

The mean and variance of T' are E[T] = ) E[C;] = (2025)(3125) = 6,328,125 and
i=1

2025
Var[T] =% Var[Cj] = (2025)(250?) = 126, 562, 500 .
We will denote the 90th percentile of T by p. We find the approximate 90th percentile of T' by
applying the normal approximationto 7. Wewishtofind p sothat P[T < p] =.9.

We standardize the probability: P[T < p] = P[51266352682’152050 < 5}26(’33525;5250] =.90.
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17. continued

% is approximately standard normal (mean O, variance 1), so that

% is the 90-th percentile of the standard normal distribution. From the table for the

standard normal distribution, we seethat ®(1.282) = .90. Therefore we have
p_0.328125 _ 4 939 fromwhichweget p = 6,342,547.5. Answer: C

1/ 126,562,500

18. For policyholder i, let X; be the number of claimsfiledintheyear, i = 1,2, ..., 1250.

Each X is Poisson with amean of 2, and therefore has variance of 2 also; E[X;| =2 ,
1250

Var[X;] = 2. Thetotal number of claimsintheyearis T'= > X, . Sincethe X;'sare
i=1

mutually independent, the distribution of 7" is approximately normal. The mean of T'is
1250 1250

E[T]=E[)_Xi] =>_ F[X;] = (1250)(2) = 2500 , and the variance of T" is
i=1 i=1

1250 1250
Var[T) = Var]) X;] =) Var[X;] = (1250)(2) = 2500 (since the X;'s are independent, there
1=1 i=1
are no covariances between X;'s). Wewishto find P[2450 < T < 2600] , by using the normal
approximation for 7'. Applying the normal approximation we get
_ 12450—E[T] _ T—E[T] _ 2600—E[T]
P[2450 =T= 2600] - P[ \/Var[T] - \/Var[T] - \/Var[T} ]

2450-2500 _ T—2500 _ 2600—2500
- = < =P[-1<27Z<
Pl V2500 = /2500 = /2500 J=Pl-1<Z<7

=®(2) - [1 - ®(1)] =.9772 — (1 — .8413) = .8185 (from the normal the table provided with
the exam). Answer: B

19. The sum of independent Poisson random variablesis aso Poisson, so that the number of
claims occurring in a5 day week has a Poisson distribution with 6 claims expected. Then
PX>3]=1-P[X=0]-P[X=1] - P[X =2]

2
=1-ef—e® 8 e6.8 =1 .0620=.938. Answer: C

20. Let T; represent the time until a catastrophe occurs on policy ¢, and let 7" represent the time
until the first catastrophe occurs. Then
P[T >t|=PAIlT, >t]=P[(Th >t)N(Ta >t)N---N (T}, > t)]

= P[T\ > t] - P[Ty > t]---P[T,, > t] (thislast equality follows from the independence of the
T;'s). From the exponential distribution, we have P[T; > t] = et/ sothat
P[T > t] = (e7/*)" = e~/ thus T has an exponential distribution with mean o/n .
Answer: B
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21. For any given round age X;, the error E; isuniform between — 2.5 and 2.5.

Therefore, E[E;] =0 and Var[E;] = % (the variance of the uniform distribution on

a+b (b—a)?
=R 12 )

5 and a variance of

the interval from a to b has a mean of

48
Thetotal error in 48 independent rounded agesis ) E; , which hasamean of 0, and
i=1

(3

|[\3

variance 48(]

[}

48
5) = 100 . The mean of the errorsin the 48 rounded ages, £ = ﬁi:ZlEi has

expected value 0 and variance Var[E] = (35)?(100) . Using the normal approximation for the
distribution of E (sinceit isthe sum of arelatively large number of independent and identically
distributed random variables) it follows that £ has an approximate normal distribution, and then
P[E| < 25| = P|— 25 < E < .25] = P[_jx:f(g) < \E;;i% %}

= P[-12< Z < 1.2] ,where Z has astandard normal distribution.
P[—-12<Z<12|=P[Z<12]-P[Z>12]=2P[Z<12] -1

= 2(.8849) — 1 = .7698 . Answer: D

22. For agiven new hire, the number of pensions IV that the city will provide at retirement is
either 0, 1 or 2, with probabilities P[N = 0] = .6 (no longer with the police force) ,

P[N = 1] = (.4)(.25) = .1 (stays with police force and is not married) ,

P[N = 2] = (.4)(.75) = .3 (stays with the force and is married).

Themeanof Nis (1)(.1) + (2)(.3) = .7, and the varianceis

E[N?] — (E[N))* = [(17)(-1) + (22)(:3)] — (.7)? = 81.

The number of pensions provided by the city for 100 (independent) new hiresis

T = Ni+ Ny + -+ + Nygg . We can use the normal approximation for T'.

E[T] = 100E[N] = 70, Var[T] = 100V ar[N] = 81 .

P[T < 90] = P[T;\/Sllo < %] = P[Z < 2.22] = B(2.22) = .9867 .

Answer: E

23. Let X denote the amount paid out on a particular policy. Then
E[X] = E[X|no claim]P[no claim] + E[X |claim occurs] P[claim|
= (0)(.99) + (2000)(.01) = 20, and
E[X?] = E[X?no claim]P[no claim] + E[X?|claim occurs P[claim]
= (0%)(.99) + E[X?|claim occurs|(.01) .
However, 1000* = Var[X|claim occurs] = E[X?|claim occurs] — (E[X |claim occurs])?
= E[X?|claim occurs] — (2000)* = E[X?|claim occurs| = 5,000,000,
sothat E[X?] = (02)(.99) + (5,000, 000)(.01) = 50,000,
and then Var[X] = 50,000 — 20% = 49, 600 . The variance on 1000 independent policiesis
49,600,000, and the standard deviation is /49, 600, 000 = 7, 043 . Answer: B
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24. Suppose the 25 random claim amountsare X, X, ..., X5 , where each X; hasanormal
distribution with mean 19,400 and standard deviation 5,000 (variance 25,000,000). Sincethe
claims are randomly chosen, they are independent of one another. The sum of normal random
variablesis normal and multiplying a normal random variable by a constant results in a normal
random variable. Therefore the average of theclaims A = % (X1 +Xo+ -+ Xy;) hasa
normal distribution. Using the basic rules for expected value, we get the mean of A,

BlA] = % E[X1 + Xz + - + Xa5] = 5 (E[X1] + E[Xa] + -+ + E[Xas])

= (35)(25)(19,400) = 19,400 .

Since the X;'s are mutually independent, they have covariances of 0, and we get the variance of
A, Var[A] = Var[%()(ﬁ + Xo+ -+ Xos)] = (%)QVar[Xl + Xo 4 -+ Xos)

= (35)*(Var[Xi] + Var[Xa] + -+ + Var[Xas]) = (55)2(25)(25,000,000) = 1,000,000 .
Therefore, A hasanormal distribution with mean 19,400 and variance 1,000,000 .

Then, P[A > 20,000] = P[?;égé%ggo 20\?3%5&%’380] = P[Z > .6] , where Z has a standard

normal distribution. From the standard normal table distributed with the exam, we have
P[Z > .6]=1—-®(.6)=1—.7257 = .2743. Answer: C

25. S isamixture of three components:

(i) the constant O, with probability % ,

(ii) exponential distribution X; with mean 5, probability % , and

(iii) exponential distribution X, with mean 8, probability % .

For the exponential distribution with mean 4, the cdf is F(t) =1 — e/,
Then, P[4 < S < 8] = 1(0) + 3 P[4 < X; < 8] + £ P[4 < X, < §]

= %[e*‘*/‘r) —e 8] + %[6*4/8 —e 88 =123 Answer: C

26. (SOA) Suppose that »n bulbs are purchased. Then the total lifetime of the bulbs will be
T, = X1+ X5+ ---+ X,,, which has anormal distribution with mean 3n

and variance n. The probability that total lifetime will be at least 40 is

P[T, > 40] = p[Lu3n > 203n) | g 4050

Vo S Vi
We want this probability to be at least .9772. Trial and error using the possible answers resultsin
A)n=14 - 1— @(‘m—\/‘r‘f) =1—®(—.53) = ®(.53) = .7107,

B) n=16 - 1_‘13(%) =1—®(—2.0)=®(2.0) = .9772.

The probability is reached with n = 16 . Answer: B
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27. Themedian of P isthe midpoint of the uniform interval, 1.5,
The median of Q ismg, where P[Q < mg] =.5.

But P[Q < mg] = P[109 < 10me] = 102210 50y — 174,
Then, mp —mg = — .24. Answer: E

28. We assume that the exponentia distribution used by the actuary 10 years ago for the claim
amount X had aparameter A . Then, 10 years ago,
P[X <1000] =1 — e 1000 = 25 — ¢~ 1000 — 75,
If Y denotes the random variable for a claim amount today, then Y = 2X, since every clam
made today is twice the size of asimilar claim made ten years ago. Then
P[Y < 1000] = P[2X < 1000] = P[X < 500] = 1 — ¢?90

=1— (e 1012 =1 _ (75)1/2 = 134. Answer: C

29. C asamixture of two distributions, based on the two groups. Good drivers are group 1 with
claim distribution X; and bad drivers are group 2 with claim distribution X5. The mixing factors
are oy = .6 (60% of drivers are classified asgood) and «y = .4 . Then, moments of C' are the
"weighted" moments of X; and X, . Thus,

E[C] = (.6)E[X1] + (4)E[X,] = (.6)(1400) + (.4)(2000) = 1, 640.

Since Var[X,] = E[X?] — (E[X,])?, and sincewe aregiven Var[X,] = 40,000 and

E[X;] = 1400 , it followsthat E[X?] = 2,000,000 , and in asimilar way we get

E[X3] = 4,250,000 . Then, E[C?] = (.6)E[X?] + (.4)E[X3] = 2,900,000 .

Finally, Var[C] = E[C? — (E[C])* = 2,9000, 000 — (1,640)* = 210,400 . Answer: D

30. Wewishtofind P[N, = 1|N; = 1]. Using the definition of conditional probability, we

P[No=1NN;=1
have P[N, = 1|N; = 1] = %

conditioning on the value of € (since we don't know 6).

. Wefind the numerator and denominator by

P[N;=1]=P[N;=1N0= 6]+ P[N;=1Nn0 = 1]
= P[N; = 1|0 = .6] - P[0 = .6] + P[N, = 1|6 = .1] - P[0} = .1]
=e%(.6) - (\1) + e 1(.1)(.9) .
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30. continued
PINy=1NN,=1]=P[N=1NNy=1N0=6]+P[Ny=1NNy=1Nn6 = .1]
=P[Ni=1NNy, =1/ =.6]-P[d = 6]+ P[Ny=1NN, =1|0 = .1] - P[§ = .1]
= P[N, = 1|0 = .6] - P[N, = 1|0 = .6] - P[§ = .6]

+ P[N; =1|# = 1] - P[N, =16 = .1] - P[f = .1]

=e0(.6)-e75(.6)- (1) +e (1) - e (1) (.9).
Note that we have used independence of V; and IV, given § = .6 and also given 6 = .1.
e 9(.6)-(.1)+e1(.1)(.9

_ ) : _
= e B (D Te (e (D (9)e (0 (DreT(D(9) — 109

Then P[N; = 1|N; = 1]

Answer: C

N T=X1+YV1+Xo+Yo+ -+ X0+ Yio=T1 +To + -+ T .

Since theindividuals are randomly selected, they are independent of one ancther, the T}'s are
independent of one another. FE[T;| = F[X]| + E[Y] =50+ 20 =70,

Var[T;| = Var[X] + Var[Y] + 2Cov[X,Y] = 50 + 30 + 2(10) = 100 .

E[T] =100E[T;] = 7000, Var[T] = 100V ar[T;] = 10,000 .

We apply the normal approximation to7’ to get

P[T < 7100] = P[ﬁ;g%%% < 7122&5330] = P[Z < 1] = ®(1) = .8413 . Answer: B

32. If X denotesthe actual loss, then the pdf of X is fx(t) = %e*t” , t>0.

The moment generating functionis

1
Mx(r) = E[GTX] _ foooert . %6_"’/)‘ dt = %fo e~ Gt gt — ﬁ = 1—1)\r .
X

The amount paid by theinsurer is Y = .75X , and the moment generating function of Y is

My (s) = E[e?Y] = E[e*t™Y)] = Ele™X] = My(.75s) = Answer: D

1
1—.75sX

33. Thisisthe pdf for an exponential distribution with amean of 1000. The expected

claim per policy is 1000, and the variance is 10002. The premium collected is 1100 per policy.
For 100 policies, atotal of 110,000 is collected in premium. Thetota claimis

W =X +Xy+4 4 X190, and E[W] = 100E[X] = 100(1000) = 100, 000 ,

and Var[W] =100V ar[X] = 100 - 1000*> . The central limit theorem suggests that W/

has an approximately normal distribution. Thus,
o W=E[W] _ 110,000-E[W] 110,000—100,000
P[W > 110,000] = P| VW] VW] 001000 ]
= P[Z > 1] =1 — .8413 = .1587 (Z has an approximately standard normal distribution).

Answer: B

|=P[Z >
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34. Current method haspdf ¢(t) =1 for 1 <t < 2.

The cdf of thisuniform distributionis G(t) = P[T'<t]=t—1 for 1 <t <2, and
G(t)y=1for t>2.

The new method claim processing timeis U = InT , whereT" isuniformly distributed
from1to2. TherangeforUis 0=Inl<u<In2.

Thecdf of U is

Flu)=P[U <u]=PllnT <u]=P[T<e'|=e"—1for 0<u<lIn2,

and f(u) =0 for u>In2.

Thepdf of U if f(u) = F'(u) =¢€" for 0 <u<In2,and f(u)=0 otherwise .
Answer: E

Cov[X,Y]
VVar[X]y/VarlY]
= Cov[X,Y]=.75\2.

35. The correlation coefficient between X and Y isequal to
5— Cov[X,Y] COU[X7Y]
— VVar[X]y/VarlY] \/T]ﬁ
Then, Var[X +2Y] = Var[X] + 2°Var[Y] + 2(2)Cov[X, Y]

=1+8+3V/2=9+32. Answer: D

Therefore, .7

36. X, = amount of clami, i =1,2,3.
Largestclamis Y = Max{X;, X2, X3} .
The density function of Y isthe derivative of the distribution function of Y,
fr(y) = Fy(y) . Thedistribution function of Y can be found as follows.
P[Y < y] = Pleach of X7, Xy, X3is <]
=P[(X1 <y)N (X2 <y)N (X < y)]
= P[(X;1 <y)]- P[(X2 <y)-P[(X3 <wy)]. yismeasured in thousands.
Thelast is equality follows from the independence of X, X5 and X3
(P[AN B] = P[A] - P[B] for independent events).
P[X <y]= f“j dr=1-— —3 (sinceeach X must be > 1, thesameistruefor Y). Then
Fy(y) =PY <yl=(1-
fr(y) = 3(1 -5’6 = [,4 — &+l
Then, E[Y] = [“y- fy(y)dy = fly-9[yi— &+ ol dy
=95 - & ]dy—9[——2( )+ 1] =2.025.

The measurement is in thousands, so the expected value of the largest claim is 2025.

133, from which we get

Answer: A
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37. Suppose the bids are X, X5, X5and X,. To find the expected value of the highest bid we
need to find the distribution of the highest bid. Let us call the highest bid Y. We can find the
distribution function of Y asfollows. Inorder for it to betruethat Y < y , it must be true that
Xi<yand Xy <yand X3 <yand X, <y . Thus,
PY <y|=P[(Xi<y)n (X2 <y)N(Xz <y)N(Xs<y)].
Since X1, Xo, X3 and X, are mutually independent (we are given that the bids are independent),
it followsthat theevents X; <y and X, <gyand X3 <yand X, <y
aremutually independent. Therefore, P[(X; <y)N (X2 <y)N (X3 <y)N(Xy <vy)

= PIX) <) PUX: <) PUXs <) - PUX <)

=F(y)-F(y)- F(y)- F(y) = [3(1 + sinmz)]' = PIY <y] = Fr(y).
The density function for Y isthen fy(y) = Fy(y) = 4[5 (1 + sinmz)]3(3) (r cos mz) .
Therange for Y is between 2 and 3 since the maximum bid must be one of the X's, and all X's
arein that range. The mean of Y’ isthen

f3/2 y- fr(y f5/22 y- (7)1 + sinmy)®)(rcosmy) dy.  Answer E.

38. The device fails as soon as either component fails. The probability of failure within the first
houris P[(X <1)U (Y <1)]. Thereareacouple of waysin which this can be found.

We can use the probability rule

P(X<1HU(Y <1)]=PX<1+PY<1-P[(X<1)N(Y <],

but thiswill require three separate double integral s (although the first two are equal because of
the symmetry of the distribution).

Alternatively, we can use DeMorgan'srule, P[AU B] =1 — P[A' N B'], sothat
P(X<1Hu(Y<1)]=1-P[(X>1)Nn((Y >1)].
Since both X and Y are between 0 and 3, we get

+ y=3
P(X>1)nY >1)] = 15 dyde = 5- - []] xy+2y) _ de
r=3
7 fl 2x+4)d.7;— - (2? +4:r) :%—?.
Then, P[(X§1)u(yg1)}:1—;—$:;—§:.407.Answer:B

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PROBLEM SET 9 309

3 1-Pi<i<¥| =P<3|+Pmiz}|

P <d] = plave<y] = (v <3

NI

Similarly,P[Yl > %] - P[all Yi's > %} - (P[Y > %} ) = (3.

Thus Plvi<j<v| =1-4-% = 5= Answer: C

40. Sincethe X;'s are independent and all X;'s have the same variance, say V ar[X]. it follow

5
that Var[Y] =Y Var[X;] =5Var[X], sotha Var[X] = iVar[Y].
i=1

From the mgf of Y weget E[Y] = Mj,(0) and E[Y?] = M{(0) .

M{/(t) _ 6158715 . (15et) 7 M)'/'(t) _ 615&45 . (156t)2 + elScLlS . (15et)

sothat E[Y] = M{(0) =€ (15¢°) = 15, and

E[Y?) = M{(0) = €°(15€")? 4 €"(15€") = 240.

Then Var[Y] = E[Y? — (E[Y])? = 240 — (15)? = 15, and Var[X] = %Var[Y] =3.
There are two alternative ways to find the variance of Y. Thefirst alternative uses the fact that
Var[Y] = %(lnMy(t))f |- Inthiscase, In My (t) = 15¢' 15 ,

and L (in My (1)) = & (15¢! = 15) = 15¢' » L (1n My (1)) =1 =15,

The second alternative requires making the observation that if Z has a Poisson distribution with
mean ), then the mgf of Z is M(t) = ¢~V . Inthiscaseit can be seen that Y hasa Poisson
distribution with A = 15. Therefore the variance (and mean) of Y is 15 and the variance of each

Xis Var[X] = £ x Var[Y] =3. Answer: B

41. M(tth) — E[etJWth?Z] — E[et](X+Y)+t2(Y7X)] — E[e(tlftg)XHtﬁtg)Y]
— E[e(tﬁtg)X . 6(t1+t2)Y] — E[e(t]ftQ)X] . E[e(tri*tg)Y}
(this equality follows from the independence of X and Y)
= Myx(t — to) - My (t) + tg) = e1—01/2 . o(tth)?/2 — ofitts
Answer: E
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SECTION 10 - REVIEW OF RISK MANAGEMENT CONCEPTS

LOSSDISTRIBUTIONS AND INSURANCE

Loss and insurance: When someone is subject to the risk of incurring afinancial loss, the loss
is generally modeled using a random variable or some combination of random variables. The loss
is often related to a particular time interval. For example, an individual may own property that
might suffer some damage during the following year. Someone who is at risk of afinancia loss
may choose some form of insurance protection to reduce the impact of the loss. Aninsurance
policy is a contract between the party that is at risk (the policyholder) and aninsurer. This
contract generally calls for the policyholder to pay the insurer some specified amount, the
insurance premium, and in return, the insurer will reimburse certain claims to the policyholder.
A claimisall or part of the loss that occurs, depending on the nature of the insurance contract.

Modeling alossrandom variable: There are afew ways of modeling arandom loss/claim for a
particular insurance policy, depending on the nature of theloss. Unlessindicated otherwise, we
will assume the amount paid to the policyholder as a claim is the amount of the loss that occurs.
Once the random variable X representing the loss has been determined, the expected value of the
loss, E[X], isreferred to asthe pure premium for the policy. E[X] isalso the expected claim
on theinsurer. Note that in general, one of the outcomes of X might be 0, since it may be
possible that no loss occurs. The following are the basic models used for describing the loss
random variable. For arandom variable X a measure of therisk is o> = Var[X]. Theunitized
Var[X] o

risk or coefficient of variation for the random variable X is defined to be “EX] o

Many insurance policies do not cover the full amount of the loss that occurs, but only provide
partial coverage. There are afew standard types of partial insurance coverage that can be applied

to abasic ground up loss (full loss) random variable X. These are described starting on the
following page.
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PARTIAL INSURANCE COVERAGE

(i) Deductibleinsurance: A deductible insurance specifies adeductible amount, say d. If
aloss of amount X occurs, the insurer pays nothing if the lossisless than d, and pays the

policyholder the amount of the lossin excess of d if thelossis greater than d. The amount paid
0 if X<d

by the insurer can be described as ¥ = {X 2t x d=Max{X—d,0}. Thisisaso
—a | >

denoted (X — d). . The expected payment made by the insurer when aloss occurs would be
J; (@ — d) fx(z) dz inthe continuous case; (thisis also called the expected cost per oss).
With integration by parts, this can be shown to be equal to ;°[1—Fx(x)] d= . Thistype of
policy is also referred to as an ordinary deductible insurance.

Two variations on deductible insurance are the franchise deductible, and the
disappearing deductible. These are less likely to appear on the exam.

(@) Franchise deductible: A franchise deductible of amount d refersto the situation

in which the insurer pays 0 if the lossis below d but pays the full amount of lossif
0 if Xx<d

the loss is above d; the amount paid by the insurer can be described as {X .
| >

(b) Disappearing deductible: A disappearing deductible with lower limit d and
upper limit d’ (where d < d') refersto the situation in which the insurer pays 0 if the
lossisbelow d, the insurer pays the full loss if the loss amount is above d’, and the
deductible amount reduces linearly from d to 0 as the loss increases from d to d’; the

0 X <d
amount paid by the insurer can be described as {d’ A=t d< X <d
X X>d

Example 10-1: A discrete loss random variable X has the following two-point distribution:
P[X =3] = P[X =12] = 0.5. Anordinary deductible insurance policy is set up for thisloss,

with deductible d. It isfound that the expected claim on theinsurer is3. Find d.
0if X<d

X—d if X>d '
We proceed by "trial-and-error”. Suppose our initial "guess' isthat d < 3.

Then the claim on the insurer will be either 3 — d or 12 — d , each with probability 0.5. so that
the expected claim on the insurer will be (3 — d)(.5) + (12 — d)(.5) = 3, which implies that
d = 4.5 . Thiscontradicts our "guess' that d < 3.

Thisindicates that the guesswaswrong. Thus, d > 3, so that the claim on the insurer will be 0

Solution: Theclaimontheinsureris Y:{

(if X =3) or 12 — d, each with probability 0.5. The expected claim on the insurer will then be
(12—-d)(.5)=3—=+d=6. O
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Example 10-2: A lossrandom variable is uniformly distributed between 0 and 1000. A
deductible of 200 is applied before any insurance payment. Find the expected amount paid by the
insurer when aloss occurs.

Solution: Expected insurance payment is

E[(X —200),] = [ (2 — 200) (12 ) da = 320 O

200 (z 1000 )

Example 10-3: A loss random variable is exponentially distributed with a mean of 1000. A
deductible of 200 is applied before any insurance payment. Find the expected amount paid by the
insurer when aloss occurs.

Solution: Expected insurance payment is

E[(X —200)4] = [ox (x — 200)( ) da = [y [1 — Fx(z)] dz . .

We can calculate thisintegral three ways.

e—z/l()()() x/l[)()() 6—1'/1()0()

= — ze %/1000 _ 1000e~ L/1000 + 200671/1000

=200
= —0—0+200e 2+ 800e? = 818.73..

(b) Apply the change of variable y = x — 200 . Theintegral becomes

e*y/]OUO S ot
fo Y oo dy and we can use the general rule fo the t dt = C,LH (whennisan
&~ (y+200)/1000

integer > 0andc > 0)toget [y 500 — v = % o yev/100 gy
= (.0008187)(rrgbgme) = 818.73 .

© fopoll — N da = [yoe /100 gz — 100062 = 818.73. O
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(i) Policy limit: A policy limit of amount « indicates that the insurer will pay a maximum
X if X<u
amount of « when aloss occurs. Therefore, the amount paid by the insurer is {  x
u |l >u

The expected payment made by the insurer per loss would be
Jo'x- fx(z)dx +u-[1 — Fx(u)] inthe continuous case.
This can be shown to beequal to  [i*[1—Fx(z)] d= .

NOTE: Supposethat X isthelossrandom variable. Aninsurance policy which paysthe loss

. . 0 if X<c
amount in excess of deductible ¢ pays Y, = { _ ,
X—c if X>c
. . . L X if X<c
and an insurance policy which paysthe lossup to alimit of ¢ pays Y; = { £ Xoe
c | >c

The combined payment of the two policiesis Y; + Yo = X , since Y, coversany loss up to
amount ¢ and Y; coversthelossin excess of ¢. If aninsurance policy with an ordinary deductible
of ¢ is purchased, then the part of the loss not paid by the insurance policy will be algebraically
the same as the amount paid on a policy with policy limit ¢, and vice versa.

Questions on ordinary deductible and policy limit have come up regularly on the exam.

Example 10-4: A lossrandom variable is uniformly distributed between 0 and 1000. An
insurance policy pays the loss up to amaximum of 200. Find the expected amount paid by the
insurer when aloss occurs.

Solution: The expected amount paid by the insurer is

2% - (1955) d + 200 - [1 — Fx(200)] = 20 + (200)(1 — .2) = 180 .

Thisisthe same loss random variable asin Example 10-2. In that example, with a deductible of
200, the expected amount paid by the insurer was 320. As pointed out above in the notes above,
the combination of an insurance with a deductible of 200 and an insurance with a policy limit of
200 isthe full loss. Therefore, it is no coincidence that the expected amounts paid by the insurer
on the combination of the policy in this example and the one in Example 10-2 add up to the

overall expected loss of 500. (I

It is possible to combine a deductible insurance with apolicy limit. If apolicy has a deductible of

d and alimit of u — d then the claim amount paid by the insurer can be described as
0if X <d

{X —d if d < X <wu . Notethat "the deductible is applied after the policy limit is applied”.
u—d if X >u
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This means that aloss of amount greater than « triggers the maximum insurance payment of
amount u — d. The expected payment made by the insurer per loss would be

[} (x—=d)- fx(z)dz+ (u—d)- [l — Fx(u)] inthe continuous case.

Thiscan be showntobeequa to [, [1—Fx(z)]dx .

Example 10-5: A loss random variable is uniformly distributed on (0, 1000) .

(8) Find the mean and variance of the insurance payment if a deductible of 250 isimposed.
(b) Find the mean and variance of the insurance payment if apolicy limit of 500 is imposed.
(c) Find the mean and variance if apolicy limit of 250 and a deductible of 250 is imposed.
Solution: Suppose the insurance payment isY'.

, 1000 z—250)? |£=1000
() EIY] = [y (0 — 250) - 05 do = S|~ = 28125,
1000 z—250)% |#=1000
BY?) = [y (o = 250 - g5 do = e[~ = 140,625,

VarlY] = E[Y?] — (E[Y]) = 140,625 — (281.25)? = 61,523 .
(i) EY]= [z 1000 dz + 500[1 — F(500)] = 125+ 500(1 — 3) = 375,

JOO
E[Y?] = [[72%- 1000 dx + (500)2[1 — F(500)] = 41,667 + 125,000 = 166, 667 ,
Var[Y] = E[W] — (E[Y])? = 26,042 .
(iii) Thepolicy limitis v —d = u — 250 = 250, sothat » = 500. Then
E[Y] = [ (z — 250) - 1000 dx + 250[1 — F(500)] = 31.25 + (250)(}) = 156.25,
E[Y?] = [ (x — 250)? - oo da + (250)2[1 — F(500)] = 5208 + 31,250 = 36,458,
VarlY] = E[Y?] — (E[Y])? = 12,044 . O

(iii) Proportional insurance- Proportional insurance specifiesafractiona (0 < a < 1),
and if aloss of amount X occurs, the insurer pays the policyholder o.X, the specified fraction of
the full loss.
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Modelsfor describing alossrandom variable X

Case 1 (most likely): The complete description of X isgiven:

Inthiscase, if X is continuous, the density function f(x) or distribution function F'(x) is given.
If X isdiscrete, the probability function (or possibly the distribution function) is given. One
typical (and simple) example of the discrete caseis aloss random variable of the form

{ K with probability ¢

0 with probability 1—¢
(this might arise in aone- year term life insurance in which the death benefit is K, paid if the
policyholder dies within the year, and probability of death within the year is ¢).
Another example of a discrete loss random variable (with more than two points) is the following
example of dental expenses for afamily over a one-year period.

Amount of Dental Expense Probability

$0 1
200 1
400 3
800 4

1500 1

In some problems, all that is needed is the mean and variance of X, and sometimes that is the
only information about X that is given (rather than the full description of X"s distribution).

Case 2 (lesslikely): The probability g of a non-negative lossis given, and the
conditional distribution B of loss amount given that a loss has occurred is given:

The probability of no lossoccurringis 1 — ¢, and the loss amount X is O if no loss occurs; thus,
P[X =0] =1 — ¢. If alossdoes occur, the loss amount is the random variable B, so that
X = B. Therandom variable B is the loss amount given that a loss has occurred, so that Bis

really the conditional distribution of thelossamount X given that aloss occurs. The random
variable B might be described in detail, or only the mean and variance of B might be known.
Notethat if £[B] and V ar[B] aregiven, then E[B?| = Var[B] + (E[B])? (thisis needed in the
formulation of Var[X]).

We can formulate X as a"mixture" of two random variables, W, and W5, where W, = 0 isthe
constant random variable (not really random at al), and W, = B, and with mixing weights

a1 =1—¢q and ay = ¢ . Thenthefirst two momentsof X are
EX|=(1-qE[Wi]+q-EW,] =gq-E[B],since E[W;] =0, and
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E[X?’] = (1-q)E[W}|+q E[W;] =q- E[B?]. Then,

Var[X] = q- E[B’] — (¢ E[B])? = ¢Var[B] + q(1 — q)(E[B])?

(notethat Var[X]isnot ¢ - Var|B]).

The mixing weight 1 — ¢ appliesto W; = 0, which means that there is a probability 1 — ¢ the
no loss will occur (loss = 0). The mixing weight ¢ (the probability of aloss occurring) is applied
to B, the random loss amount when aloss occurs.

For example, the loss due to fire damaging a particular property might be modeled this way.
Supposethat ¢ = .01 isthe probability that fire damage occurs, and given that fire damage
occurs, the amount of damage, B, has a uniform distribution between $10, 000 and $50, 000.
Keep in mind that B isthelossamount given that aloss has occurred, whereas X isthe
overall lossamount. Then, E[B] = $30,000 and E[B? = w
moment of the uniform distribution on (10,000, 50,000). Using the formulas above,
E[X] = (.01)(30,000) = $300 , and

Var[X] = q- E[B? — (¢- E[B])? = (_01)(3,100,300,000) — (300)2 = 30,7330,000 .

(first and second

Example 10-6: For aone-year dental insurance policy for afamily, we consider the following
two models for annual claims X:

Mode 1: Amount of Dental Expense (X) Probability
$ 0 A

200 A

400 3

800 4

1500 1

Model 2: Thereisa probability of .1 that no claim occurs, P[X = 0] = .1 . If aclaim does
occur, the claim amount random variable B, hasmean E[B] = 677.78 and variance
Var[B] = 132,839.51 .

For each lossmodel, find E[X] and Var[X].

Solution: Model 1: In this case the complete description of X is given (Case 1 mentioned
above). E[X] = 0(.1) 4+ 200(.1) + 400(.3) + 800(.4) + 1500(.1) = 610,

E[X?] = 0%(.1) + 200%(.1) + 400%(.3) + 800%(.4) + 1500%(.1) = 533,000

Var[X] = 533,000 — 610% = 160, 900 .
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Model 2: In this case, the probability of aclaim occurring isgiven (¢ = .9) along with the mean
and variance of the conditional distribution B of claim amount given that a claim occurs (Case 2
mentioned above). E[X| =¢q- E[B] = (.9)(677.78) = 610,

E[X?] =q- E[B* = (.9)[Var|B] + (E[B])?] = (.9)[132,839.51 + (677.78)?] = 533,003 .
Var[X] = E[X?] — (E[X])?* = 160,900 .

Note that it is not a coincidence that the mean and variance of X turned out to be the same for
Models 1 and 2. Thisis true because the mean and variance of B in Model 2 were chosen as the
conditional mean and variance of the distribution in Model 1 given that aclaim occurs. O

Modeling the aggregate claimsin a portfolio of insurance policies,
Thelndividual Risk M odel

The individual risk model assumes that the portfolio consists of a specific number, say n, of
insurance policies, with the claim for one period on policy ¢ being the random variable X;. X;
would be modeled in one of the ways described above for an individual policy loss random
variable. Unless mentioned otherwise, it is assumed that the X;'s are mutually independent
random variables. Then the aggregate claim is the random variable

S =>"X,;,with E[S] =) F[X;] and Var[S] =D Var[X;].
i=1 i=1 i=1
If B[X;] = pand Var[X;] = o? foreach i =1,2,...,n, then the coefficient of variation of the

\/ZFST][S} _ \/ZEF)’;[]X] - an/ﬁ , which goesto 0 as n—oo.

aggregate claim distribution S’ is

Example 10-7: Aninsurer has aportfolio of 1000 one-year term life insurance policies just
issued to 1000 different (independent) individuals. Each policy will pay $1000 in the event that
the policyholder dies within the year. For 500 of the policies, the probability of death is .01 per
policyholder, and for the other 500 policies the probability of death is.02 per policyholder. Find

the expected value and the standard deviation of the aggregate claim that the insurer will pay.
1000

Solution: The aggregate claim random variableis S = ZX7 , where X; isthe claim from
1000 = 1000

policy i. Then E[S] =Y E[X;] and sincethe claimsareindependent, Var[S] = > Var[X;].
=1 i=1

. L. . . 0 prob. .99
If Y] isone of the 500 policies with death probability .01, then Y; = {
1000 prob. 01
E[Y;] = 1000(.01) = 10, Var[Y;] = E[Y{] — (E[Y1])? = 9900 .
If Y5 is one of the 500 policies with death probability .02, then E[Y5] = 20, Var[Ys] = 19, 600.

Thus, E[S] = 500(10) + 500(20) = 15,000,
1000

Var[S] = . Var[X;] = 500(9900) + 500(19, 600) = 14,750,000 = +/Var[S] = 3,841. O
i=1
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Example 10-8: Two portfolios of independent insurance policies have the following
characteristics:

Portfolio A:
Number Probability Claim
Class in Classper Policy of Clam Amount
1 2,000 0.05
2 500 0.10
Portfolio B:
Claim Amount
Number Probability Distribution
Class in Classper Policy of Clam Mean Variance
1 2,000 0.05 1 1
2 500 0.10 2 4
The aggregate claims in the portfolios are denoted by S, and Sg.
Find Yarlal
Var|Sg]

Solution: In this example, Portfolio B information is given in the following form: for policy 4,
the probability of aclaim occurring is given, ¢;, and the mean and variance of the conditional
distribution of claim amount given aclaim occursisgiven, E[B;] = u; , Var[B;] = o?.

Note that for each policy in Portfolio A, Var[B;] = 0. When the loss random variableis
given in thisform, we have for policy i, E[X;] = ¢; - E[B;] , and

Var[X;] = ¢;(1 — ¢)(E[B:])* + ¢; - Var|B;] , and

for aportfolio of independent policies, E[S] = > FE[X;] and Var[S] = > Var[X].

For Portfolio A, any policy in Class 1 has

Var[X)] = a(1 - ¢)(E[B])> + ¢ - Var[Bi] = (.05)(.95)(12) + (.05)(0) = .0475
and any policy in Class 2 has Var[X;] = (.10)(.90)(2?) + (.10)(0) = .36 , so that
Var[S4] = 2000(.0475) 4+ 500(.36) = 275 .

For Portfolio B, any policy in Class 1 has Var[X;] = (.05)(.95)(12) + (.05)(1) = .0975
and any policy in Class 2 has Var[X;] = (.10)(.90)(2?) + (.10)(4) = .76 , so that
Var[Sp] = 2000(.0975) + 500(.76) = 575 .

VaT[SA] o
Then, VarSs] = 478 .0
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The normal approximation to aggregate claims. For an aggregate claims distribution S,
if the mean and variance of S are known (E[S]and V ar[S]), it is possible to approximate
probabilities for S by using the normal distribution. The 95-th percentile of aggregate claimsis
the number @ for which P[S < Q] = .95 . If S isassumed to have adistribution which is
approximately normal, then by standardizing .S we have

S—E[S] _ Q-E[S]; Q_E[5]
P[S <Q] = P[\/VaT[S] = \/Var[S]] =95, sothat Var[S]

percentile of the standard normal distribution (which isfound to be 1.645 when referring to the
standard normal table), so that () can befound; @ = E[S] + 1.645 - y/Var[S]. If theinsurer
collectstotal premium of amount @, then (assuming that it is reasonable to use the

isequal to the 95-th

approximation) there is a 95% chance (approximately) that aggregate claims will be less than the
premium collected, and there is a 5% chance that aggregate claims will exceed the premium.
Since S isasum of many independent individua policy loss random variables, the Central Limit
Theorem suggests that the normal approximation to .S is not unreasonable. The nor mal
approximation has come up frequently on past exams. The normal approximation and the
integer correction when applied to integer-valued random variables was discussed earlier in
Section 7 of this study guide.

Example 10-9: An insurance company provides insurance to three classes of independent

insureds with the following characteristics:
For Each Insured

Number Probability Expected Variance of
Class inClass of aClam Claim Amount Claim Amount
1 500 0.05 5 5
2 1000 0.10 10 10
3 500 0.15 5 5

For each class, the amount of premium collected is (1 + 0)(expected claims), where ¢ is the same
for al three classes. Using the normal approximation to aggregate claims, find 6 so that the
probability that total claims exceed the amount of premium collected is .05 .

Solution: Wewishtofind @ = (1 + 60)E[S], sothat P[S > Q] = .05,

or equivalently, P[S < Q] = .95 .

Applying the normal approximation and standardizing S, this can be written in the form

PIS<Q]= P[j‘_/gg] < 3;5&2}] = .95, so that 3;57[[5311 = 1.645 (the 95-th percentile of

the standard normal distribution). Thus, once E[S] and Var[S] arefound, we can find
Q = (1 +0)E[S], and then find 6.
E[S] = XE[X;] = Xq; - E[B;] = 500(.05)(5) + 1000(.1)(10) 4+ 500(.15)(5) = 1500,
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Example 10-9 continued

since there are 500 policiesin class 1, each with expected claim (.05)(5), and similarly for
classes 2 and 3. The policies are independent so that the variance of the sum of al policy claims
is the sum of the variances (no covariances when independence is assumed). The variance of a
claim for apolicy fromclass 1is ¢(1 — q) - (E[B])? + q - Var[B] = (.05)(.95)(5%) + (.05)(5),
and there are 500 of those policies, and similarly for classes 2 and 3.

Varl$] = SVar[Xi] = Slgi(1 - ) - (E[B))’ + ;- Var[BJ]]

= 500[(.05)(.95)(5%) + (.05)(5)] 4+ 1000[(.1)(.9)(10?) + (.1)(10)]
+ 500[(.15)(.85)(52) + (.15)(5)] = 12,687.5 .
Then, Q = 1685.29 ,and 6 = .1235. O

Example 10-10: Suppose that a multiple choice exam has 40 questions, each with 5 possible
answers. A well prepared student feels that he has a probability of .5 of getting any particular
guestion correct, with independence from question to question. Apply the normal approximation
to X, the number of correct answers out of 40 to determine the probability of getting at least 25
correct. Find the probability with the integer correction, and then without the correction.
Solution: The number of questions answered correctly, say X, has abinomial distribution with
mean (40)(.5) = 20 and variance (40)(.5)(.5) = 10. Applying the normal approximation to X,
with integer correction since the binomial distribution is a discrete integer-valued random
variable to find the probability of answering at least 25 correct, we get

P[X > 25| = P[X > 24.5] = P[)i/‘llo > 24\51‘_020] = P[Z >1.42] =1 — $(1.42) = .078.

Without the integer correction, the probability is
P[X > 25] = P[% > %} = P[Z >1.58) =1 — ®(1.58) = .057.

There is a noticeabl e difference between the two approaches. If X has a much larger standard
deviation, then the difference is no so noticeable. O
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Mixture of L oss Distributions

A portfolio of policies might consist of two or more classes of policyholders, asin the previous
example. In the previous example, the number of policiesin each class was known. It may be the
case that the number of policiesin each classis not known but the proportion of policiesin each
classis known. In such a situation, we might be asked to describe the distribution of the loss for a
randomly chosen policy from the portfolio of policies. Thiswill be a mixture of the distributions
representing the different classes of policyholders. Mixtures of distributions were considered near
the end of Section 9 of the study guide. The following exampleillustrates thisidea.

Example 10-11: Theinsurer of aportfolio of automobile insurance policies classifies each
policy as either high risk, medium risk or low risk. The portfolio consists of 10% high risk
policies, 30% medium risk and 60% low risk. The claim means and variances for the three risk

classes are
mean variance
high risk 10 16
medium risk 4 4
low risk 1 1

A policy is chosen at random from the portfolio. Find the mean and variance of this policy.
Solution: The distribution of the randomly chosen policy is the mixture of the three risk class
claim distributions, using the percentages as the mixing factors. If X denotes the claim for the
randomly chosen policy, then all moments of X (pdf and cdf also) are the weighted averages of
the moments for the component distributions in the mixture.

E[X] = (.1)(10) + (.3)(4) + (.6)(1) = 2.8 isthe mean.

Since Var[X] = E[X? - (E[X])* ,weneed E[X?]in order to find the variance of X.

Let Xy denotethe claim random variable for ahigh risk policy. Then

16 = Var[Xy] = E[X%] — (E[Xg))? = E[X%] — (10)?, fromwhichwe get E[X%] =116.
Inasimilar way weget E[X3,] =4+ (4)?=20 and E[X?]=1+ (1)>=2.

Then E[X? = (.1)(116) + (.3)(20) + (.6)(2) = 18.8, and Var[X] = 18.8 — (2.8)> = 10.96.
Note that the variance of X is not the weighted average of the variances of Xy , X, and X,

We can use the conditional variance formula Var[X]| = E[Var[X|Y]]+ Var[ E[X|Y]]
to get the variance of X. If we define Y to be the 3-point random variable Y = {H, M, L} with
probabilities P(Y = H) = .1 (highrisk) , P(Y = M) = .3 and P(Y = L) = .6, then from
the information given, wehave E(X|Y = H) =10, Var(X|Y = H) = 16,
EX|)Y=M)=4,Var(X|]Y =M)=4,and E(X|Y =L)=1,Var(X|Y =L)=1.
Then, from the double expectation rule, we have

E[X]=E[E[X|Y]]=10x .1 +4x .3+ 1x.6=28.
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Example 10-11 continued
We can think of Var[X|Y] asa3-point random variable

Var(X|Y = H)=16 prob..1
Var(X|Y)= 4 Var(X|Y =M)=4 prob..3
Var(X|Y =L)=1 prob..6
And then we get the expected value of that 3-point random variable
EVar[X|Y]]=16x .1 +4x.3 + 1x .6=34.
Tofind Var[E[X]Y]],wethink of E(X|Y) asa3-point random variable,

E(X|Y =H)=10 prob..1
EX)Y)=4 EX|Y=M)=4 prob..3.
E(X|Y=L)=1 prob..6
We then find the variance of this 3-point random variable:
102x.1+42x3+12x.6—-(10x.1+4x.3+1x.6)2=154-28=7.56.
Thisis Var[E[X|Y]] .
Then Var[X]| = E[VarX|Y]] + Var[E[X|Y]] =3.4+7.56 =10.96 . O

Loss Distribution Formulated By Conditioning

A loss distribution may be presented in a conditional format in the following way. We
may be given the conditional distribution of the loss variable X given some other
variable. For instance, in Example 10-11, we were presented with the distribution of
claim for three types of policies, high, medium and low risk. What we are given is
actually the conditional claim X given risk type. We are given the conditional mean
E(X]risk type) and the conditional variance V ar(X|risk type). If we denote "risk type"
as Y, we can think of arandomly chosen policy as coming from the distribution of Y
where Y = {H, M, L} with probabilities P(Y = H) = .1 (highrisk), P(Y = M) = .3 and
P(Y = L) = .6 . Then we can use the double expectation rule and the conditional variance rule
to find the overall or total mean claim E(X') and overall claim varianceVar(X).

A special case that arises when aloss distribution is formulated by conditioning in thisway isthe
following. Suppose that the number of losses, say NV, in specified period of time has a Poisson
distribution with mean \. Suppose that the severity of each lossis arandom variable X, and
suppose that the number of losses and the amount of each loss are mutually independent. The
mean and variance of the aggregate loss S’ can be found as follows.

E[S] = E[E[S|N]| = E[N x E[X]] = E[N] x E[X]| =\ x E[X],and

Var[S] = E[Var[S|N]] + Var[E[S|N]] = E[N x Var[X]] + Var[N x E[X]]

E[N] x Var[X] + Var[N] x (E[X])? = A x (Var[X] + E[X]?) = X\ x E[X?].
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Example 10-12: 40. (SOA) The number of hurricanes that will hit a certain house in the next
ten yearsis Poisson distributed with mean 4. Each hurricane resultsin aloss that is exponentially
distributed with mean 1000. L osses are mutually independent of the number of hurricanes.
Calculate the mean and variance of the total 1oss due to hurricanes hitting the house in the next
ten years.
Solution: The number of hurricanesin 10 yearsis N, which is Poisson with amean of 4. The
size of each hurricane loss X is exponential with mean 1000. The averagelossin 10 yearsis
E[S] = E[N] x E[X] =4 x 1000 = 4000. The variance of thelossin 10 yearsis
Var[S] = E[N] x Var[X] + Var[N] x (E[X])?

= 4 x 1000% + 4 x 1000% = 8,000, 000.
Alternatively, since N has a Poisson distribution, we also have
Var[S] = E[N| x E[X? =4 x (2 x 1000%) = 8,000,000. O
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PROBLEM SET 10

Loss Distributions and I nsurance

1. (SOA) Aninsurance policy paysanindividua 100 per day for up to 3 days of hospitalization
and 25 per day for each day of hospitalization thereafter. The number of days of hospitalization,
X, isadiscrete random variable with probability function

15

P(X = k) = 5=k for k= 1,2,3,4,5
0 otherwise,

Calculate the expected payment for hospitalization under this policy.
A) 85 B) 163 C) 168 D) 213 E) 255

2. An insurance company issues insurance contracts to two classes of independent lives, as

shown below.
Class Probability of Death  Benefit Amount Number in Class
A 0.01 200,000 500
B 0.05 100,000 300

The company wants to collect an amount, in total, equal to the 95-th percentile of the distribution
of total claims. The company will collect an amount from each life insured that is proportional to
that life's expected claim. That is, the amount for life j with expected claim E[X ;] would be
kE[X;]. Caculate k.

A) 1.30 B) 1.32 C) 134 D) 1.36 E) 1.38

3. (SOA) Aninsurance policy reimburses aloss up to a benefit limit of 10 . The policyholder’s

loss, Y, follows adistribution with density function:

2 fory>1

= Y
U { 0 otherwise.
What is the expected value of the benefit paid under the insurance policy?

A)10 B)13 C18 D)19 E)20
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4. (SOA) A devicethat continuously measures and records seismic activity is placed in aremote
region. Thetime, 7T, to failure of this device is exponentialy distributed with mean 3 years. Since
the device will not be monitored during its first two years of service, the time to discovery of its
fallureis X = max(7T,2). Determine E[X].

A) 2+ ée—ﬁ B) 2—2¢23+5¢7  ©) 3 D)2+3 % E)5

5. (SOA) The warranty on a machine specifies that it will be replaced at failure or age 4,
whichever occurs first. The machine's age at failure, X has density function

1

- for0<z <5
flz) =145 v

0 otherwise

Let Y be the age of the machine at the time of replacement. Determine the variance of Y.
A) 1.3 B) 14 C) 1.7 D) 2.1 E) 75

6. (SOA) An insurance policy iswritten to cover aloss, X, where X has a uniform distribution
on [0, 1000] . At what level must a deductible be set in order for the expected payment to be 25%
of what it would be with no deductible?

A)250 B)375 C)500 D)625 E)750

7. A derivative investment speculator identifies certain technical financial conditions which,
when they arise, allow her to place an investment whose return will be normally distributed with
amean return of $100,000 and a standard deviation of $20,000. Experience indicates that the
number of times per year these specific financial conditions arise has a Poisson distribution with a
mean of 3. Assuming that the financial conditions arise independently of one another and that the
speculator places the investment each time it arises, find the probability that the speculator earns
less than $100,000 in ayear in total on her investments.

A) .12 B) .18 C) .24 D) .30 E) .36
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8. (SOA) Aninsurance company sells aone-year automobile policy with adeductible of 2 The
probability that the insured will incur alossis 0.05. If thereisaloss, the probability of aloss of
amount N is % for N =1,...,5and K aconstant. Theseare the only possible loss anounts and
no more than one loss can occur. Determine the net premium for this policy.

A) 0.031 B) 0.066 C) 0.072 D) 0.110 E) 0.150

9. A company's dental plan pays the annual dental expenses above a deductible of $100 for each

of 50 employees. The distribution of annual dental expenses X for an individual employeeis
0, prob. .1
100, prob. .2
X = 200, prob. .4
500, prob. .2
1000, prob. .1

Using the normal approximation, find the 95th percentile of the aggregate annual claims
distribution that the company pays (nearest $10).
A) 11,640 B) 12,640 C) 13,640 D) 14,640 E) 15,640

10. A portfolio of independent one-year insurance policies has three classes of policies:

Probability
Number of Claim Claim
Class in Class per Policy Amount
1 1000 .01 1
2 2000 .02 1
3 500 .04 2

Find the standard deviation of the aggregate one-year claims distribution.
A) 100 B) 104 C) 108 D) 112 E) 116

11. A lossrandom variable X has the following (cumulative) distribution function:
0, if x<0

F(a:):{.2+.3x, ifo<z<2.
1, if x>2

Aninsurer will provide proportional insurance on thisloss, covering fraction « of the loss
(0 < a < 1). The expected claim on theinsureris.5 . Find .
A) 25 B).3 C.45 D)5 E) .65
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12. If aloss occurs, the amount of loss will be uniform between $1000 and $2,000.

The probability of theloss occurring is.2. An insurance policy paysthe total loss, if aloss
occurs. Find the standard deviation of the amount paid by the insurer.

A) 584 B) 614 C) 634 D) 654 E) 674

13. X and Y are random losses with joint density function
f(z,9) = 50000 for 0 <= <100 and 0 <y < 100.

An insurance policy on the losses pays the total of the two losses to a maximum payment of 100.
Find the expected payment the insurer will make on this policy (nearest 1).
A) 90 B) 92 C) %4 D) 96 E) 98

14. The number of claims NV that can result from asmall group insurance policy is0, 1 or 2, each
with probability % . Information about the aggregate loss.S incurred by the insurer is availablein
conditional form: E[S|N =0] =0, Var[S|N =0] =0,

E[SIN =1] =10, Var[S|N =1] =5, E[S|N =2] =20, Var[S|N =2] =8.

Find the unconditional variance of the aggregate loss S.

A) 13)3 B) 65 C) 13 D) 200/3 E) 71

15. In modeling the behavior of insurance claims, arisk manager uses an exponentia distribution
with mean 1 as the distribution describing the claim size random variable.

The risk manager forecasts that claim sizes will increase next year, with the average claim size
increasing by 10% from this year to next. The risk manager plans to continue using the
exponential distribution as the model for claim amounts next year. The risk manager calculates
the median of the claim size distribution this year, M, and for next year, M;.

Find M, /M, .

A) 1 B) 1+inl.1 C) 11 D) e! E) e!!
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16. (SOA) An auto insurance company insures an automobile worth 15,000 for one year under a

policy with a 1,000 deductible. During the policy year thereis a 0.04 chance of partial damage to

the car and a 0.02 chance of atotal loss of the car. If thereis partial damage to the car, the amount
X of damage (in thousands) follows a distribution with density function

@) = 0.5003¢~%/2 for 0 <x <15
0 otherwise.

What is the expected claim payment?
A) 320 B) 328 C) 352 D) 380 E) 540

17. Aninsurer finds that for automobile drivers classified as high risk, the number of accidentsin
one year has abinomial distribution withn = 2 and p = .02, and for drivers classified as low
risk, the number of accidentsin one year has a Bernoulli distribution withn = 1

and p = .01. Theinsurer's portfolio is made up of 25% policies on high risk drivers and 75% low
risk drivers. Suppose that a driver has had no accidentsin the past year.

Find the probability that the same driver will have no accidents in the next year.

A) .980 B) .983 C) .986 D) .991 E) .994

18. (SOA) A manufacturer's annual losses follow a distribution with density function
L2 gor 25 0.6
fle) =49 ° .
0 otherwise.
To cover itslosses, the manufacturer purchases an insurance policy with an annual deductible
of 2. What is the mean of the manufacturer's annual losses not paid by the insurance policy?

A)084 B)0.88 C)093 D)095 E)100

19. Let X and Y be random variables with joint density function
fle,y)=2zxfor 0<z<land 0<y<1.
Aninsurance policy iswritten to cover theloss X + Y. The policy has adeductible of 1.
Calculate the expected payment under the policy.
A) 14 B) 13 C) 1/2 D) 7/12 E) 5/6
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20. (SOA) Aninsurance policy pays for arandom loss X subject to a deductible of C', where
0 < C < 1. Thelossamount is modeled as a continuous random variable with density function

Fz) = 2¢ for 0<z <1
10 otherwise.

Given arandom loss X , the probability that the insurance payment is less than or equal to 0.5is
0.64. Calculate C'.
A)l B)3 C4 D)6 E).B8

21. (SOA) The owner of an automobile insures it against damage by purchasing an insurance
policy with adeductible of 250. In the event that the automobile is damaged, repair costs can be
modeled by a uniform random variable on theinterval (0, 1500). Determine the standard
deviation of the insurance payment in the event that the automobile is damaged.

A) 361 B) 403 C) 433 D) 464 E) 521

22. Aninsurer models the claim random variable X for a certain insurance policy as follows:

T P[X = x]
0 0.30
50 0.10
200 0.10
500 0.20
1,000 0.20
10,000 0.10

The insurer wishes to summarize the claim amount distribution with the parameters:
g = probability anon-zero claim occurs,,

B = conditional distribution of claim amount given that a claim occurs.

Find the standard deviation of B (nearest 100).

A) 3200 B) 3300 C) 3400 D) 3500 E) 3600

23. (SOA) A company buys a palicy to insure its revenue in the event of major snowstorms that
shut down business. The policy pays nothing for the first such snowstorm of the year and 10,000
for each one thereafter, until the end of the year. The number of major snowstorms per year that
shut down business is assumed to have a Poisson distribution with mean 1.5 . What is the
expected amount paid to the company under this policy during a one-year period?

A) 2,769 B) 5,000 C) 7,231 D)8,347 E) 10,578
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24. A loss random variable has density function f(x) = ze™* for = > 0. Aninsurance policy
on the loss has a deductible of 2. Find the expected insurance payment.
A) .46 B) .50 C) 54 D) .58 E) .62

25. A loss random variable has density function f(z) =2—-2zfor 0 <z <1.

At what level should a policy limit be set so that the expected insurer payment is one-half of the
overall expected |0ss?

A) .11 B) .16 C .21 D) .26 E) .31

26. (SOA) A baseball team has scheduled its opening game for April 1. If it rainson April I, the
game is postponed and will be played on the next day that it does not rain. The team purchases
insurance against rain. The policy will pay 1000 for each day, up to 2 days, that the opening game
is postponed. The insurance company determines that the number of consecutive days of rain
beginning on April 1 isaPoisson random variable with mean 0.6. What is the standard deviation
of the amount the insurance company will have to pay?

A) 668 B) 699 C) 775 D) 817 E) 904

27. (SOA) Aninsurance company sells an auto insurance policy that covers lossesincurred by a
policyholder, subject to adeductible of 100 . Losses incurred follow an exponential distribution
with mean 300. What is the 95th percentile of actual 1osses that exceed the deductible?

A) 600 B) 700 C) 800 D) 900 E) 1000

Problems 28 and 29 are based on the following information.
A portfolio of independent insurance policiesis divided into three classes:

Probability
Number of Claim Claim
Class in Class per Policy Amount
1 1000 0.01 1
2 2000 0.02 1
3 500 0.04 2

28. Theinsurer charges a premium (Q that is the 95-th percentile of the aggregate claims
distribution based on the normal approximation to the aggregate claims distribution.
Find Q (nearest 5).

A) 90 B) 95 C) 100 D) 105 E) 110
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29. Theinsurer calculates the variance of the aggregate claims random variable. The insurer then
changes the assumptions regarding the claims and now supposes that the individual policy claim
amounts are also random variables, and that the claim amount listed in the table above is the
expected claim amount for each of the policies, and the variance of the claim amount per policy is
o?. Theinsurer recalculates the variance of the aggregate claims and finds that it is 67% larger
than the initial calculation. Find o2.

A) 1.0 B) 1.2 C) 14 D) 1.6 E) 1.8

30. Aninsurer with aggregate claim distribution S charges a premium which includes arelative
security loading of 4 (i.e., the premiumis @ = (1 + 0)E[S]). Theinsurer purchases
proportional reinsurance, in which the reinsurer will pay the fraction « - S of aggregate claims.
The reinsurer charges a premium that includes a relative security loading of ¢'. After reinsurance,
the ceding insurer's resulting effective relative security loading is #”. Which isthe correct
expr on for acin terms of 0, 9/ and 0"?

A) 9// o B) 9// C) 9// o D) 9// E) 9/

I

31. (SOA) An insurance policy reimburses dental expense, X, up to a maximum benefit of 250 .

The probability density function for X is:
B ce~ 04 for £ >0
J(@) = { 0 otherwise,

where ¢ isaconstant. Calculate the median benefit for this policy.
(A)161 B)165 C)173 D)182 E)250

32. For acertain insurance, individual losses in 2000 were uniformly distributed over (0, 1000).
A deductible of 100 is applied to each loss. In 2001, individual losses have increased 5%, and are
still uniformly distributed. A deductible of 100 is still applied to each loss. Determine the
percentage increase in the standard deviation of amount paid.

A) Lessthan 5.0% B) At least 5.0% but less than 5.5%

C) At least 5.5% but less than 6.0% D) At least 6.0% but less than 6.5%

E) Atleast 6.5%
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_ 1
~ 1000

Thereisapolicy deductible of 500 and 10 losses are expected to exceed the deductible each year.

33. Losses follow adistribution with density function f(x) e 1000 1) <2 <00,

Determine the expected number of losses that would exceed the deductible each year if all loss
amounts doubled, but the deductible remained at 500.

A) Lessthan 10 B) Atleast 10, but lessthan 12
C) Atleast 12, but lessthan 14 D) Atleast 14, but less than 16
E) Atleast 16

34. You are given the following:
- the underlying distribution for year 2000 lossesisgivenby f(z) =e ™,z > 0,
where losses are expressed in millions of dollars
- inflation of 5% impacts all claims uniformly from 2000 to 2001
- under abasic limits policy, payments on individual losses are capped at 1 million per year
Find the inflation rate from 2000 to 2001 on expected payments.
A) Lessthan 1.5% B) At least 1.5%, but less than 2.5%
C) Atleast 2.5%, but lessthan 3.5% D) Atleast 3.5%, but less than 4.5%
E) Atleast 4.5%

35. Aninsurer issues a one-year malpractice liability insurance policy to amedical clinic. If a
malpractice suit is brought against the clinic, the distribution of the total of legal plus settlement
costs to the clinic is assumed to be uniformly distributed between $100,000 and $1,000,000. The
number of malpractice suits brought against the clinic in one year, N, is assumed to have the
following distribution P[N = 0] = .96, P[N = 1] =.03, P[N =2] =.01. Theinsurer
chargesapremiumwhichisequa to E[Y]+ \/Var[Y]

where Y isthe annual total of the clinic's claims. It isassumed that the number of malpractice
suits and the costs arising from each suit are mutually independent. Find the premium charged by
the insurer (nearest 25,000).

A) 100,000 B) 125,000 C) 150,000 D) 175,000 E) 200,000
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36. For acertain insurance, individual losses last year were uniformly distributed over the
interval (0, 1000). A deductible of 100 is applied to each loss (the insurer pays the lossin excess
of the deductible of 100). Thisyear, individual losses are uniformly distributed over the interval
(0,1050) and a deductible of 100 is still applied. Determine the percentage increase in the
expected amount paid by the insurer from last year to this year.

A)2 B) 4 C)6 D) 8 E) 10

37. A lifeinsurance company covers 16,000 mutually independent lives for 1-year term life

insurance;
Benefit Number Probahility
Class Amount Covered of Clam
1 1 8000 0.025
2 2 3500 0.025
3 4 4500 0.025

The insurance company's retention limit is 2 units per life (the insurer only covers an individual
life up to apayment of 2). Reinsuranceis purchased for 0.03 per benefit unit. The ceding insurer
collectsapremium of @ = E[S] + 2,/Var[S] + R, where S denotes the distribution of
retained claims and R isthe cost of reinsurance. Find Q.

A) Lessthan 900 B) At least 900 but less than 910 C) At least 910 but less than 920

D) At least 920 but less than 930 E) At least 930

38. (SOA) The cumulative distribution function for health care costs experienced by a

1—e /100 for >0

policyholder is modeled by the function F(z) = { 0 otherwise

The policy has a deductible of 20. An insurer reimburses the policyholder for 100% of health care
costs between 20 and 120 less the deductible. Health care costs above 120 are reimbursed at 50%.
Let G be the cumulative distribution function of reimbursements given that the reimbursement is
positive. Calculate G(115).

A) 0.683 B) 0.727 C) 0.741 D) 0.757 E) 0.777

39. (SOA) The amount of aclaim that a car insurance company pays out follows an exponential
distribution. By imposing a deductible of d, the insurance company reduces the expected claim
payment by 10%. Calculate the percentage reduction on the variance of the claim payment.

A) 1% B) 5% C) 10% D) 20% E) 25%
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40. (SOA) A motorist makes three driving errors, each independently resulting in an accident
with probability 0.25. Each accident resultsin alossthat is exponentially distributed with
mean 0.80. Losses are mutually independent and independent of the number of accidents. The
motorist's insurer reimburses 70% of each loss due to an accident. Calculate the variance of the
total unreimbursed loss the motorist experiences due to accidents resulting from these driving
errors.

A) 0.0432 B) 0.0756 C) 0.1782 D) 0.2520 E) 0.4116
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PROBLEM SET 10 SOLUTIONS

1. The probability functionis

x: 1 2 3 4 5
PIX=a: § % B BT

Amountpaid: 100 200 300 325 350

Expected amount paid

= (100)() + (200)(55) + (300)(12) + (325)(%) + (350) (1) = 213.3. Answer: D

2. Thisisan example of the "individual risk model" for total claims. When there are alarge
number of palicies, it is generally assumed that the distribution of total claims, S, can be
approximated by anormal distribution. Thetotal claim random variable is

S =X+ Xo+ -+ Xy (thereareatota of 800 palicies),

where X; denotes the claim from policy 4 (which may be 0). We wish to find the amount needed,
say G, sothat P[S < G] = .95 (G isthe 95-th percentile of the distribution of total claims S). If
we knew the mean and variance of .S, then we can write

_ S—E[S] G-E[S] | _
P[S S G] =P VVarlS] = VVarlS]| 95 .

We have "standardized" .S, meaning that 5 ;;Ejfg]] has a standard normal distribution,

and, therefore 3;57[[5511 isthe 95-th percentile of the standard normal, which is 1.645.

Thus, 5% = 1.645. So, if we know the numerical values of E[S] and V ar[S], then we can

find G, the 95-th percentile of S (under the normal approximation).

Since S = X1+ Xo+ -+ + Xgoo , it follows that
800 800

E[S] =) FE[X;], and Var[S] = ) Var[X;] (itisassumed that the X;'s are independent, and
i=1 =1

therefore the variance of the sum is the sum of the variances with no covariance factors).

In the notes on risk topics earlier in this study material, the following comments were made.

Suppose that the probability of a non-negative loss occurring is specified (usually denoted ¢, with
1 — ¢ = p being the probability no loss occurs), and the conditional distribution of the loss
amount given that aloss occursis specified, say random variable B. The random variable B
might be described in detail, or only the mean and variance of B might be given.
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2. continued

Inthiscase, X = 0 if nolossoccurs (probability p) and X = B if aloss does occur
(probability ¢). Itispossibleto use a mixture of distributions formulation

E[X]=¢q-E[B] and E[X?] =qFE[B? ,sothat Var|X]=q-E[B* — (q- E[B])?.

In this problem there are 500 policieswith ¢ = .01, E[B;] = 200,000 and E[B?] = 200, 0002,
and there are 300 policieswith ¢ = .05, E[B;] = 100,000 and E[B?] = 100, 000.

According to the comments above, for each of the first 500 policies,

E[X;] = q- E[B;] = (.01)(200,000) = 2,000,

Var[X;] = (.01)(200,000)2 — [(.01)(200, 000)]* = 396, 000, 000,

and for each of the next 300 policies, E[X;] = (.05)(100,000) = 5,000,
Var[X;] = (.05)(100,000)2 — [(.05)(100,000)]> = 475,000, 000 .

Then, E[S] = (500)(2,000) + (300)(5,000) = 2,500,000 and

Var[S] = (500)(396,000,000) + (300)(475,000,000) = 3.405 x 10 .

Then, G = E[S] + 1.645,/Var[S] = 3,460,000 (nearest 1,000).

The company wishesto collect kE[X;] from policyholder i, for atotal amount collected equal to
kE[S]. Thus, k(2,500,000) = 3,460,000, sothat k =1.38. Answer: E

y 1<y<10

10 y>10

Expected amount paid = flloy f )dy+( 0)P(Y > 10) .

P[Y > 10] = fm y)dy = fm y3 dy = 0

Expected amount paid = [,y - y—3 dy + (10)(.01) = 1.8 +.1 =1.9. Answer: D

3. Amount paid = {

4. Thepdf of T'is f(t) = 1 e 3 for t>0.

2 T<2
X = Max(T, ):{T T>2

PIX=21=PIT <2 = [l3ePdt=1-¢25.
B[X] = (2)(1 e ?P) + [t $e 3 dt.
Integration by parts gives us
FRe A g (= ety = te‘t/:"‘ — [ ety
=2e 7%/ 4 3e72/3 = 523,
Recall that in general, the antiderivative of xe® is % — ea(—z (validfor any a # 0).
Then, E[X] = (2)(1 — e72/3) + 5e7%3 =2 + 3e7%/3. Answer: D

. Thisrandom variable has a discrete point,
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5 Y = Min{X,4} (Y isthesmaller of X and 4, since the machine will be replaced at time 4 if
itisdtill operating). Y isacombination of a continuous distribution and one discrete point. The
density function of Y isthe same asthat of X for Y < 4, and the probability that Y = 4 isthe

probability that X > 4. P[X >4] = [/t dz=}.

Therefore, f()—{% y<d
y JY\Y) = % Y:4.

We use the following formulation for variance of Y, Var[Y] = E[Y?] — (E[Y])?.
1 1, _ 12 4 1 1y _ 112
EY]=[iy-(5)dy+4(3) =5, EYY = [iv*- (5)dy+4*(3) = 55 -

VarlY] = 11—152 - (15—2)2 =1.71. Answer: C

6. Expected payment with no deductibleis 500 (mean of a uniform distribution on interval from

0to 1000). With deductible d, the amount paid on aloss of amount x is

{O z<d
r—d x>d

;" (@ — d)(.001) dz = (.0005)(1000 — d)? .

In order for thisto be 25% of the expected payment with no deductible, we must have

(.0005)(1000 — d)? = (.25)(500) = d = 500 . Answer: C

, and the expected payment is

7. Let N denote the Poisson random variable, the number of timesin one year the financial
conditions arise for the investment to be made, and let X denote the aggregate return on the
investments for the year. Then
P[X < 100,000] = P[X < 100,000|N = 0] - P[N = 0]

+ P[X < 100,000|N =1]- P[N =1]+---
If N =0, then no investments were made and P[X < 100,000|N =0] =1, andif
N =1, then one investment was made whose return is normal with mean 100, 000 so that
P[X < 100,000|N =1] =.5. If N = 2, then X isthe sum of two independent normal random
variables with total mean 200, 000 and variance 2 - 20, 000> = 28, 2842 , so that

P[X < 100,000|N = 2] = P[X20000  L00000-20.00) _ p[z « — 3.54]

where Z has a standard normal distribution - this probability is essentially 0, and so will be
P[X < 100,000|N = 3,4,...] . Since P[N = 0] = e~ =.0498 and

P[N =1] = e73(3) = .1494 , it follows that

P[X < 100,000] = (1)(.0498) 4 (.5)(.1494) = .12. Answer: A

<
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8. In order for the loss random variable to be properly defined, the probabilities must add to 1:
K B K K=k = 4380,
The net premium for the policy is the expected amount paid by the policy.

The amount paid by the policy can be regarded as a mixture of the outcome 0 (amount paid if no
loss occurs) with probability .95, and the outcome Y (amount paid after deductible if aloss
occurs) with probability .05. The expected amount paid by the policy is (0)(.95) + E(Y) - (.05).
Y isthe amount paid after the deductible is applied, given that aloss has occurred.

Therefore, P(Y =0) = P(N =1o0r2) = & + & = 657,

P(Y=1)=P(N=3)=% =146, P(Y =2) = P(N = 4) = & = 110,
P(Y=3)=P(N =5)=.088. Then E(Y)=(1)(.146) + (2)(.110) + (3)(.088) = .63 and
the expected amount paid by the policy is (.05)(.63) = .0315 . Answer: A

9. For an individual employee, the distribution of the amount the company pays above the
0, prob. .3
100, prob. .4
400, prob. .2’
900, prob. .1

sothat Var[Y] = 72,900 . If S isthe aggregate amount paid by the company in one year, then
E[S] =50E[Y] = 10,500 and Var[S] = 50Var[Y] = 3,645,000.

The 95-th percentileif S isa, where P[S < a] = .95 . This probability can be rewritten as
P S—E[S] a—E[S] S—E[S]
VVar[S] = /Var[S] Var[S]
an approximately standard normal distribution.
a—E[S]  a—10,500
Then, VVar[S] — /3,645,000
o N a—10,500 _ :
distribution, which is 1.645 . Thus, 3685000 — 1.645 - a = 13,641 . Answer:. C

deductible of $100is Y = with E[Y] =210 and E[Y?] = 117,000,

has

| = .95, and then applying the normal approximation to .S,

is equal to the 95-th percentile of the standard normal

10. A policy with probability of claim p and claim amount C' has a two-point claim distribution

0, prob. 1—p
X = { . Then, E[X] = Cp, E[X?] = C?p and
C, prob. p

Var[X] = C?p— (Cp)? = C?*p(1 — p) . Sincethe policies are mutually independent,

the variance of the aggregate claim S is the sum of the variances of the individual policy claims:
Var[S] = 1000(1%)(.01)(.99) + 2000(12)(.02)(.98) + 500(2%)(.04)(.96) = 125.9 , and the
standard deviation of S is \/Var[S] = \/125.9 = 11.22.. Answer: D
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11. The expected lossis E[X] = [*[1 — F(z)|dz = [}(.8 — 3z)dz = 1.
The expected claim on thelnsurer Is .5 = E[aX] = aFE[X] = «. Answer: D

12. Theinsurance payout Y has a mixed distribution- thereisa .8 probability that Y = 0,
and the conditional density of Y given that a claim has occurred is
Fy (y|claim) = fr(y) = .001 for 1000 < y < 2000, so that

prob. claim occurs

.8, if y=0
=.0002 for 1000 < y < 2000 : = .
Fr(v) =¥= 1) { 0002, if 1000<y<2000
Then E[Y]= ) + [l (:0002)y dy = 300, and
E[Y?] = (.8)( 02 )+ fli%%o (.0002)y? dy = 22500 5 Var[y] = 22000 6142,
Alternatively,

E[Y] = E[Y|no claim occurs| P[no claim| + E[Y"|claim occurs| P|[claim]
= (0)(.8) + (1500)(.2) = 300, and
E[Y?] = E[Y?|no claim occurs| P[no claim] + E[Y?|claim occurs| P[claim]

= (0%)(.8) + (—7’00g’000)(.2) = —1’40%000 . Answer: B

13. The maximum payment on the policy occurswhen X + Y > 100. The expected payment is

lef x+y) 500000 dy dx —}-fR J( 10())000 oog dy dz

where Ry and R, aretheregionsin the square {(z,y)|0 <z < 100, 0 <y < 100}
represented in the graph below: Ry = {(z, y)|:r +y <100}, Ry = {(z,y)|lz+ y > 100} .
100 100 T( +y) 500 s dyda:-l—floo 100 100) 500 o dy dx

100—m(
22(100 — ) + gx(l()O — o) de + [} 2 de = 25+ 66.7 ~ 92.

The expected payment is [,

_ 1 100[
~ 500,000 Jo

Answer: B

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PROBLEM SET 10 341

14. We use the conditional variance approach:

Var[S] = E[Var[S|N]] + Var[E[S|N]] .
0,if N=0, praob. /3
Var[S|N]isa3-point random variable - Var[S|N] = {5, if N=1,prob. 13,
8,if N =2, prob. 1/3
sothat E[Var[S|N]] = (0+5+8) 5 =13
0,if N =0, prob. 1/3
E[S|N]isdsoa3-point random variable- E[S|N| = { 10,if N =1, prob. 1/3 , sothat
20, if N =2, prob. 1/3

E[E[S|N]] = (0+10+20) - 5 = 10, and
E[(E[S|N])?] = (0 + 10% +20%) - + = 9% ‘and then

37 3
Var[B[S|N]] = E[(E[S|N))’] — (E[E[S|N]))> = 2% — 10 = 20

Then, Var[S] = % + @ = % =T71. Answer: E

15. With mean p the exponential distribution has parameter 1/, and median M, which
satisfies P[X > M| = 1 = e M/v o My= —pini .

Next year, with mean 1.1y, the exponential distribution has parameter 1/1.1x, and median M,
which satisfies P[X’ > M;] = § = e /M o My = —11pint.

Thus, M,/My=1.1. Answer: C

16. The amount paid by the insurer is amixture of 3 components.

Thereisa .94 probability that the damage and claimis 0.

Thereisa .04 probability of partial damage, and a .02 probability of total loss on the car.

If thereistotal loss on the car, the insurer pays 14,000 (15,000 minus the deductible of 1,000). If
thereis partial damage, then the expected amount paid by the insurer after deductible is
1000[115(95 — 1)(.5003e~%/2) dx . Thisintegral can be simplified by integration by parts:

u(z) =z — 1, dv(z) = .5003e "2dz - v(z) = — 1.0006e="/2,

r=15 [
(@ — 1)(:5003e/?) dar = (& — 1)( — 1.00066*17/2)’ i ¥ 1.0006e/2dx
r=

= —.00775 + [,°1.0006e*/2dx = — .00775 + 1.21268 = 1.205.
Therefore, if thereis partial damage, the expected amount paid by the insurer is
1000(1.205) = 1205 . The overal expected amount paid by the insurer is
(.94)(0) + (.04)(1205) + (.02)(14,000) = 328.20 . Answer: B
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17. A; - the number of accidentsin the first year,

Ay - the number of accidentsin the second year.

Wewishtofind P[4, = 0|4, = 0] = £ KA;:&ZQFO” .

We find these probabilities by conditioning over the age of the driver:;
P[A; = 0] = P[A; = 0lhighrisk] - P[highrisk] + P[A; = O|low risk] - P[low risk]
= (.98)%(.25) + (.99)(.75) = .9826, and
P[(A; =0)N (A2 =0)] = P[(A; =0) N (A2 = 0)]high risk] - P[high risk]
+ P[(A1 =0) N (Ay = 0)[low risk] - P[low risk]

= [(.98)2]2(.25) + (.99)2(.75) = .96567 — P[As = 0|A; = 0] = 28507 _ 9328 .
.9826

Answer: B

18. Thelosses Y not paid by the insurance policy can be described in terms of total losses X as

X if X<2 .
follows Y = {2 it X9 The expected value of Y is

E[Y] :fzx-f(aj)daz—i-f;OQ‘f(:z:)d:p:f_Zx-

=00

2.5(.6)2° o~ 2.5(.6)%°
O o+ [0 22 gy

r=2

2 25(.6)*
— J6 225

5(.6)%° (.
(—2.5)2%% - L +(—-0— 2525

= C15)25 ~ (Z1.5)(6)15 +.09859 = .934 . Answer: C

_ 2.5(.6)1°
— (—=1.5)z!®

dx +

19. Given afunction h(z,y), to find the expectation of that function of the two random variables
X and Y with joint density function f(z,y), we calculate theintegral [ [h(z,y) - f(z,y) dydz,
where theintegral istaken over the two dimensional region of density for the joint distribution.
Any region over which h(z,y) =0 canbeignored. In thisproblem, h(x,y) istheinsurer's
payment when the random losses are amounts = and y. What it means to say that the policy hasa
deductible of 1 isthat the insurer payslossesin excessof 1. Theinsurer pays X +Y — 1 if
X+Y>1landif X +Y <1,theinsurer pays0. The amount paid by the insurer can also be
described as h(z,y) = maz{r +y—1, 0}.

The bivariate distribution of X and Y has density only on the unit square, and = + y > 1 inthe

shaded upper triangular region of the unit square (above theline = + y = 1), sothat h(z,y) =0

on the lower triangular region. Therefore, the expectation can found by integrating over the upper

triangular region. The upper triangular region corresponds to
{(z,y):0<zx<1,1—-x<y<l1}.

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PROBLEM SET 10 343

19. continued
1 i 1,1
The expectationis [ [h(z,y) - f(z,y) dydz = [} [\ (z+y—1)-2zdydae
— l@-1) e+ i1- -2 20de= flaPdz=1.
1

Answer: A

0 X <c
X-C C<X<1’

The insurance payment islessthan .5if the X — C < .5, or equivaently,if X <C +.5.

It must betruethat C' < .5, becauseif C' > .5then C' +.5 > 1andthen P[X <C + .5| =1
since PIX <1]=1.

PX <C+.5] = OC+'52x dx = (¢ +.5)% . Inorder for thisto be equal to .64 we must have
(c+.5)? = .64 - ¢ +.5 = .8 (weignorethe negative squareroot since X > 0) —c =.3.

20. Theinsurance paymentis Y = {

Answer: B

21. If therepair amount is X, then the insurance pays

v { 0 X <250

X —250 X > 250
Then E[Y] = [, (z — 250) - fx(z) da = [o)" (x — 250) - 1z65 dz = 520.83,
and E[V?] = [0 (x — 250) - fx(z)da = [y (v — 250) - 1z55 dv = 434,028 .
Then Var[Y] = 434,028 — (520.83)% = 162, 764 , and the standard deviation of Y is
VVar[Y] = 403. Answer: B

22. The probability of anon-zero claim occurringis ¢ =1—.3=.7.

B can take on the values 50, 200, 500, 1000 or 10, 000, with probabilities
PIX=50] _ 1 _ a1 _ 1
PIX>0] ¢ 7 7

andinasimilar way, P[B =200] = 1, P[B =500 = 2, P[B=1000] =
P[B =10,000] = 1 . Then,

Var[B] = E[B?| — (E[B])? = 14, 648,983 — (1892.86)> = 11,066,000 (nearest 1000)
and \/Var[B] = 3327 . Answer: B

P[B = 50] = P[X = 50|non-zero claim occurs] =

Y

o
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23. Wedenote by N the Poisson random variable representing the number of major snowstorms
for theyear. Wearegiventhat F[N] = 1.5. The probability function for this Poisson
distribution is p(n) = P[N = n] = <45

The amount paid to the company iscy = 0if N =0o0r 1, butisc, = 10,000nif N =n > 2.

N : 0 1 2 3 4
Amt. padto 0 0 10,000 20,000 30,000 ...
company, cy
Loss absorbed 0 10,000 10,000 10,000 10,000 ...
by company
Total loss 0 10, 000 20, 000 30, 000 40,000 ...

Notethat E[Total loss| = E[Amt. paid to company] + E[Loss absorbed by company]
Total loss = 10,000N = E[Total loss| = E[10,000N] = 10,000E[N] = 15,000 .
E[Loss absorbed by company|

=0-p(0) + 10,000 - [p(1) + p(2) + p(3) + p(4) + --- = 10,000[1 — p(0)]
=10,000-[1 — %] = 7,769 .

Therefore, E[Amt. paid to company] = 15,000 — 7,769 = 7,231 .

Note that the amount paid to the company is the total loss above a deductible of 10,000 .
Answer: C

24. The expected insurance payment is [, (z — 2) - f(z)dz = [, (z — 2) - ze " dz .
With the change of variable y = = — 2, thisintegral becomes

JCyly+2)e v 2dy = e[y e Vdy + 2 ye V] = 6_2[% - 2(1—12)} = .5413 .
Answer: C

25. The overall expected lossis fol:r(2 —2x)dw = % :
With policy limit u, the expected insurance payment is [,z - f(z) dz + u - [1 — F(u)] .
Inthiscase, F(u) = [,'(2 — 2z)dz = 2u — u? .

Therefore, the expected insurance payment is

2 _ 2u? 2., .3 _ u 2
Joz(2—2z)dr+ull —2u+u?]=u - S tu—2uttu =5 —uttu.
In order for thisto be one-half of expected total loss we must have % —ultu= % .

We do not solve the cubic equation. We substitute in the possible answers to see which is closest.
(.21)3

We seethat with v = .21 weget 5= — (.21)? + .21 = .169 , which is the closest to% of all

the possible values given in the answers. Answer: C

w
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26. Let N bethe number of consecutive days of rain starting on April 1. Then the amount paid
by insuranceis

N : 0 1 >2

Amt paid by ins.: 0 1000 2000

We are told that N has a Poisson distribution with mean .6, sothat P[N = k| =
Wenotethat P[N >2]=1—-P[N=0o0r1]=1-¢"6—¢7%(.6)=.1219.
The first two moments of X are

E[X] = (0)e~% + (1000)e~(.6) + (2000)(.1219) = 573 and

E[X?] = (0)e~% + (1000%)e~%(.6) + (2000%)(.1219) = 816, 893 .

Then Var[X] = E[X?] — (E[X])? = 488,461 , and the standard deviation is

£/488,461 = 699 . Answer: B

e_'ﬁ(.6)k
k! :

27. The pdf of the exponential distribution with mean 300is f(x) = 3—&)6*5’”/ W2 >0,

andthecdf is F(z) =1 — e */30 . "Actual lossesthat exceed the deductible” refersto losses

above 100, given that the loss is above 100. The 95-th percentileis ¢, where
095 — P[100<X<c] _ F(c)=F(100)  (1—e=¢/30)—(1—e~100/300)  ,—1/3_o—c/300

P[X>100] — 1-F(100) — 1= (1—e—100/300) = o173
Solving for ¢ resultsin ¢ = 998.7 Answer: E

28. Information is given for individual policiesin theform

q; = probability of anon-zero claim from policy i

w; = claim amount from policy i, given that aclaim occurs on policy i , o? =0
Let S denote the aggregate claims. Then the expected claim from policy i is ¢; -
and the varianceis ¢;(1 — ¢;) - 12 .

E[S] = S¢i - pts = 1000(.01)(1) + 2000(.02)(1) + 500(.04)(2) = 90, and

Var[S] = > q;(1 — ¢) - u? = 1000(.01)(.99)(12) + 2000(.02)(.98)(1?)

+500(.04)(.96)(2?) = 125.9 .

The 95-th percentile of S is @, where P[S < Q] = .95 . Standardizing S resultsin
[ S—E[S] . Q—E[S5]
VVar[S] = /Var[S]

Q-E[S] _ Q-9 _ _ ] _
TS = Jiasg = 1045 > Q = 1085 (the 95-th percentile of the standard

normal distribution is 1.645). Answer: E

| =.95. Applying the normal approximation resultsin
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29. With the insurer'sinitial assumption, information is given for individua policiesin the form
q; = probability of a non-zero claim from policy i ,

i = claim amount from policy i, given that aclaim occurs on policy i , o7 = 0
The insurer's revised assumption resultsin o7 = o for al i.

Under the initial assumption, the variance of a claim from policy i is ¢;(1 — ¢;) - 2,
so that the variance of aggregate claimsis

Soqi(1 — q) - 2 = 1000(.01)(.99)(12) + 2000(.02)(.98)(1%) + 500(.04)(.96)(2%) = 125.9.

Under the revised assumption, the variance of aclaim from policy i is
qi(1 —q;) - 2 + ¢; - 0% , so that the variance of aggregate claimsis
Slai(1 = a) - 12 + g - 0°] = 1000[(.01)(.99)(1?) + (.01)0”]

+2000[(.02)(.98)(1%) + (.02)0?] + 500[(.04)(.96)(22) + (.04)0?] = 125.9 + 700>.
Wearegiventhat 125.9 + 700% = 1.67(125.9) » 0> = 1.2. Answer: B

30. The ceding insurer' initial premiumis (1 4 @) - E[S] . The expected claim on the reinsurer
is a - E[S], sothe premium paid by the ceding insurer to the reinsurer is
(140")-a- E[S]. Theretained premium for the ceding insurer is
(140)-E[S|—(140) -a-E[S|=[140—-a(1+6)]-E[S], and the expected retained
claim for the ceding insurer is (1 — «) - E[S] . Thus, the effective relative security loading for
the ceding insurer after reinsuranceis 6, where
146" 1—a)-ES|=[14+0—-a(l+6)]-E[S], fromwhich we can solve for

0-0"

aintermsof 8,0 and9”: o = g - Answer: B

31. Thedensity function for an exponentia distribution with mean A is e ™™ x> 0.

In order for f(x) to beaproper probability density function, we must have ¢ = .004 .

Alternatively, [(*f(z)dz =1 [Tce " dz = 0%4 =1-c¢=.004.

If R isthereimbursed amount and X isthe actual expense, then

R X X<250
1250 X > 250

P[R < k] = .5 . Fromthedistribution of X, we see that

P[X <7 fo zr)dr=1-—e""" Solving P[X <r]=.5
resultsin 1 —e 0% =5 5 r =173.29 .
Therefore, the median of R is173.29. Answer: C

. The median benefit is the amount & for which
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32. In 2000, with no policy limit and with a deductible of 100, the expected amount paid per

| 0 X < 100
lossis E[Y],where Y = {X—l()() X >100

The density function of X is fx(x)=.001 for 0 <z < 1000 (O otherwise) and the
distribution function Fx(z) = .001z for 0 < = < 1000.
The expectation is

(i) ElY] = 1100000(:5 —100)(.001) dz: = 405 or

(i) [ — Fy(z)] do = [0 [1 — .001z] dz = 405 .

The variance of amount paidis E[Y?] — (E[Y])? .

E[Y?] = 1100000(35 —100)%(.001) dz = 243,000 , so that the standard deviation of amount paid

per lossin 2000 is /243,000 — (405)2 = 281.0 .
In 2001, the loss W isuniformon (0, 1050) . Theamount paid by the insuranceis

410 W < 100
“ YW —100 W >100

, and the variance of 7 is

B[Z%] — (E[Z])? = [i" (w — 100)*(1555) dw — [ [0 (w — 100) ({5

= 272,182 — (429.76)% = 87,487,
and the standard deviation is 295.8. The percentage increase in standard deviation from 2000

to 2001 is % —1=.053. Answer: B

55) dal?

33. The probability of a given loss exceeding 500 is e~200/1000 — ¢=1/2 — 60653 .

If there are n exposures, then the expected number of losses exceeding the deductible

will be ne~'/? = .60653n . We aretold that thisis 10, so that n = 10e'/2.

If al loss amounts doubled, the loss distribution will be exponential with mean 2000, so that
F(z) =1 — e */?0% and the expected number of |osses exceeding 500 will be

N[l — Few(500)] = 10e!/2e71/4 = 10e’/* = 12.84.  Answer: C

34. In year 2000, E[payment] = [[1 — F(z)]dz = [e *dz =1 —e¢ ' = .6321 (million).
After 5% inflation, in year 2001,

PY <y] = P[1.05X < y] = P[X <
1.05 (million). Inyear 2001,
Elpayment] = [/[1 — Fy(2)]dz = [, e */"%da = 1.05 — 1.05¢~ /1% = 6449 .

The inflation rate on expected lossesis :gg% = 1.0202 .Answer: B

L] =1—e¥/1%  exponential with mean
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35. Thisisacasein which the single claim amount distribution X (severity distribution) is given,
and the distribution of the number of claims per year N (frequency distribution) is given.
We can regard the total claim amount as a mixture of 3 distributions:
Z; =0 whenthereare N = 0 suits (prob. .96)
Zy = X whenthereis N =1 suit (prob. .03) and
Z3 = X1 + X, whenthereare N = 2 suits (prob. .01) .
Then E[Y] = (.96)E[Z:] + (.03)E[Zs] + (.01)E|[Z3]
= (.96)(0) + (.03)(550,000) 4 (.01)(550,000)(2) = 27,500 .

Tofind E[Y?] notethat E[Z3] = E[X?] = [io0o00 2> (sa0005) d = 3.7 x 101,
and E[Z3] = E[(X) + X»)?] = E[X{] + 2E[X, X, + E[X]],
where by independence E[X;X,] = E[X1] - E[X»] = 550, 0007 .
Then E[Y?] = (.96)E[Z}] + (.03)E[Z3] + (.01)E[Z3]
= (.96)(0) + (.03)(3.7 x 10')

+ (.01)(3.7 x 10142 x 550,000% + 3.7 x 10'!) = 2.455 x 10 .
Var[Y] = E[Y? — (E[Y])? = 2.38 x 100 .
The premium charged by theinsurer is
EY]+ /Var[Y] = 27,500 + 154,250 = 181,750 . Answer: D

36. Last year, for aloss of amount X, the amount paid by the insurer was
v { 0if X<100

X—100 if X>100
fx(x) = ﬁ (uniform distribution on the interval (0, 1000) ). The expected payment by the
insurer last year was [, (z — 100) - togg da = 405.
Thisyear, for aloss of amount X, the amount paid by the insurer is still

v { 0 if X<100

X—100 if X>100
fx(z) = 10 (uniform distribution on the interval (0, 1050) ).

1050
The expected payment by the insurer thisyear is f1050(:c —100) - W150 dx = 429.76.

100

The percentage increase is 100(% —1)=6.11. Answer: C

. Last year the pdf of the loss random variable X was

, but this year the pdf of the loss random variable X is
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37. The ceding insurer will cover al claims from classes 1 and 2, and will cover the first 2 units
of claim from any policy in class 3. The ceding insurer purchases 2 units of reinsurance for each
of the policies with benefit amount 4, for atotal of 4500(2) = 9000 unitsreinsured. The cost of
the reinsuranceis R = 9000(.03) = 270 . Theretained claim distribution S’ consists of 8000
(Class 1) policieswith ¢ = .025 and E[B;] =1 and 8000 policies (3500 + 4500, Classes 2 and
3 combined) with ¢ = .025 and E[B;] = 2. Weare using the notation mentioned earlier, B; is
the conditional claim from policy ¢ given that aclaim occurs. Then, X; isrelated to B; through
the relationships E[X,] = ¢;E[B;] and Var[X,] = qi(1 — ¢)(E[B:i])> + ¢; - Var[B;] . Inthis
case Var[B;] = 0 for al policies; thisis generally assumed for term life insurances. Then,
E[S] =" E[X;] = 8000(.025)(1) + 8000(.025)(2) = 600 and

Var[S] = Y- Var[X;] = 8000(.025)(.975)(1%) + 8000(.025)(.975)(22) = 975 .
Then, Q = 600 + 24/975 + 270 = 932.45. Answer: E

38. Thedistribution of costsis exponential with a mean of 100. From the lack-of-memory
property of the exponential distribution, the conditional distribution of costs given cost is greater
than 20 is also exponential with mean 100. Reimbursement is 100 if health care cost is 120 and
reimbursement is 115 if health care cost is 120+30 (since 50% of the additional 30 is reimbursed).
The conditional probability that reimbursement is below 115 given that reimbursement is positive
is the probability that an exponential random variable with mean 100 is less than 130 (conditional
probability that total cost islessthan 150 given that it isat least 120). Thisis

1 — e 130/100 — 727 = Answer: B

39. Suppose that the mean of the exponential distribution is A. Then with deductible amount d,

the expected payoutis E[(X —d).] = [°[1-Fx(z)]dz = [;"e~*/*dz = Xe~¥/*.

Since the expected payout with deductl bleis 90% of the expected claim payment, it follows that
e~ = 9. Thisisalso P(X > d) for the exponentia distribution.

Then E[(X —d)*|X >d] = [, (z — ﬂ% dz . 1f we apply the change of variable

y=x—d,weget f er*d/Ae Wd = e N x 207 = .9 x 2)\2 = 1.8)\%.

A
= y/ dy = 2)\? isthe second moment of an exponential distribution

Thisisbecause  [;*y?
and e~%/* was already determl nedtobe.9.

Then Var[(X —d)] = E[(X —d)?|X >d] — ( E[(X —d)4]]> = 1.8)\% — ((9))? = .99)\% .
Thisis .01\? less (1%) than the variance of X. Answer: A
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40. The number of accidents has a binomial distribution with p = .25 and n = 3, so the mean
number of driving errorsis E[N] = 3 x .25 = .75 and the variance of the number of driving
erorsis Var[N] =3 x .25 x .75 = .5625 .

If thelossis X, then E[X] =.8 and Var[X] = .82 = .64.

The unreimbursed lossfor asingle accidentis Y = .3X , withmean .3 x .8 = .24

and variance .3% x .64 = .0576 . The variance of the total unreimbursed loss S is
Var[E[S|N]| + E[Var[S|N]]. But E[S|N]| = .24N and Var[S|N] = .0576 N

since there are N independent accidents.

Then E[Var[S|N]] = E[.0576N] = .0576 x E[N] = .0576 x .75 = .0432,

and Var[E[S|N]] = Var[.24N] = .24% x Var[N] = .24% x .5625 = .0324 .

Finaly, Var[S] =.0432 + .324 = .0756 . Answer: B
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NORMAL DISTRIBUTION TABLE

Entries represent the area under the standardized normal distribution from -0 to z, Pr(Z<z)
The value of z to the first decimal is given in the left column. The second decimal place is given in the top row.

z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
00/ 05000 05040 0.5080 05120 05160 05199 0.5239 0.5279 0.5319 0.5359
01| 05398 05438 0.5478 0.5517 05557 0.5596 0.5636 0.5675 05714 05753
02) 05793 0.5832 0.5871 0.5910 0.5948 0.5987 . 0.6026 0.6064 0.6103 0.6141
03] 06179 06217 06255 0.6293 06331 0.6368 0.6406 0.6443 06480 06517
0.4/ 06554 06591 06628 06664 06700 06736 0.6772 0.6808 0.6844 0.6879

0.5 06915 06950 06985 0.7019 07054 0.7088 0.7123 0.7157 0.7190 0.7224
06f 07257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549
07/ 07580 07611 0.7642 0.7673 07704 0.7734 0.7764 0.7794 0.7823 0.7852
08/ 07881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133
098] 08159 08186 08212 08238 0.8264 08289 0.8315 0.8340 0.8365 0.8389

1.0 08413 0.8438 08461 0.8485 08508 0.8531 0.8554 0.8577 0.8599 0.8621
111 08643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830
12/ 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015
1.3] 09032 . 0.9049 09066 0.9082 09099 0.9115 0.9131 09147 09162 09177
14/ 09192 09207 09222 0.9236 09251 0.9265 0.9279 0.9292 0.9306 0.9319

08332 09345 09357 0.9370 09382 0.9394 0.9406 0.9418 0.9429 . 0.9441
09452 0.9463. 09474 0.9484 09495 0.9505 0.9515. 0.9525 0.9535 .- 0.9545
09554 0.9564 0.9573 0.9582 09591 0.9599 09608 0.9616 0.9625 -0.9633
09641 09649 09656 0.9664 09671 0.9678 0.9686 0.9693 0.9699 0.9706
09713 09719 09726 0.9732 09738 09744 09750 0.9756 09761 0.9767

PO NP T R SN
©oo~N»;

20| 09772 09778 09783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817
21] 09821 0.9826 0.9830 09834 0.9838 09842 00846 0.9850 0.9854 0.9857
22/ 09861 09864 0.9868 0.9871 09875 09878 0.9881 0.9884 0.9887 0.9890
23| 09893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916
24] 09918 0.9920 0.9922 09925 0.9927 09929 09931 0.9932 0.9934 0.9936

25] 09938 0.9940 09941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951  0.9952
26| 09953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964
27| 09965 0.9966 0.9967 09968 0.9969 09970 0.9971 0.9972 0.9973 0.9974
28| 08974 09975 0.9976 0.9977 09977 09978 0.9979 0.9979 0.9980 0.9981
29( 09981 09982 0.9982 0.9983 09984 09984 0.9985 0.9985 0.9986  0.9986

30| 08987 0.9987 0.9987 0.9988 0.9988 09989 09989 0.9989 0.8990 0.9990
31| 09990 0.9991 0.9991 0.9991 0.9992 09992 009992 0.9992 0.9993  0.9993
32| 09993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995
33| 09995 0.9995 09995 0.9996 0.9996 0.9996 0.9996 0.9996 0.9996  0.9997
34| 09997 09997 09997 09997 09997 0.9997 0.9997 0.9997 0.9997 0.9998

35/ 09998 0.9998 0.9998 09998 0.9998 0.9998 0.9998 0.9998 0.9998  0.9998
36/ 09998 09998 0.9999 09999 0.9999 09999 09999 0.9999 0.9999  0.9999
37] 09999 09998 09999 0.9999 09999 0.9999 0.9999 0.9999 0.9999 0.9999
38| 09999 0.9999 0.9999 09999 0.9999 0.9999 0.9999 0.9999 - 0.9999  0.9999
39| 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1 .0000 1.0000 1.0000




PRACTICE EXAMS



Note that some of the questions on these practice exams are somewhat more challenging than the
typical exam questions.
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PRACTICE EXAM 1

1.If FE and F areeventsfor which P[E U F] = 1,then P[E' U F'] =
A)0 B)P[E'|+ P[F'| — P[E'] - P[F']  C) P|E'] + P|F"]
D) P[E'|+ P[F']—1 E)1

2. Sixty percent of new drivers have had driver education. During their first year, new drivers
without driver education have a probahility of .08 of having an accident, but new drivers with
driver education have only a .05 probability of an accident. What is the probability a new driver

has had driver education, given that the driver has had no accidents the first year?
A) 5 B) (.92)(.4) Q) (.95)(.4)

6 (.95)(.6)+(-92)(-4) (:95)(.6)+(.92)(:4)
D) (.95)(.4) E) (.95)(.6)

(:95)(-4)+(-92)(.6) (:95)(.6)+(-92)(:4)

3. A lossdistribution random variable X hasapdf of f(z) = ae™® + be™%*
for z > 0. If themean of X is1, find the probability P[X < 1].
A) 52 B) 63 C) .74 D) .85 E) .96

4. 1f fx(x) =ze /2 for 2 >0,and Y = In X , find the density function for Y.

1.2y

A) e2y—3e” B) (in y)e*(lwy/? (o)) ev—3e” D) ye’yQ/Q E) e 2¢

5. Aninsurer estimates that Smith's time until death is uniformly distributed on the interval [0, 5]
and Jones' time until death is uniform on theinterval [0, 10] . The insurer assumes that the two
times of death are independent of one another. Find the probability that Smith isthefirst of the
two to die.

A) 1 B s D2 B3

W=
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6. If X hasanormal distribution with mean 1 and variance 4, then P[X? — 2X < 8] = ?
A) .13 B) 43 C) .75 D) .86 E) .93

2z for O<x<1

7. Thepdf of X is f(x):{oel o . Themean of X isp .
, elsewnere
E[|X—p]

Find Var[X]
A)% B)% C)% D)g E)g—f

8. Two players put one dollar into apot. They decide to throw apair of dice aternately. The
first one who throws atotal of 5 on both dice wins the pot. How much should the player who
starts add to the pot to make this afair game?
AL B S O3 DE B3

9. Ananalysis of economic data shows that the annual income of arandomly chosen individual
from country A has a mean of $18,000 and a standard deviation of $6000,

and the annual income of arandomly chosen individual from country B has a mean of $31,000
and a standard deviation of $8000. 100 individuals are chosen at random from Country A and
100 from Country B. Find the approximate probability that the average annual income from the
group chosen from Country B is at least $15,000 larger than the average annual income from the
group chosen from Country A (all amounts are in US$).

A) .9972 B) .8413 C) .5000 D) .1587 E) .0228

10. Threeindividuals are running a one kilometer race. The completion time for each individual
isarandom variable. X; isthe completion time, in minutes, for person .

X; : uniform distribution on theinterval [2.9, 3.1]

X, : uniform distribution on theinterval [2.7, 3.1]

X3 : uniform distribution on theinterval [2.9, 3.3]

The three completion times are independent of one another.

Find the expected latest completion time (nearest .1).

A) 2.9 B) 3.0 C) 31 D) 3.2 E) 33
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11. The amount of liability claim Y in a motor vehicle accident has a uniform distribution on the
interval (0, 1), and the amount of property damage in that accident has a uniform distribution on
theinterval (0, \/5). Find the density function of X, the amount of property damage in an
accident.

A)2(1—2z) B)2z C) 2(1—z'/4 D)ﬁ—l E) 7

12. A lossrandom variable X has auniform distribution on the interval [0, 1000].

Find the variance of the insurer payment per loss if there is a deductible of amount 100 and a
policy limit (maximum insurance payment) of amount 400 (nearest 1000).

A) 20,000 B) 21,000 C) 22,000 D) 23,000 E) 24,000

13. Let X, ..., X,, beindependent Poisson random variables with expectations i, ..., A, ,

respectively. Z = > aX;, wherea isaconstant. Find the moment generating function of Z.
i=1

A) exp(tzn:a)\i + %t2§:a2/\i> B) exp(ia/\i(et - 1))
i=1 i=1 i=1

)] exp(ti_ila)\i + %tQi_ilaQ)\%) D) exp<i:il)\i(eat _ 1)) E) [ﬁﬁ”} e — 1]

14. Let X be arandom variable with mean 3 and variance 2, and let Y be arandom variable such
that for every x, the conditional distribution of Y given X = x has amean of = and a variance of
x?. What isthe variance of the marginal distribution of Y'?

A) 2 B) 4 C) 5 D) 11 E) 13

15. Let X and Y be discrete random variables with joint probabilities given by

X 1 )

2 01 + 05 01 + 20,
Y

4 01 + 20, 0, + 0,

Let the parameters 6, and 6, satisfy the usual assumption associated with ajoint probability
distribution and the additional constraints — .25 < ¢; < .25 and
0 <6y <.35.1f X andY areindependent, then (64,6,) =

A 0,3 B (3.0 O((-Lh D (-4d B D
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16. A machine has two components. The machine will continue to operate aslong as at |east one
of the two componentsis working. Measured from when a new machine begins continuous
operation, the time (in years) until failure of component 1 is X and the time (in years) until
failure of component 2isY. The density function of the joint distribution between X and Y is
fle,y)=xz+4+y, 0<x <1, 0<y<1. Findtheprobability that a new machineistill in
operation 6 months after it began operating.

AS B Of D3I Bj

17. For aPoisson random variable X with mean ) it isfound that it istwice aslikely for X to be
lessthan 3 asitisfor X to be greater than or equal to 3. Find A\ (nearest .1).
A) 2.0 B) 2.2 C) 24 D) 2.6 E) 2.8

18. Let X and Y be discrete random variables with joint probability function
gr+l—y
=—— for z=1,2and y=1,2
X
flz,y) = . Caculate E[3].
0, otherwise

A)g B) 2 C)§ D)% E)

wlot

19. People passing by acity intersection are asked for the month in which they were born. Itis
assumed that the population is uniformly divided by birth month, so that any randomly passing
person has an equally likely chance of being born in any particular month. Find the minimum
number of people needed so that the probability that no two people have the same birth month is
lessthan .5.

A) 2 B) 3 C 4 D) 5 E) 6
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20. Under agroup insurance policy, an insurer agrees to pay 100% of the medical billsincurred
during the year by employees of a small company, up to a maximum total of one million dollars.
Thetotal amount of billsincurred, X, has probability density function

z(4—x)
f(x):{T’ 0<z<3

_ , where z is measured in millions.
0, otherwise

Calculate the total amount, in millions of dollars, the insurer would expect to pay under this

policy.
A) 0.120 B) 0.301 C) 0.935 D) 2.338 E) 3.495

21. Let X be arandom variable with moment generating function M (t) = ( 3
for —oo <2 < oo. Findthevariance of X.
A) 2 B) 3 C) 8 D) 9 E) 11

22. A carnival gambling game involves spinning awheel and then tossing a coin. The wheel
lands on one of three colors, red, white or blue. Thereis a 1/2 chance that the wheel lands on red,
and there is a 3/8 chance of white and a 1/8 chance of blue. A coin of the color indicated by the
wheel isthen tossed. Red coins have a 50% chance of tossing a head, white coins have a 3/4
chance of tossing a head, and blue coins have a 7/8 chance of tossing a head. If the game player
tosses a head, she wins $100, if she does not toss a head she wins 0. Find the cost to play the
game so that the carnival wins an average of $1 per play of the game.

A) Lessthan 62 B) At least 62 but less than 64 C) At least 64 but less than 66

D) At least 66 but |ess than 68 E) At least 68

23. Fred, Ned and Ted each have season tickets to the Toronto Rock (Lacrosse).

Each one of them might, or might not attend any particular game. The probabilities

describing their attendance for any particular game are

PJat least one of them attends the game| = .95,

PJat least two of them attend the game] = .80 , and

PJall three of them attend the game] = .50 .

Their attendance pattern is also symmetric in the following way

P(F)=P(N)=P(T) and P(FNN)=P(FNT)=P(NNT),

where F', N and T' denote the events that Fred, Ned and Ted attended the game, respectively. For

aparticular game, find the probability that Fred and Ned attended.
A)15 B)30 C).45 D).60 E).75
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24. Aninsurer will pay the amount of alossin excess of a deductible amount «.. Suppose that
the loss amount has a continuous uniform distribution between O and C' > «. When aloss
occurs, let the expected payout on the policy be f(«). Find f/(«).

A) & B) — & O+l D -1 BHl1-5

25. Coins K and L are weighted so the probabilities of heads are .3 and .1, respectively. Coin K
istossed 5 times and coin L istossed 10 times. If all the tosses are independent,

what is the probability that coin K will result in heads 3 times and coin L will result in heads 6
times?

A (D) ren+ () rr B (5) () ey

o ()6 D) E) (.6)(.9)

26. Aninsurance policy iswritten that reimburses the policyholder for all losses incurred upto a
benefit limit of 750 . Let f(z) be the benefit paid on aloss of « . Which of the following most
closely resembles the graph of the derivative of f ?

F Y
(A) 10 (B
} X
750
F Y
() 10— () 1
& > x x
750 750
(E) 1
} X
750
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27. Thevalue, v, of an appliance is based on the number of years since purchase, ¢, as follows:
v(t) = e(™=2") | If the appliance fails within seven years of purchase, awarranty pays the

owner the value of the appliance. After seven years the warranty pays nothing. The time until

failure of the appliance has an exponential distribution with amean of 10. Calculate the expected

payment from the warranty.

A) 98.70 B) 109.66 C) 27043 D) 320.78 E) 352.16

28. A test for adisease correctly diagnoses a diseased person as having the disease with
probability .85. The test incorrectly diagnoses someone without the disease as having the disease
with aprobability of .10. If 1% of the people in a population have the disease, what is the chance
that a person from this population who tests positive for the disease actually has the disease?

A) .0085 B) .0791 C) .1075 D) .1500 E) .9000

29. Let X and Y be discrete random variables with joint probability function f(z,y) given
by the following table:

T
2 3 4 D
0 05 .05 .15 .05
y 1 40 0 0 0
2 05 15 10 0

For thisjoint distribution, E[X] = 2.85 and E[Y] =1. Cdculate Cov[X,Y] .
A) —20 B) —.15 C) .95 D)270 E) 285

30. One of the questions asked by an insurer on an application to purchase a life insurance policy
iswhether or not the applicant isasmoker. The insurer knows that the proportion of smokersin
the general population is .30, and assumes that this represents the proportion of applicants who
are smokers. Theinsurer has also obtained information regarding the honesty of applicants:

* 40% of applicantsthat are smokers say that they are non-smokers on their applications,

* none of the applicants who are non-smokers lie on their applications.

What proportion of applicants who say they are non-smokers are actually non-smokers?

Ao B L o D pi1
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PRACTICE EXAM 1-SOLUTIONS

1. P[E' UF'] = P|[E'| + P[F'] — PI[E' N F"].
But E'NF =(EUF) ,sothat P[E'NF'|=P[(EUF)]=1-P[EUF]=1-1=0,
sothat P[E'UF'] = P[E'| + P[F']. Answer: C

2. We define the following events:
A - the new driver has had driver education
B - the new driver has had an accident in hisfirst year.
Weareto find P[A|B] = Pﬁ%f] , and we are given P[A] = .6, P[B|A] = .08,
and P[B|A] = .05. Using rules of probability, P[B|A] =1 — P[B|A] = .95,
and hence, P[AN B] = P[B|A]- P[A] = (.95)(.6) . Also, P[A] =1— P[A] = 4.
But, P[B|A] =1 — P[B|A] =1 — .08 = .92, and hence
P[ANB] = P[BJA] - P[A] = (.92)(4) .
Thus, P[B] = P[AN B]+ P[AN B] = (.95)(.6) + (.92)(.4), and then

6)

Bl FAOBl _ (o5 |
PIAIB) = "pmy = tost e+ (om0 Answer: E
3 f(z)=ae " +be® - [Fflz)dz=0a+5 bfl

We use the following integral rulefor integer k > 0and ¢ >0
fooczck e “dx = % , to get

= [z f(z)dz =a+ ib: 1.
Solving the equationsresultsin a = 1, b = 0. The probability is
PIX<1]=[le*dr=1-e¢"'=.632. Answer: B

4. Thefunction y = u(z) = Inz isstrictly increasing (and thus, one-to-one) for all z > 0, with
theinverse function being = = e/ = v(y) . Then
Fr(y) = Fx (o) - [0 ()] = Frler) - ¥ = v - /2 o1 — e2obe
Alternatively, Fy(y) = P[Y <y]=P[lnX <y] = P[X <¢€Y],and
Fx(z)=P[X <z|= fgte—t'zﬂdt — 1 _ 2
= Fy(y) = P[X < e’ = [{te"2dt =1 — ()2
= frly) = F(y) = e 2",

Answer: A
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e S
10 = 50 -

The rectangle below is the region of density for the joint distribution and the shaded region
representstheevent S < J (Smith'stime of death isless than that of Jones). The probability

is [ [ &5 djds = [} 1%5* ds = .75 . Altematively, since both S and J are uniformly
distributed, and they are independent, it follows that the joint distribution is uniformly distributed

5. Thejoint density of time until deathis fs.5(s,j) = fs(s) - f1(j) =

on the rectangle and the probability of any region is the fraction of the region of the full rectangle
on which thejoint distribution is defined. The shaded region can be seen to be .75 of area of the
rectangle, and therefore probability of the shaded regionis.75.
J
1@

Answer: E

6. Since X ~ N(1,4), Z = % has a standard normal distribution. The probability

in question can be written as

PIX?-22 <8 =P[X?-2X+1<9=P[(X -1)2<9=P[-3<X—-1<3]
=P[-15< %2 <15)=P[-15<2Z <15 =9(L5) — [L - (L5)] = .86

(from the standard normal table). Answer: D

7. E[X] = folx-(Qa:) dx = % E[X2) = [l2?. (2z)dx =

VarX] = BIX? - (BIX]? = 5 - (})* = 15 -
El|X —ul) = BIX =3[ = ;3 - 2)(22) dz + f,j(x — 3)(22) duw = &5 .
Then E‘[/Iji[}t]ll - 116//1881 - % : Answer: C
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8. Player 1 throwsthediceonthrows1, 3,5, ... and the probability that player wins on throw
2k +1 is ( )2k 5 for k=0,1,2,3,... (thereisa g probability of throwing atotal of 5 on any

one throw of the pair of dice). The probability that player 1 winsthe pot is
1 1 9

s+ 5+ g+ Ty T T
Player 2 throws the dice on throws 2, 4, 6, .. The probability that player 2 wins the pot on

throw 2k is (9)2’“ 1.5 for k=1,2,3,... and the probability that player 2 winsis

8.1, (83 1 §5.l =81 1 _ 8 _4_9
R RIS EC T ELRE 17

If player 1 puts 1 + ¢ dollarsinto the pot, then his expected gainis 1 - 1% —(1+4+¢)- % .

and player 2'sexpected gainis (1 +c¢) - 17 -1 3 In order for the two playersto have the
1

same expected gain, we must have 1-% —(1+c) 77 =0,s0that c = 5. Answer: C

100
9. Let S = 100 ZX be the average annual income of the 100 individuals from Country A.

Then E[S] = (Wlo)gE[X.] (755)(100)(18, 000) = 18,000 ,

100
O)Qigv@r[X] (155)%(100)(6,000)% = 360, 000

‘ -

and Var[S] = (3

o

(being randomly chosen, the X;'s are independent, and covariances between any pair is0). Ina
100
similar way, let T = 100, ZY be the average annual income of the 100 individuals from

Country B. Then E[T] = (100)%)]3[ Yi] = (100)(100)(31,000):31,000.

100
and Var[T] = ( ) ZVar[ 1= ( 100) (100)(8,000)? = 640, 000 .
Since the sample sizes are each 100, both S and 7" have distributions which are approximately
normal (sample size 30 is usualy the number taken in practice to use the normal approximation to
the sum or mean of arandom sample).

Wewishtofind P[T > S+ 15,000]. W =T — S hasnormal distribution with mean
E[W]|=E[T — S| = E[T] — E[S] = 31,000 — 18,000 = 13,000 , and with variance
Var[W] = Var[T — S] = Var[T] + Var[S] = 640,000 + 360,000 = 1,000, 000

(T and S are independent, since the samples are drawn from two different Countries,
therefore there is no covariance between 7" and S). Then,

_ pr W=13,000 _ 15,000—13,000;
P[W > 15,000] = P[\/l,OOO,OOO /1,000,000 | =Pz >72]

=1-®(2) =1-.9772 = .0228 (wetransform W to get Z =

W—E[W]

Variv] which has a

standard normal distribution). Answer: E
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10. Y = maxz(Xy, Xo, X3). fr(y) = Fy(y) , where
Fy(y) = P[Y <y] = Plmaz(X1, X2, X3) <yl =Pl(X1 <y) N (X2 <y) N (X3 <y)]
= P[X; <y| P[Xy <y|] - P[X5 <y]

5(y —2.9) - 2.5(y — 2.7) - 2.5(y — 2.9) = 31.25(y — 8.5¢y* + 24.07y — 22.707) for 2.9 <y < 3.1
2.5(y — 2.9) for 3.1 <y <33

and Fy(y) =0 for y <29.

31.25(3y* — 17y + 24.07) for 2.9 <y < 3.1
2.5 for 3.1 <y <33°

Finaly, E[Y] =[5y 31.25(3y% — 1Ty + 24.07) dy + [;7y - 2.5dy = 2 + 1.6 = 3.12.

Then, fy(y) = Fy(y) =

An alternative solution uses the fact that for a non-negative random variable, Y > 0, the mean
can be expressed intheform E[Y] = [[*[1 — Fy(y)]dy .
In this case,
E[Y] = 1—0 f [1—31.25(y3 —85y -|—24 07y — 22.707)] dy
-|-f [1—2.5( —2.9)]dy—29-|— 240 + 20 =3.12.Answer: C

11. The marginal density of X is f(x fo x,y)dy .
Thejoint density of X and Y can be constructed from the conditional density of X givenY and
the marginal density of Y, f(z,vy) = f(z|y) - g(y) . Then
= [y £( wydy—fo (zly) - 9(y) dy .
But f(z]y) = 7 for 0 <z < ,/y, orequivaently, for PP<y<l.

Thus, f(z) = [ - 5 Ldy = 2y1/2‘ =200 Answer: A
0 X < 100
12. Y = amount paid by insurance = { X —100 100 < X < 500
400 X > 500
E[Y] = [0 (z — 100) - 1000 dz +400[1 — Fx (500)] = 80 + 400(1 — 3) = 280.
E[Y?) = [z — 100)? - 1 da + 4002[1 — Fy(500)] = S9% 4 4002(1 — 1) = 204000,
VarlY] = E[Y?] - (E[Y])* = 2% = 22,033, Answer: D

13. My(t) = E[e'?] = Elexp(t Y. aX;) = E[e®X1 . e@X:2...c0t %] and since the X;'s

i=1
are independent, and since a Poisson random variable Y with mean \; has mgf.
My (r) = M1 this becomes

My (t) = [T Efent] = HMX (at) = Answer: D

:]:
>4
=
2
=
|
o
=
=
>
=
o
g
|
—_
Rt

i 1 i=1
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14. Var[Y] = Var[E[Y|X]] + E[Var]Y|X]] .

Wearegiven E[Y|X =z] =2 and Var[Y|X = z] = 2?, sothat
E[Y|X] =X and Var[Y|X] = X2, and then

Var[Y] = Var[X] + E[X?]. Wearegiven E[X]=3,and Var[X] =2,
sothat 2 = Var[X] = E[X?] — (E[X])? - E[X?] = 11, and therefore,
VarlY]=2+11=13. Answer: E

15. Sincethe total probability must be 1, we have 46, + 66, = 1.
The marginal distributions of X and Y have

P[X =1]=P[X =5]=P[Y =2] = P[Y = 4] = 20, + 36,
of independence, P[X =1,Y =2]| = P[X =1]- P[Y = 2]
Solving the two equationsin #; and 6, (46, + 66, =1 and 6; + 6, = %) resultsin
91:%,02:0. Answer: B

16. The new machineis still operating if at least one component is still working. The machineis
no longer operating if both components have stopped working.
P[the new machineis still operating at time 6 months (%-year)]

= 1 — P[machineis no longer operating at %—year]

=1-P(X<HnEw < =1- [ f(2y) dyde

_1_ 1/2 p1/2 1/2 1

o Jo @y dydr =1~ |, (%x—i—%)d:p:l—g:%. Answer: C

17. PIX < 3] = e+ de 4 X et —e M1+ 20+ 2).

PIX>3=1-PX <3| =1-e 1+A+2).

Wearegiventhat P[X < 3] =2P[X >3] s e M1+ X+ /\72) =2l —eM1+A+ /\72)]
2

2
se M1+ A+ /\7)23.

It is not possible to solve this equation algebraically, but we can substitute the 5 possible answers
for \ to seewhichisclosest. For A =2 ,weget e ?(1+2+ %) = .677 , which turns out to

be the closest answer. Answer: A
18 E[F] = Y p(X,v)=1-2+3.142.241.2=-2 Answer: D
z=1 y=1""
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19. A, = event that second person has different birth month from the first.
P(A;) = 11 = 9167.
Az = event that third person has different birth month from first and second.
Then, the probability that all three have different birthdaysis
P[A3 N Ay] = P[A3]As] - P(Ay) = (13)(f3) = -7639.
A4 = event that fourth person has different birth month from first three.
Then, the probability that all four have different birthdaysis
P[A;N A3 N Ay] = P[A4|A3 N Ag] - P[As N As]
= P[Ayf A5 0 As] - P[A3]As] - P(A2) = (35)(19) (33) = -5729.
A; = event that fifth person has different birth month from first four.
Then, the probability that all five have different birthdaysis
P[As N AN A3 N Ay] = P[As|AyN A3 N Ag] - P[Ay N As N Ay
= P[A5|As N A3 N Ag] - P[A4] A3 N Ag] - P[A3|As] - P(A2)

= ($)(F) () (13) = .3819. Answer: D

_ ) z if z <1 (million
20. Theinsurer will pay L = { 1if o ; 1 ((miIIion)) .

The expected payment by the insurer will be
= folx - f(z)dx + ffl < f(z)dx = folx

13 |, 22 _ 101
— 108 T 27 — 108 — = .935.

3x4 x) da

Answer: C

21. Var[X] = E[X?] — (E[X])?,and E[X]= M'(0), E[X? = M"(0).
M) =9(255)° 5, M) =985V (57 + 9359 §
Then, M'(0) =3 and M"(0) =8 +3 =11,sothat Var[X]=11-3>=2.

Alternatively, Var[X] = j—; In M(t) —0 In this case,
In M(t) —9z (22 :9[zn(2+et) n3,

sothat - ln M(t) = 2‘3?; . and t2 InM(t) = (2+¢! )((926_:_)6;)(29€t)(6t) ,

atren £, (o] — B0

A quicker alternative is to recognize that the given MGF is the MGF of a binomial random

variablewith n =9 and p= % . In genera, the MGF of abinomial random variable with
parametersn and p is M (t) = [pe' + (1 — p)]™ . Each random variable has its own unique

MGF, so M(t) = (2“;)6 )° must be the MGF for the binomial with n =9 and p = 5

Thevariance of X isthen np(1 — p) = 9(3)(5) =2. Answer: A
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22. The amounts won for each coin type are the component distributions:

) 100 prob. % . ) 100 prob. %
Red coin: Xr = 1 White coin: Xy = 1
0 prob. 5 0 prob. ;
100 prob. £
Bluecoin: Xp = {0 P X 8 . P(Red) = 3, P(White) = % , P(Blue) = % .
prob. <

8
Y = amount won isamixture of X, Xy and X , with the mixing weights above.

Then P(Y = 100)
= P(Xp =100) - P(Red) + P(Xw = 100) - P(White) + P(Xp = 100) - P(Blue)
1y/1 3\(3 7\(1 41 23
— DG+ D@+ D@ = ad P =0) =3
The expected amount won is 100(@—}1) = 64.0625 on aplay of the game, so the carnival should
chargethe player 65.0625 per play. Answer: C

23. From the given probabilities, it follows that

Pl[exactly two of them attend the game]
= Plat least two of them attend the game] — P[all three of them attend the game]
=.80—-.50=.30.

We also know that P[exactly two of them attend the game]
=P(FNNNT)+P(FNN'NT)+P(FFNNNT)=.3.

From the symmetry of the probabilities, the three on the right hand side of the equation are equal,
sothat P(FNNNT)=P(FNN'NT)=P(F NNNT)=.1.

They areequal because P(FNNNT')=P(FNN)—P(FNNNT) and
P(FNTNN)=P(FNT)—P(FNNNT) and
PINNTNF')=P(NNT)—-P(FNNNT) ,whichareall equal.

The probability that Fred and Ned attend is then
P(FNN)=P(FNNNT)+P(FNNNT)=.14+.5=.6.

Answer: D
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24. f(a):fac(x—a)'%dx: 50 SN f’(a):%—l. Answer: D

25. Because of independence, P[(K =3)N (L =6)] = P[K = 3] P[L = 6]

= ()] [(§)cneeoy]
(K and L both have binomial distributions). Answer: B

T x < 750 , 1 <750
2. J(x) = {750 2> 750 f(x){o r> 750 °
Thisisthegraphin C. Answer: C
27. The expected value of thewarranty is E|w = [ w m)dm ,where f(m)isthe

density function of the appliance failing at time m. We are given that the failure time has an

exponentia distribution with a mean of 10. The mean of an exponential distribution with

parameter X is 1+ = 10, sothat A\ = .1 . and thedensity functionis f(m) = .le~'™. The

expected value of thewarranty is  E[w(m)] = [, v(m) - .le= "™ dm = [Je(™2m) . 117 dm
— 1 e dmdm = 1eT[A7E ) = 320.78. Answer: D

28. We define the following events: D - aperson hasthe disease ,
TP - aperson tests positive for the disease. We aregiven P[T'P|D] = .85 and
P[TP|D'| = .10 and P[D]=.01 . Wewishtofind P[D|TP].

With amodel population of 10,000, there would be 10,000 x P(D) = 100 = #D people with
the disease and 9,900 without the disease. The number that have the disease and test positive is
#D NTP =#D x P[TP|D] =100 x .85 = 85 and the number that do not have the disease and
test positiveis #D' N TP = #D' x P[TP|D'] = 9,900 x .1 =990 . The total number who test
positiveis #D =#D NTP + #D'NTP = 85+ 990 = 1075. The probability that someone

who tests positive actually has the disease is the proportion #DT%T P 1075 =.0791.

The conditional probability approach to solving the problem is as follows.

Using the formulation for conditional probability we have P[D|TP| = PE?[;Z,]P] :

But P[DNTP| = P[TP|D]- P[D] = (.85)(.01) = .0085 , and
P[D'NTP] = P[TP|D']- P[D'] = (.10)(.99) = .099 . Then,

P[TP] = PIDNTP] + P[D' N'TP] =.1075 - P[D|T'P] = 2052 = 0791 .
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28. continued
The following table summarizes the calculations.
P[D] = .01, given = P[D'|=1- P[D] = .99
Y Y
P[DNTP] P[D'NTP]
= P[TP|D]- P[D] = .0085 = P[TP|D']- P[D'] = .099
Y
P[TP]=PDNTP]+ P[D'NTP]=.1075
Y
PIDITP) = Lt = 9088 — o791 Answer: B

29. Cov[X,Y] = E[XY] - E[X]- E[Y] = E[XY] — 2.85.

5

E[XY]=% ixy-f(x,y):2.0.(.05)+2-1-(.40)+~--+5-1-(0)+5-2-(0)

=2 y=0
=27-285= —.15. Answer: B

30. Weidentify the following events:

S - the applicant isasmoker, NS - the applicant is a non-smoker = S’

DS - the applicant declares to be a smoker on the application

DN - the applicant declares to be non-smoker on the application = DS’.

Theinformation we aregivenis P[S| = .3, PINS|=.7, P[DN|S]| = .4, PIDS|NS]=0.
Wewishtofind P[NS|DN] = %

With amodel population of 100 there are 30 = #5 smokersand 70 = #N .S non-smokers. The
number of smokers who declare that they are non-smokersis

#DN NS =#S x P[DN|S] = 30 x .4 = 12 and since non-smokers don't lie, the number of
non-smokers who declare that they are non-smokers is equal to the number of non-smokers,

so #DN N NS = NS =70 . Thetota number of people who declare that they are non-smokers
iIS#DN NS + #DNNNS =12+ 70 =82 =#DN .

Then, the proportion of applicants who say they are non-smokers that are actually non-smokersis

#DNNNS _ 70 _ 35
DN  — 82 — 41 -

The conditional probability approach to the solution is on the next page.
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30. continued
Wecaculate .4 = P[DN|S] = P[gf[g;s] — PIDNOST ., pIDN N S) = 12,

and 0 = PDS|NS] = HPResSl = PSS, pips NS =0,

Using therule P[A] = P[A N B] + P[A N B'], and noting that DS = DN’ and S = NS’
wehave P[DSNS|=P[S]— PIDNNS]=.3—-.12=.18, and

P[DNNNS] = P[NS] — PIDSNNS]=.7—0=.7,and

P[DN] = PIDNNNS]+P[DNNS]=.7+.12 = 82.

Then, P[NS|DN]= % — T3

These calculations can be summarized in the order indicated in the following table.

P(S),.3 ~  LP(NS)=1-P(S)=.7
given ()
6.DS « 5. P(DSN S) 2. P(DS|NS) =0, given
P(DS) — P(S) — P(DN N S) P(DSNNS)
— P(DSNS) —3-.12=.18 — P(DS|NS) - P(NS)
+ P(DSNNS) = (0)(.7) = 0
= 1840 =18
J 1)
7.DN 4. P(DN|S) = 4 3. P(DN N NS) =
P(DN) given =P(NS)—-P(DSNNS)
—1- P(DS) P(DNNS) —7-0=.7
—1-.18 — P(DNIS) - P(S)
— 82 — (4)(.3) = .12
Then, 8. P[NS|DN] = ZINSODN] _ .7 35 Answer: D

P[DN] 82 — 41
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PRACTICE EXAM 2

) ] %3 for 0<z<k
1. Let X havethedensity function f(z) = { ,
0, otherwise

For what value of k isthe variance of X equal to 2?
A) 2 B) 6 C 9 D) 18 E) 36

2. Alifeinsurer classifies insurance applicants according to the following attributes:
M - the applicant ismale

H - the applicant is a homeowner

Out of alarge number of applicants the insurer has identified the following information:
40% of applicants are male, 40% of applicants are homeowners and

20% of applicants are female homeowners.

Find the percentage of applicants who are male and do not own a home.

A) 10% B) 20% C) 30% D) 40% E) 50%

3. Two componentsin an electrical circuit have continuous failure times X and Y. Both
components will fail by time 1, but the circuit is designed so that the combined times until failure
isaso lessthan 1, so that the joint distribution of failure times satisfies the requirements

0 <z +y < 1.How many of the following joint density functions are consistent with an
expected combined time until failure less than % for the two components?

l. f(z,y) =2 . f(z,y) =3(x+y) . f(x,y) =6z V. f(z,y) = 6y

A) 0 B) 1 C) 2 D) 3 E) 4

4. Ina"wheel of fortune" game, the contestant spinsadia and it ends up pointing to a number
uniformly distributed between 0 and 1 (continuous). After 10,000 independent spins of the wheel
find the approximate probability that the average of the 10,000 spinsisless than .499.

A) Lessthan .34 B) At least .34 but less than .35 C) At least .35 but less than .36

D) At least .36 but less than .37 E) At least .37
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) ) ] ) 1—|u| for —1<u<1
5. A continuous random variable U has density function fy(u) = { _
0, otherwise

Which of the pairs of the following events are independent?
. —1<U<0 . —i<U<3 . 0<U < 1.
A) land Il only B) I and Il only C) ll and 11l only
D) landll, Il and 111 only E) No pairs are independent

6. An excess-of-loss insurance policy has a deductible of 1 and pays a maximum amount of 1.
The loss random variable being insured by the policy has an exponential distribution with a mean
of 1. Find the expected claim paid by the insurer on this policy.

A) el —2¢72 B) el —e7? C) 2(e ! —e7?) D) e ! E) 2¢2

7. If f(z) = (k+1)2® for 0 <z < 1, findthe moment generating function of X.
t(6+6t+3t> t(6—6t+3t> ! (646143t 6
) L gy SO g SR g
6+6t+3t*) | 6 6—6t+3t*) 6

t t
D) (}( 3 +t3 E)P(tis_ts

8. Urn 1 contains 5 red and 5 blue balls. Urn 2 contains 4 red and 6 blue balls, and Urn 3 contains
3red balls. A ball is chosen at random from Urn 1 and placed in Urn 2. Then aball is chosen at
random from Urn 2 and placed in Urn 3. Finally, aball is chosen at random from Urn 3. Find the
probability that the ball chosen from Urn 3isred.

15 30 45 60 75
A)zs Bis Ozx D Bxs

9. The amount of time taken by a machine repair person to repair a particular machineisa
random variable with an exponential distribution with a mean of 1 hour. The repair person's
employer pays the repair person a bonus of 2 whenever arepair takes less than i hours, and a
bonus of 1 if the repair takes between % and i hours. Find the average bonus received per
machine repaired.

A) Lessthan .3 B) Atleast .3 but lessthan .4 C) At least .4 but lessthan .5

D) At least .5 but less than .6 E) At least .6
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10. A stock market analyst has recorded the daily sales revenue for two companies
over the last year and displayed them in the histograms below.

Company A Company B

Number of
OCCUITENCEs
Number of
OCCUITENCES

[
tn

Daily sales revenue Daily sales revenue

STh T
5 -
SR ——
R
PR
SEN—
SLN——
5 ——
SR ——
[
PR
PR

SL

The analyst noticed that a daily sales revenue above 100 for Company A was always
accompanied by a daily sales revenue below 100 for Company B, and vice versa. Let X denote
the daily sales revenue for Company A and let Y denote the daily sales revenue for Company B,
on some future day. Assuming that for each company the daily sales revenues are independent
and identically distributed, which of the following istrue?

(A) Var(X) > Var(Y) and Var(X +Y) > Var(X) + Var(Y) .

(B) Var(X) > Var(Y) and Var(X + Y) < Var(X) + Var(Y) .

(C) Var(X) > Var(Y) and Var(X + Y) = Var(X) + Var(Y) .

(D) Var(X) <Var(Y) and Var(X +Y) > Var(X) + Var(Y) .

(E) Var(X) <Var(Y) and Var(X + Y) < Var(X) + Var(Y) .

11. Bob and Doug are both 100-metre sprinters. Bob's sprint time is normally distributed with a
mean of 10.00 seconds and Doug's sprint timeis also normally distributed, but with a mean of
9.90 seconds. Both have the same standard deviation in sprint time of o. Assuming that Bob and
Doug have independent sprint times, and given that there is .95 chance that Doug bests Bob in
any given race, find o.

A) .040 B) .041 C) .042 D) .043 E) .044

12. Let X and Y be continuous random variables with joint cumulative distribution function
F(x,y) = ﬁl()(QOmy—ny—ny) for 0<zx<band 0<y<5.
Determine P[X > 2].

A) B) & ©) 5 D) 5539 —37) B 55(36y— 2

3
125

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



372 PRACTICE EXAM 2

13. Inasurvey of males over the age of 30, it isfound 50% are married, 40% smoke, 30% own a
home and 60% own acar. Itisalso found that 30% are non-smoking bachelors, 40% are married
car owners, 36% are non-smoking car owners, 25% own both a home and a car and 20% are
married and own ahome and a car. Which of the following statementsis true regarding
independence among the attributes of being married, being a smoker, being a car owner and being
ahome owner?

A) Being single and owning a car are independent

B) Being married and smoking are not independent

C) Being asmoker and owning a car are independent

D) Being ahome owner and being a car owner are independent

E) Being married, being a home owner and being a car owner are mutually independent

14. A lossrandom variableisuniformly distributed on the integers from O to 11.

An insurance pays the loss in excess of a deductible of 5.5 . Find the expected amount not
covered by the insurance.

A) 2 B) 3 C) 4 D) 5 E) 6

15. Aninsurer offersan "all or nothing" policy of the following type. If thelossbeinginsuredis
for an amount of D or more, then the insurance policy pays the full amount, but if thelossisless
than D then the policy pays nothing. Assuming that the distribution of the loss has an
exponentia distribution with a mean of 2, and that D = 2, find the expected payout on the policy.
Al B2 02 De E2

(& € (&

16. Supposethat X isarandom variable with moment generating function
e(ti-1)

M@:i)ﬂ.HMPM:%

j—1

2
A0 B £ ©Of D)3 523
J=
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17. A supplier of atesting device for atype of component claims that the deviceis highly
reliable, with P[A|B] = P[A'|B'] = .95, where

A = deviceindicates component is faulty, and B = component isfaulty .

Y ou plan to use the testing device on alarge batch of components of which 5% are faulty.
Find the probability that the component is faulty given that the testing device indicates that the
component is faulty .

A) 0 B) .05 C) .15 D) .25 E) .50

18. Customers arrive randomly and independently at a service window, and the time between
arrivals has an exponentia distribution with amean of 12 minutes. Let X equa the number of

arrivals per hour. What is P[X = 10] ?
10 —12 1012 —10 121() —10 1210 —12
A T B T )~ D) “1o )

510,-5
10!

19. Workplace accidents are categorized in three groups. minor, moderate, and severe. The
probability that a given accident isminor is.5, that it is moderateis .4, and that it is severeis.l.
Two accidents occur independently in one month. Calculate the probability that neither accident
is severe and at most one is moderate.

A) .25 B) 40 C) .45 D) .56 E) .65

20. Let X beaPoisson random variable with mean A. If P[X = 1|X < 1] = .8, whatisthe
value of \?
A) 4 B) — In2 C) .8 D) .25 E) —in.8

21. Let X and Y be continuous random variables with joint density function
x4y for O<z<1, O<y<l1
fla,y) = {

What isthe marginal density function for X, where nonzero?
A)y+i B2z Oz D) Eayl

0, otherwise

22. Let Xy, Xy, X3 beuniform random variables on the interval (0, 1) with
Cov[X;, X;| = 5; for i,j=1,2,3,i# j. Caculatethevariance of X; +2X, — X;.

1 1 5 1 11
A); B 1 ©O 1—"2 D)3 B35
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23. Thejoint density for liability damage X and collision damage Y when aclaim occursis
flz,y) , 0<X <3, 0<Y <1. Whichof the following represents the probability that total
loss will exceed 1?

A) fol 01—1: (z,y)dydz B) 1-— Ol_y Ol_xf(l’,y) dydz C) fo f(x,y)drdy

D) 1— [y Jy " f(z,y)dedy  E) [} [ fz,y)dyde

24. Medical researchers have identified three separate genes that individuals may or may not be
born with. The researchers have found that 25% of the population have gene A, 20% have gene
B and 10% have gene C'. Furthermore, in any individual, the presence of gene A isindependent
of the presence of genes B or C, but no people can have both genes B and C'. Find the
probability that arandomly chosen individual has at least one of the three genes.

A. .450 B. .475 C. .500 D. .525 E. .550

25. Aninsurance contract reimburses a family's automobile accident losses up to a maximum of
two accidents per year. The joint probability distribution for the number of accidents of athree
person family (X,Y, Z)is p(x,y,z) = k(z + 2y + 2) , where

r=0,1, y=0,1,2 , 2=0,1,2 , and

x, 1, z are the number of accidentsincurred by X, Y and 7, respectively.

Determine the expected number of unreimbursed accident losses given that X isnot involved in
any of the accidents.

A) 5/21 B) 13 C) 5/9 D) 4/63 E) 7/9

5 for 0<z<2

26. Let X beacontinuous random variable with density function f(x) = { _
0, otherwise

Find E[ | X — E[X]|].
A0 B2 02 D% pi

27. Let X and Y be continuous random variables with joint density function
1 for O<y<l—|z| and —1<z<1
flz,y) = {0.,otherwise '

What is Var[X]?

Ak B OZ2 D1 B2
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28. A pair of fair diceistossed 2160 times. X isthe number of times atotal of 2 occurs. Find
the approximate probability that X islessthan 55 using the continuity correction.
A) .24 B) .26 C) .28 D) .30 E) .32

29. Suppose the remaining lifetimes of a husband and wife are independent and uniformly
distributed on the interval [0,40]. An insurance company offers two products to married couples:
One which pays when the husband dies; and
One which pays when both the husband and wife have died.
Calculate the covariance of the two payment times.
A) 0.0 B) 44.4 C) 66.7 D) 200.0 E) 466.7

30. The mortality of a certain type of transistor is such that the probability of its breakdown in
theinterval (¢, t + dt) isgivenby: ce “'dt, t > 0, ¢ > 0. If 10 of these transistors are taken at
random, then the probability that the 10th transistor that breaks down will do so during time

(v, v+dv)is
A) 10c(1 — e=)%e~ dv B) 10ce 1% dv C) 10ce (1 — e=) dv
D) 106(1 — 6—9(31})6—(:1) dU E C(l — e_CU)ge—(:v dU
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PRACTICE EXAM 2- SOLUTIONS

. 2
fol"k_g — 2]{3 E[XQ] Ok 2, d.’L’— n_
k? 2k

Answer: B

2. P[M] =4, P[M'| = .6, P[H] =

Wewishtofind P[M N H'|
6=P[H]=
6=P[M'] =
Thus, P

4, PH=.6,PM'NnH]=.2,
. From probability rules, we have
PM'nH'+ PMNH'],ad

PM'NH]+PM' NH]|=.2+PM NH

[M' N H'] = .4 andthen P[M N H'] = .2. Thefollowing diagram identifies the
component probabilities.

Mg
A

The calculations above can also be summarized in the following table. The events across the top

of the table categorize individuals as male (M) or female (M), and the events down the | eft side
of the table categorize individuals as homeowners (H) or non-homeowners (H')

P(M) = .4 ,given PM)=1-—4=6
P(H)= 4 P(MNH) = P(M'NH)=.2,given
given =PH)-PMNH)=4—2=.2
4
PH)=1-4=6 PMNH)=PM)-—P(MNH)=.4-.2=.2
Answer: B
3. EX+Y fo e +y)f(z,y)dydx
fo 2(x +y)dydx = 2 . Not correct.
fo +y)(z +y) dy dx = § Not correct.
" fo 6 ( a:+y)dydx—1 Notcorrect
AV, .fo “6y(r +y) dydr = § . Not correct.
Notethat Il and IV will have the same outcome by the symmetry of z andy.  Answer: A
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4. The outcome of asingle spinis X, which has a uniform distribution on the interval (0,1] .
10,000

The mean and varianceof X are jand &5 . If W =3 X;, then W has an approximately
i=1

normal distribution with mean 10, 000(5) = 5000 and variance 10,000(;) = 833.33 .

The average of the 10,000 spinsis A = 10”600 .
W —=5000 4990—5000
P[A < 499] = P[W < 4990] = P[22 < \/83;33 ]
= @(49905000) _ ¢ — 346) =1 — ®(.35) = 1 — .637 = .363. Answer: D

1/ 833.33

5 P =" (1—|u)du= [ (Q+u)du=1,

PIT) = [, |ul)du = [°) ,(1+u) du+f1/2 1—u)du=3,

PUII) = [} (1—|u])du= [(1 —u)du= 1

PININ=P(-1<U<0)= [ ,(1+u)du=2=(3)(3)=P() PUI),

which showsthat | and Il are independent.

P(INIII)=P0) =0+ (3)(3) = P(I)- P(III) ,which showsthat | and I are not

independent.

P(IINIII) = (1~ |u])du =2 = (2)(}) = P(11) - P(I1I) , which showsthat I and 1|
D

are independent. Answer:

From the density function for Y we have
P[100,000Y > 40,000] = P[Y > 4] = [, f(y)dy = [,5(1 —y)*dy = (.6) , and
P[100,000Y > 10,000] = P[Y > .1] = ffy y_fi 5(1—y)tdy = (.9)° .

The conditional probability in questionis E 57 132, Answer: B

6. Thelossrandom variableis X, which has density function fx(z) =e™* for = > 1.
0if X<1

The amount paid by theinsuranceis Y = {X— lifl<X<2.
1if X >2
=2
Then E[Y]| = ff(l‘ —1)e ™ dz+1-P[X >2]= —xze ™ ’ . +e?=el—e?.
r=

Answer: B
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7. Since fo xz)dz =1,itfollowsthat (k+1) - % =1,s0that k =2,and f(z) = 32>
Then, Mx(t) = E[e"] = folet"” - 3x?dx. Applying integration by
parts, we have

=1
1 ¢ D) . ) e . 3x2ett [T 1 6ze'®
f . 3xtdxr = f03$ dT)—T 0 0 ¢ d
_ 3et 16x e’y _ 3e Gret |7=1 166”
= - S ) = - [ - e
3¢t Gt | 6(e'=1) _ €'(6-6t+3t) 6 :
:TE_t_§+(t3): il =3 )—t—g. Answer: E

8. P(Rs) = P(RsN Ry N Ry) + P(RsN Ry N By) + P(RsN By N Ry) + P(RsN By N By) .
P(RsNRyN Ry) = P(Rs|R: NRy) - P(Ry|Ry) - P(Ry) =1-2 -1 =2

P(RyN Ry N B1) = P(Ry|Ry N B1) - P(Ro|B1) - P(B1) =171 § = 17 »

P(R3N By N Ry) = P(R3| B2 N Ry) - P(Bs|Ry) - P(Rl):%'% : % = ﬁ ;
P(RsNByN By) = P(R meBg.P( o|By) - P(B) =2 L. 1=21,

Finaly, P(R;) = zi + 12—1 + 44 + 88 gg Answer: E

9. Averagebonus=2- P[T < %] +1- P[i <T< %]
=2[1 —e V4 4 [e7V/4 — /%] = 615 . Answer: E

10. The histogram for Company B is more widely dispersed about its mean than the histogram
for Company A, and therefore Var(Y) > Var(X) . Sincedaily salesrevenue above 100 for
Company A is aways associated with daily sales revenue below 100 for Company B and vice-
versa, the covariance between X and Y is negative. Therefore,

Var(X+Y)=Var(X)+ Var(Y)+2Cov(X,Y) < Var(X)+ Var(Y). Answer: E

11. B— D~ N(.1,20%). P[B> D] =P[B—D > 0] = P[E=2=1 5 =11 _ o5

a2 a\/2
= 0_7% = —1.645 (since P[Z < 1.645] = .95) > o = .043 . Answer: D
g
. 130 _ 13
12. Fx(2)=P[X <2] :J'_TOF(Z?J) F(2,5) = 555 = 35 »
o that P[X>2]:1—P[X§2]:%. Answer: C
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13. M - married, S - smoker, C - car owner, H - home owner
Wearegiven, P[M] = .5, P[S] = 4, P[C] = .6, P[H] = .3, PIM'nS']| = .3,
PMNC]=.4,P[SNC]=.36, PIHNC] = .25, PIMNCNH] = 2.
Then, P[M'NnC] = P[C] - PIMNC]=.6—.4=.2,
but P[M']- P[C] = (.5)(.6) = .3 = M’, C not independent — A isfase.
P[M'nS']1=.3, P[M']-P[S'] = (.5)(.6) =.3 » M, S’ areindependent
- M, S areindependent » B isfalse
P[S'NC] = .36 = (.6)(.6) = P[S']- P[C] » S’,C areindependent
- S, C areindependent — Cistrue.
Wecanasocheck P[HNC|=.25%# (.3)(.6) = P[H]- P[C]
- H,Cnotindependent — D isfalse,
PIMNCNH]=.2%#(.5)(.6)(.3) = P[M]- P[C]- P[H|
— M, C, H are not mutually independent. Answer: C

14. The amount not covered is

Loss O 1 2 3 4 ) 6 7 11
Amt. 0 1 2 3 4 5} 9.9 9.9 9.9
Not Covered

1 1 1 1 1 1 1 1 1
Pob. 3 % © ©® B 1T 1 1 T 1
The expected amount not covered by the insuranceis
($)0+1+2+3+4+5+55(6)]=4. Answer: C

15. The expected payment on the policy will be

=
f;cx . %e‘””ﬂ dr = — ze /2 — 2¢~%/2 =4e !, Answer: C
r=2

16. The moment generating function for a non-negative discrete integer-valued random variable
X with probability function f isdefinedtobe M (t) = E[e'*] =Y et - f(4) .
j=0
Sincewearegiventhat M(t) = > # , and it is known that the distribution of arandom
=0
variable is uniquely determined by its moment generating function (i.e., thereis precisely one
probability distribution with that specified mgf), it follows that
. -1 1 . . PR 1
f) = e]—, = 27 - Since f(j) = P[X =] ,itfollowsthat P[X =2] = 5.
Answer: B
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17. With amodel population of 10,000, we have #B = 10,000 x .05 = 500 faulty components

and #B’ = 9,500 working components. We also have #4 N B = #B x P[A|B] = 475 devices

that are faulty and that test as faulty, and we have #4’' N B’ = #B’ x P[A’'|B'] = 9,025

components that are working and do not test faulty. Therefore, there are

#ANB =#B — #A'N B’ =9,500 — 9,025 = 475 components that are working and test

faulty. The total number of components that test faulty is #4 = #A N B + #A N B’ = 950.
#ANB _ 1

The probability that a component is faulty given that it test faulty is the proportion === = 5.

The conditional probability approach to solving the problem is as follows. We can calculate
entries in the following table in the order indicated.

A A
B P[A|B] = .95 (given)
P[B]=.05 1. P[AnB]= P[A|B]- P[B]=.0475
(given)
B 3. P[AN B 2. P[A'n DB
P[B] = P[B|— P|[A'N B/ = P[A'|B] - P[B]
=1-P[B] = .0475 = .9025
=.95

4. P[A] = P[AN B] + P[AN B = .095

5. P[B|A] = 20Al _ a5 _ 5 Answer: E

P[A] — 095

18. When the time between successive arrivals has an exponential distribution with mean (—1Y
(units of time), then the number of arrivals per unit time has a Poisson distribution with parameter
(mean) «. The time between successive arrivals has an exponential distribution with mean %
hours (12 minutes). Thus, the number of arrivals per hour has a Poisson distribution with

parameter 5, so that P[X = 10] = 615()5!10. Answer: E

19. A; denotesthe severity of accident 1 and A, denotes the severity of accident 2.
M I denotes the event that an accident is minor,
M O denotes the event that an accident is moderate, and
S denotes the event that an accident is severe.
The probability in question is the probability that either both are minor or exactly one is moderate
(and because of independence, P[A; N As] = P[A] - P[As]):
P[(Ay=MI)Nn (A = MI)]+ P[(A; = MI)N (A = MO)]
+ P[(Ay =MO)N (A = MI) = (.5)(.5) + (.5)(.4) + (.4)(.5) = .65 Answer: E
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P[X=1] e MAL/1)
[X=0[+P[X=1] — (e *A0/0N)+(e>-\T/11)

> \A=4. Answer: A

20. PX=1X<1]= 5 =38

A
A+1

21 fx(x) = [y(z+y)dy ==z + % . Answer: E

(b—a)’
2 -

22. Thevariance of auniform random variable on the interval [a, ] is
Var[X; +2X, — X3] = Var[Xi] + 4V ar[Xs] + Var[Xs]

+ 2- 2OOU[X1, XQ] - QCOU[Xl, Xg} —2- 2OOU[X2, Xg]

2 4 5

_ 1, 4 1 4 2 4 _5 .
=pthotTnotu 2w 2a=12- Answer: C

23. Theregion of probability isthe lightly shaded region below. It isthe complement of the
darkly shaded region. The probability of the darkly shaded regionis [ [ " f(x,y) dz dy .
Therefore, the probability of the lighter regionis 1 — fol folfyf(x, y)dz dy .

Answer: D

24. Wearegiven P[A] = .25, P[B]= .2, P[C]=.1,P[BNC] =0, andfrom
independence, we have P[AN B] = (.25)(.2) = .05 , P[ANC] = (.25)(.1) = .025.
Using the probability rule for the union of events, we have
P[AU BUC| = P[A] + P|B] + P[C]

— P[ANB]-P[ANC]—-P[BNC]+P[ANnBNC(C].
Since no people have both genes B and C, it is also true that no one has all three genes.
Thus, PIAUBUC] =.254+.2+.1—-.05—-.025—-0+0=.475. Answer: B
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25. Inorder to be a probability distribution, we must have XX3p(x,y,2) =1:
k[()-i—1+2+3+4+5+1+2+3+4+5+6+2+3+4+5+6+7]:1

- k= . Giventhat X = 0, the conditional distribution of Y and 7 is
0,
@AX=>=%%?.Q%>=@w+@ﬂw

pX(o):§§p(0,y,z):6—13(0+2+4+1+3+5+2+4+6):—

The conditional probabilitiesfor Y, Z are

(y,2) (0,0) (1,0) (2,0) (0,1) (1,1) (2,1) (0,2) (1,2) (2,2)

2/63  4/63  1/63  3/63  5/63  2/63  4/63  6/63
Py, z|X =0) 0 3/7 3/7 3/7 3/7 3/7 3/7 3/7 3/7
Number of unreimbursed

accidents 0 0 0 0 0 1 0 1
5/63 4/63
37 Tlgm 2 3

Expected number of unreimbursed accidentsis 1 -

Answer: E

26. E[X] = fOQ:c' 5 dr = % . Then, X — E[X]| =X — é , Which is negative for
x<2. Thus, |X — E |=2-Xifo<x<3
X < 2. Then,

dx+f42/3(x— g) - gdr = % . Answer: C

0<z< gandispositivefor gg
and |X - E[X]|=X-3if 3

E[|X - EX]|]= [,"*(3 -2) -

<
1
0 2

27. The marginal distribution of X is

fx(@) = [Z f(wy) dy EEE
=1— 101X

fol ‘I|1dy:1—|1:|f0r -1<z<1. 4

BIX] = [*2(1 — |a]) dz :

= [Ya(l +2)de + [j2(1 —2)de =0, t

E[XQ] f (1—|:1:|)dx—f 2(1+x) dm—i—fo (1—2z)dx

PR vhe % Var[X] = E[X?] — (BE[X])* = % . Answer: B

28. The probability of tossing atotal of 2isp = % (both dice have to turn up "1").

The number of "2"s occurring in n = 2160 tosses of the dice has a binomial distribution with
mean np = 60 and variance np(1 — p) = 58.33 . Applying the normal approximation with
continuity correction, we have

_ prX=60 _ 545-607 _ @ _ oy _ 1 _ 1 _
PIX <55) = P[0 < el = 0( = .72) = 1 - @(72) = 1 - 7642 = 2358,

Answer: A
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29. T = timeof husband'sdeath , U = time of wifesdeath, W = maz(T,U) .
Cov(T,W) =E[TW]— E[T|E[W]. E[T] = 20, expectation of uniform [0, 40] .
Fy(t) = P[W < t] P(T <t)n (U <t)] =P[T <t]-PlU <1

= (35)(15) = Tegg for 0<t <40,

Thepdf of Wis fi (t) = Fjy(t) = % ,and E[W] = t W dt = 3
Alternatively, E[W] = E[max(T ) = [° [Pmax(t, u)( 5)(q5) du dt

= [t e dudt+ [ [ u 16Oodudt— R %

Let h(t,u) =t- ma:n(t,u) Then

E[TW]|=E[hT,U)] = t maw(t u)( )( ) dudt

= 040fgt2-ﬁdudt+f a5 du dt = 400 + 200 = 600 .
Cov(T,W) = 600 — (20)(%) = 23° . Answer: C

30. The density function for the time of breakdown ¢ for a particular transistor is ce ! for ¢ > 0.
Thus, the cumulative distribution function for the break down time of transistor k is P[T}, < |
= féce’”s ds = 1—e“ fort >0. Let W denote the break down time of the last (10th)
transistor. Then the event that the 10th transistor breaks down by time ¢ is equivalent to the
event that all transistors break down by time ¢ (if the last one breaks down by time ¢ then all
the others have already broken down by that time). Thus,

G(t) = PW <t] = P(TA<t)N(T2 < t)N--- N (T < t)]

= P[[1<t]- P2 <t]---P[Tio<t] = (L—e )0,

The second last equality is a consequence of the assumption of independence of the T}.'s. Thus,
the density function of W isg(t) = G'(t) = 10(1 — e~ “")%e =, Answer: A
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PRACTICE EXAM 3

1. Let X; and X, form arandom sample from a Poisson distribution. The Poisson distribution
hasameanof 1. If Y = min[X;, X5], then P[Y=1] =

[

A) Qee; 1 B) 2665 3 C) e g 1 D) 3 g & E)

2. X and Y are random losses with the following joint density function:

flx,y) = %x for 0 <z <y<2,and0 elsewhere. Find the probability that the total loss
X 4 Y isno greater than 2.

A B O3 D

E) 3

Wl

3. Aninsurer classifies flood hazard based on geographical areas, with hazard categorized as
low, medium and high. The probability of aflood occurring in ayear in each of the three areasis
AreaHazard low medium high

Prob. of Flood .001 .02 .25

The insurer's portfolio of policies consists of alarge number of policieswith 80% low hazard
policies, 18% medium hazard policies and 2% high hazard policies. Suppose that a policy had a
flood claim during ayear. Find the probability that it is a high hazard policy.

A) .50 B) .53 C) .56 D) .59 E) .62

4. Let X and Y be continuous random variables with joint density function
6z for O<x<y<l
flz,y) = {0.,otherwise
Notethat E[X] = 3 and E[Y] =
1 1 1
A By O D

. What is Cov[X,Y]?

3
4
1
L 1

5. A marketing survey indicates that 60% of the population owns an automobile, 30% owns a
house, and 20% owns both an automobile and ahouse. Calculate the probability that a person
chosen at random owns an automobile or a house, but not both.

A) 04 B) 0.5 C) 0.6 D) 0.7 E) 0.9
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6. The number of injury claims per month is modeled by arandom variable N with

P[N =n] = m, wheren > 0.

Determine the probability of at least one claim during a particular month, giventhat there have
been at most four claims during that month.

1 2 1 3 5
A) - B) - O - D) - E) -
)3 )5 )2 )5 )6

7. A survey of alarge number randomly selected males over the age of 50 shows the following
results:

- the proportion found to have diabetesis .02

- the proportion found to have heart disease is .03

- the proportion having neither heart disease nor diabetesis .96 .

Find the proportion that have both diabetes and heart disease.

A) O B) .001 C) .006 D) .01 E) .05

8. Customers at Fred's Cafe win a 100 dollar prize if their cash register receipts show a star on
each of the five consecutive days Monday,..., Friday in any one week. The cash

register is programmed to print stars on arandomly selected 10% of the receipts. If Mark eats at
Fred's once each day for four consecutive weeks and the appearance of starsis an independent
process, what is the standard deviation of X, where X isthe number of dollars won by Mark in
the four-week period?

A) .61 B) .62 C) .63 D) .64 E) .65

.. . . 2 for O<x<y<l1
9. Let (X,Y) havejoint density function f(x,y) :{ .
0, otherwise

For 0 <z < 1,whatis Var[Y|X =x]?

1_2
N BEEE O D

E) Cannot be determined from the given information
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10. A hedlth insurer finds that health claims for an individual in a one year period are random
and depend upon whether or not the individual is a smoker. For a smoker, the expected health
clamin ayear is $500 with a standard deviation of $200, and for a non-smoker, the expected
health claim is $200 with a standard deviation of $100. The insurer estimates that 30% of the
population are smokers. The insurer accepts a group health insurance policy with a large number
of membersin the group. Find the standard deviation for the aggregate claims for a randomly
selected member of the group.

A) 184.1 B) 186.8 C) 1895 D) 192.1 E) 194.7

11. At acertain large university the weights of male students and female students are
approximately normally distributed with means and standard deviations of (180,20) and (130,15),
respectively. If amale and female are selected at random, what is the probability that the sum of
their weightsisless than 2807

A) 0.1587 B) 0.1151 C) 0.0548 D) 0.0359 E) 0.0228

12. A lossdistribution is uniformly distributed on the interval from 0to 100 .

Two insurance policies are being considered to cover part of the loss.

Insurance policy 1 insures 80% of the loss.

Insurance policy 2 coversthe loss up to a maximum insurance payment of L. < 100.

Both policies have the same expected payment by theinsurer. Find theratio

Var[insurer payment under policy 2]
Var|insurer payment under policy 1] (nearest .1).

A)15 B)12 C.9 D6 E.3

13. Therandom variable X has an exponential distribution with mean % It isfound that
Mx(—b?)=0.2. Findb.
A) 1 B) 2 C 3 D) 4 E) 5
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14. Aninspector has been informed that a certain gambling casino uses a "fixed" deck of cards
one-quarter of thetimein its blackjack games. With afair deck, the probability of the casino
winning a particular hand of blackjack is .52, but with afixed deck the probability of the casino
winning aparticular hand is.75 . Theinspector visits the casino and plays 3 games of blackjack
(from the same deck of cards), losing all of them. Find the conditional probability that the deck
was fixed given that the inspector lost all 3 games.

A)O B).25 C).50 D) .75 E)1l

15. Let X and Y be continuous random variables with joint density function

xy for 0<x<2 and 0<y<1 . X
f(:v,y)z{ _ Whatis P[5 <Y < X]?
0, otherwise

A B O3 D3I B3

16. Thelife (in days) of a certain machine has an exponential distribution with a mean of 1 day.
The machine comes supplied with one spare. Find the density function (¢ measure in days) of the
combined life of the machine and its spare if the life of the spare has the same distribution as the
first machine, but isindependent of the first machine.

A) te™! B) 2¢! C) et D) (t—1)e! E) 2te!

17. Aninsurer findsthat the time until occurrence of a claim from its property insurance division
is exponentialy distributed with a mean of 1 unit of time, and the time until occurrence of aclaim
fromitslife insurance division is exponentially distributed with amean of 2 units of time. Claims
occur independently in the two divisions. Find the expected time until the first claim occurrence,
property or life.

A)% B)% C) 1 D)§ E)%

18. A factory makes three different kinds of bolts: Bolt A, Bolt B and Bolt C. The factory
produces millions of each bolt every year, but makes twice as many of Bolt B asit does Bolt A.
The number of Bolt C made is twice the total of Bolts A and B combined. Four bolts made by the
factory are randomly chosen from all the bolts produced by the factory in agiven year. Which of
the following is most nearly equal to the probability that the sample will contain two of Bolt B
and two of Bolt C?

8 96 384 32 1
A)sg Blgs O Dag By
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19. Bvents X, Y and Z satisfy the following relationships:

XNY' =¢,YNZ =¢, PIX'NY)=a, PY'NZ)=b, P(Z)=c.

Find P(X) intermsof a, b and c.

A)a+b+c B)a+b—c C)c+b—a D)c+a-—0> E)c—b—a

20. Let 7y, Z,, Z3 beindependent random variables each with mean 0 and variance 1, and let
X=27Z1—Zs and Y =275+ Z3. What is poxy ?

A) -1 B) -3 ©C -3 DO B

21. Supposethat X has abinomial distribution based on 100 trials with a probability of success
of .2 onany giventria. Find the approximate probability P[15 < X < 25] using the integer
correction.

A) 17 B) .34 C) .50 D) .67 E) .83

22. The model for the amount of damage to a particular property during a one-month period is as
follows. thereisa.99 probability of no damage, thereisa .01 probability that damage will occur,
and if damage does occur, it is uniformly distributed between 1000 and 2000. An insurance
policy pays the amount of damage up to apolicy limit of 1500. It islater found that the original
model for damage when damage does occur was incorrect, and should have been uniformly
distributed between 1000 and 5000. Find the amount by which the insurer's expected payment
was understated when comparing the original model with the corrected model.

AL B o2 Dpi po

23. A coinistwiceaslikely to turn up tails as heads. If the coin istossed independently, what is
the probability that the third head occurs on the fifth toss?

8 40 16 80 3
NS B of pi pi
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24. Therepair costs for boats in a marina have the following characteristics:

Number Probability that Mean of repair cost Variance of repair
Boat Type of boats repairisneeded given arepair cost given arepair
Power Boats 100 0.3 300 10,000
Sailboats 300 0.1 1000 400,000
Luxury Yachts 50 0.6 5000 2,000,000

At most one repair is required per boat each year. The marina budgets an amount, Y, equal to the
aggregate mean repair costs plus the standard deviation of the aggregate repair costs.

Calculate Y.

A) 200,000 B) 210,000 C) 220,000 D) 230,000 E) 240,000

25. A writesto B and does not receive an answer. Assuming that one letter inn islost in the
mail, find the chance that B received the letter. It isto be assumed that B would have answered
the letter if he had received it.

11 1 1
A) 5 B i+ O g D) 577 B "

26. A study is done of people who have been charged by police on adrug-related crimein alarge
urban area. A conviction must take place in order for there to be a sentence of jail time.

The following information is determined:

(a) 75% are convicted.

(b) 10% of those convicted actually did not commit the crime.

() 25% of those not convicted actually did commit the crime.

(d) 2% of those who actually did not commit the crime are jailed.

(e) 20% of those who actually did commit the crime are not jailed.

Find the probability that someone charged with a drug-related crime who is convicted but not
sentenced to jail time actually did not commit the crime.

A) .35 B) .40 C) 45 D) .50 E) .55
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27. Aninsurance policy coverslossesincurred by Jim and Bob who work at ABC Company. Jim
and Bob each have a probability of 40% of incurring aloss during a year, and their losses are
independent of one another. Jim is allowed at most one loss per year, and so is Bob. The policy
reimburses the full amount of the total losses of Jim and Bob combined up to an annual maximum
of 8000. If Jim has aloss, the amount is uniformly distributed on [1000, 5000], and the sameis
true for Bob. Given that Jim hasincurred aloss in excess of 2000, determine the probability

that total losses will exceed reimbursements made by the policy.

Ay B+ O D3 B

28. Let'Y be acontinuous random variable with cumulative distribution function
0 for y<a
F(y) = {

1 .
1—e 209 otherwise

A) F(.75) B)a—+/2ln2 C)la++2in2 D)a—2y/In2 E)a+2/In2

, Where a isaconstant. Find the 75th percentile of Y.

. ) . . . 2272 for x>2
29. Let X beacontinuous random variable with density function f(x) = { ,
0, otherwise

Determlnethe denstyfuncnon of Y = X 7 for 0<y<1.
1 Y \2 y+ly2
A) yz B) (y+1)2 C) (y,1)2 D) 2( y+1 ) E) 2( y )

30. X andY areloss random variables, with X discrete and Y continuous. The joint density
functionof X and Y is f(x,y) = M
Find the probability that the total loss, X + Y islessthan 2.

A) %(3 —2e7 12 — e B) %(3 —e 12 —2¢7h) C) %(3 —2e7 12 — )
D) %(3—6*1/2 —e™) E) %(3—26*1/2 —e)

for t=0,1,2 and 0 < y < 00.
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PRACTICE EXAM 3- SOLUTIONS

1. Ply=1] = P[(X:=1)N (Xz > 1)] + P[(Xx=1) N (X1 > 2)]
— PIXs=1] - P[X, > 1] + P[Xp=1] - P[X; > 2
— Plx1=1]- (1—P[X2:O]> + P[X=1] - (1—P[X1 < 1])

= e l-—e N +e (12 = 267132 = 28 Answer: B

e2

2. Theevent X +Y <2 isequivalenttotheevent Y <2 — X. Theregion of
probahility is shaded in the graph at the right. The probability isfound by integrating the joint
density function over the two-dimensional region. [ ff‘I%x dydz = [ %x(Q —2z)dr = i.

L

Answer: C

3. Thisisaclassical Bayesian probability situation. Let C' denote the event that aflood claim
occurred. Wewishtofind P(H|C) . With amodel populatiojn of 10,000 we have #L = 8,000,
#M = 1800 and #H = 200.Also, #C' N L =#L x P(C N L) =8, and similarly,

#C' N M = 36 and #C' N H = 50. The probability that a policy is high hazard given that there

.. H#ONH 50 _ 50 _
wasaclamis C  ~ 736450 — 04 = .532.

The conditional probability approach to solving the problem is as follows.
We can summarize the information in the following table, with the order of calculations
indicated.

L,P(L)=.2.3 M, P(M)=.18 H,P(H)=.02
(given (given) (given)
C P(C|L) = .001 P(C|M) = .02 P(C|H) = .25
(given) (given) (given)
1. P(CNL) 2. P(CNM) 3. P(CNH)
= P(C|L)- P(L) =P(C|M)-P(M) = P(C|H) - P(H)
=.0008 =.0036 =.005

4.P(C)=P(CNL)+P(CNM)+P(CNH)=.0094.

_ PHNC) _ 005 _ :
5 P(H|C) = P(C) . = 0094 = 532 Answer: B
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4.Cov[X,Y] = E[XY] — E[X] - E[Y]
The region of probability isthe triangle
abovetheline y = x inthe unit square
0<z<1,0<y<l1.

E[XY] = folfoyxy -6xdrdy = % T
—»Cov[X,Y]:%—%-%:ﬁ. Answer: A
Alternatively,

E[XY] = folf;:cy -6xdydr = % .

5. Weidentify theevents A and H: A = arandomly chosen person owns an automobile,

H = arandomly chosen person owns a house.

Wearegiven P[A] = .60, P[H|= .30, P[ANnH] = .20.

Wewishtofind P[AN H']+ P[A' N H]

(theevent AN H' istheevent that arandomly chosen person owns an automobile but does not
own a house, and the reverse for theevent A’ N H).

In apopulation of 10, 6 would own an automobile, 3 would own a house, and 2 would own at
least oneis 6 + 3 — 2 = 7 and the number owning exactly oneis 7 — 2 = 5, so the probability
of owning exactly oneis 15—0 =.5.

The event probabliity approach to solving the problem is as follows.

The diagram at the right indicates the

breakdown of the components of the two

events. We can seethat P[A'N H] = .1 e

and P[AN H']| = .4, sothedesired

probahility is.5.

Also, from rules of probability wehave P[AN H'| = P[A] — P[AN H] = .60 — .20 = .40,
and similarly, P[A'N H] = P[H] — P[AN H| = .30 — .20 = .10. Therefore, the probability
inquestion is.40 + .10 = .50. An alternative way to consider the problem is to start with the
event A U H, whichisthe event that arandomly chosen person either owns an automobile, or
owns a house (or owns both), and then note that this event is the digjoint union of the event in
guestion and theevent A N H, so that

"either A or H or both" = "exactly oneof A or H" U "both A and H".
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5. continued

It follows that the probability in question is

P[A or H, but not both) = P[AU H| — P[AN H]

- (P[A] + P[H] - P[AN H]) — P[AN H] = (.60 + .30 — .20) — .20 = .50.

The following table also summarizes the calculationsin asimple way.

P(A) = .6, given = PA)Y=1-6=4
P(H)=.3 P(ANH)=.2 = P(ANH)
given given =P(H)—-P(ANH)

U Y =3-2=.1

P(H") P(ANnH')
=1-3=.7 =P(A)—P(ANH)

=6—-2=4
Then P(ANH )+ P(ANH)=4+.1=.5. Answer: B

6. Weareaskedtofind P[N > 1|V < 4] = Zp=T5d

Pl <N <4 =P[N=1]+P|N =2+ P[N = 3] + P[N = 4]
1 1 1 11

RO TeaTOEe THo "3
P[N§4]:P[N:O]+P[1§N§4]:ﬁ-i-%:%.
PIN > 1|N < 4] = ijg — 4 Answer: B

7. We identify events asfollows:

D : randomly chosen individual has diabetes

H : randomly chosen individua has heart disease

Wearegiven P[D] =.02, P[H]=.03, P[D'NH'] = .96 .

Using rules of probability, we have

98 =P[D|=P[D'NnH]+P[D'NnH]- P[D'NnH]=.98— .96 = .02, and
03=P[H]=P[HND]|+P[HND'| - P[HND] =.03—.02 = .01.

These calculations are summarized in the following table.

P(D) = .02, given = PD)=1-.02=.98
Y
P(H) = .03 P(HN D)
given = P(D) - P(H' ND)=.02-.01=.01
J )
P(H') = .97 P(DN H) = P(D'NnH') = .96, given
=1-.03 =P(H) - PD'NnH')=.97—-.96 = .01 Answer: D
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8. Plwininagivenweek] = (.1)° = p. Then the number of winsin four weeks, N, hasa
binomial distribution B(4, p), and X = 100N dollarsisthe amount won in 4 weeks. Then,
Var[X] = 100*Var[N] = 100*(4)(p)(1 — p) = thestandard deviation of X

is 2004/p(1 — p) = .63. Answer: C

9. VarlY|X = 2] = E[Y?|X = 2] — ( [Y]X = z])?.

Frix(X =2) = ]}i( )) where fx(z f 2dy = 2(1 —x)
Thus, fyx(y|X = 2z) = = sothat E[Y|X —a] = [ty {dy = 12

and BE[VIX =a] = [y? 7 dy = 2 and then
)2
Varly|x] = Bt g = Bk
Alternatively, note that given any joint uniform distribution, any related conditional distribution

isalso uniform. Given X = z, Y hasauniform distribution on (x, 1) and

(-o)

5 Answer: B

thus has a variance of

10. Thisisan example of amixture of distributions. X isthe annual claim amount for a smoker
and X, isthe annual claim amount for a non-smoker. We are given
E[X1] =500, /Var[Xi] =200 , E[X,] =200, /Var[X;] =100.
We are also given the mixing weights a; = .3 (proportion of the population that are smokers),
and s = .7 . Thedistribution of the annual claim amount for a randomly chosen individual
from the group is X, which isamixture of X; and X, .
E[X] = (3)B[X1] + (1)E[X3] = 290 .
E[X? = (3)E[X?] + (.T)E[X3] .
Weknow that Var[X;] = 40,000 = E[X?] — (E[X1])? = E[X?] — (500)?
- E[X?] = 290,000, and
Var[X,] = 10,000 = E[X3] — (E[X,])? = E[X3] — (200)* - E[X3] = 50,000 .
Then, E[X?| = (.3)E[X?] + (.T)E[X3] = 122,000 .
Finaly, Var[X] = E[X?] — (E[X])? = 122,000 — (290)? = 37,900
and the standard deviationis /37,500 = 194.7 . Answer: E
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11. Let X and Y denote the random variables of the weights of the male and female students
respectively. Since the students are chosen at random, X and Y are independent. But then
W = X 4+ Y isnorma withmean uy = px + py = 310 and variance

02 = 0% + 02 = 625. Thus, P[W <280 = P % < &\/673;}0 = P[Z < —12),

(where Z has astandard normal distribution) = .1151. Answer: B

12. Expected payment under policy 2 is

Sy y(.01)dy + L - P[X > L] = .005L% + (L)(10=E) = L — .005L°.

Thisis equal to the expected payment under policy 1, whichis

(.8)E[X] = (.8)(50) = 40. Solving L — .005L? = 40 resultsin

L =55.28, 144.72 . Wediscard 144.72 asalimit sinceit islarger than the maximum loss
amount. Thus, L = 55.28 .

The variance of insurer payment under policy 1is

Var[.8X] = .64Var(X] = (.64) (1) = 533.33.

Under policy 2,

E[(insurer payment)?] = [**y?(.01)dy + (55.28)% - P[X > 55.28)]

= 563.10 + (55.28)*[ 1222281 = 1929.69, and

Var[insurer payment] = 1929.69 — (40)* = 329.69 .

Var|insurer payment under policy 2] 329.69

Var|insurer payment under policy 1] ~ 533.33 618 .. Answer: D

1
13. Mx(t):m = MX(_bQ):b—(—bQ):b—i—b?:m:Q = b=4.

14. Let A ='deckisfixed', X = number of gameslost out of 3 games.
Wewishtofind P[A|X = 3] .
X hasabinomial distribution with n = 3 and p depends on whether or not the deck is fixed.

We use the usual Bayesian approach.
P[X=3|A]-P[A] P[X=3|A]-P[A]
PIAIX = 3] = =px=3r — = PIX=3[ATP[A]+ P[X=3[ATP[A] -

Wearegiventhat P[A] = .25 (thecasino uses afixed deck one-quarter the time).
Also, if thedeck isfixed then p = .75 ,and P[X = 3|4] = (.75)% = .421875.
If the deck isfair, then p=.52,and P[X = 3|A’] = (.52) = .140608.

(.421875)(.25) .
Then P[A|X = 3] = (51575)(25)+ (140608)(.75) — 00 - Answer: C
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15. Theregion of probability is shown in the shaded figure below
1

The probability is folffma:y dydr + fff;ﬂa:y dydxr = 3% + 3% = % )

Alternatively, the probability is [ [*zydzdy = = 2. Answer: D

16. T =T + Ty, where T; isthe random lifetime of machine i (n days). SinceT; and 75
are independent, the joint density of Tyand Ty is f(t1,ts) = e e 2.

Applying the convolution method for the sum of random variables resultsin

fr(t) = [ f(s,t —s)ds = e e "*)ds =te™".  Answer: A

17. X = timeuntil property claim, Y = time until life claim.
@) =e, gly) = e,
T = time until next claim = min(X,Y).
P[T>t]=P[X >t]-PlY >t]=et e /2 =2,
- d d d( —3t 3 _
Pdf of T"is h(t) = EP[TSt] = — EP[T>t] = — E(e 3f/2) = 3¢ 3t/2

Thisisthe pdf of an exponential random variable with mean % . Answer: D

18. Because of the proportionsin which the bolts are produced, a randomly selected bolt will
havea % chance of being of type A, a % chance of being of type B, and a % chance of

being of type C. A random selection of size n from the production of boltswill have a
multinomial distribution with parameters n , p4 = % , PB = % and pc = % , With

probability function P[N4y = na, Ng = ny, No = n.] = m(%)w(%)”ﬂ(%)”c
. |
With n =4, P[N4=0,Np =2,N¢ = 2] = 5531 (5)°(3)2(3)> = 2% Answer: D
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19.X=(XNY)u(XNY)>X=XNY -
PY)=PYNX)+PYNX)=PX)+a.
Y=(YNZ2)UYNZ)»Y=YNZoc=PZ)=PZNY)+P(ZNY')=PY)+b.
Then, P(X)+a+b=c—-> P(X)=c—b—a. {}Itisasotruethat X CY C Z, sothat
c=PZ)=P(X)+P(Y -X)+P(Z-Y)

=PX)+PYNX)+P(ZNY')=P(X)+a+b . Answer: E
20. pPxXy = COU[X’Y] — COU[2Z17Z372Z2+Z3]

oxX0y Var|2Z,—Z3)-Var[2Zy+7Z5] *
Cov[2Z, — Z3,275 + Zs]

= 4Cov[Z1, Zs] + 2Cov[Zy, Zs] — 2Cov|Zs3, Zsy] — Cov|Zs, Zs]

=4(0) +2(0) — 2(0) — Var[Zs] = — 1 (since Cov|Zs3, Z3] = Var[Zs] and
independent random variables have covariance of 0).
Var[2Z, — Zs] = AV ar[Z,]| + Var[Zs] — 2(2Cov[Z,, Z3)) =5 ,
Var[2Zy + Zs) = AV ar[Zs] + Var[Zs] + 2(2Cov[Zs, Z3)) =5 .

Thus, the correlationis pxy = =L _ L Answer: C

(5)-(5) 2

21. The mean and variance of X are E[X| = 100(.2) = 20, Var[X] = 100(.2)(.8) = 16.
Using the normal approximation with integer correction, we assume that X is approximately
normal and find

P[145 < X < 25.5] = P[Mjl—_go < % < 2551—_620} = P[—1.375< Z < 1.375],

where Z has a standard normal distribution.
P[—1.375 < Z < 1.375] = ®(1.375) — ®( — 1.375) = ®(1.375) — [1 — ®(1.375)]

= 23(1.375) — 1.

From the standard normal table we have ®(1.3) = .9032 and ®(1.4) = .9192. Using linear
interpolation (since 1.375is j of theway from 1.3to 1.4) we have
®(1.375) = (.25)®(1.3) 4 (.75)®(1.4) = .9152, and then the probability in question is
2(.9152) — 1 = .8304 . Answer: E
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22. When damage occurs, the pdf of the amount of damageis.001 for the uniform distribution
on the interval from 1000 to 2000 .
Expected insurer payment = (.01) - Expected payment given that damage occurs
= (.01)] 110%%%(.001) dz + 1500 - P(damage exceeds 1500 when damage occurs)|
= (.01)[625 + (1500)(%)] = 13.75 . For the corrected model,
Expected insurer payment = (.01) - Expected payment given that damage occurs
(.01)[/, 10‘)0%01: .00025) dx + 1500 - P(damage exceeds 1500 when damage occurs)]
= (.01)[156.25 + (1500) (25001000 )] = 14.6875 .

Increase in expected valueis .9375 . Answer: C

23. Plhead] = 3 , Pltail] = 2 .
P[3rd head on 5th toss] = P[(2 heads in first 4 tosses) N (head on 5th toss)]
= P[2 headsin first 4 tosses| - P[head on 5th toss|
4
= (3)EGrG =&
Note that the number of tails, X, that are tossed until the 3rd head occurs can also be regarded as
1

negative binomial distribution with p = 3 and r = 3, and we arefinding P[X = 2].

Answer: A

24. For each boat type we find the mean and the variance of the repair cost. The mean of the
aggregate repair costs is the sum of the mean repair costs for the 450 boats, and assuming
independence of boat repair costs for all 450 boats, the variance of the aggregate cost is the sum
of the variances for the 450 boats.

For each type of boat, the repair cost isamixture of O (if no repair is needed) and X; (repair cost
variable for boat 7 if arepair is needed). The mean repair cost for boat 7 is

E[X;] x prob. repaid is needed for boat i , and the second moment of the repair cost for boat i is
E[X?] x prob. repaid is needed for boat i (note that E[X?] = Var[X;] + (E[X;])?).

The variance of the repaid cost for boat 7 is the second moment minus the square of the first
moment.

Power boats: Mean repair cost for one boat = 300(.3) = 90,
second moment of repair cost for one boat = [10, 000 + 3002](.3) = 30,000 .
Variance of repair cost for one power boat = 30, 000 — 90? = 21, 900 .
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24. continued

Sailboats: Mean repair cost for one boat = 1000(.1) = 100,

second moment of repair cost for one boat = [400, 000 + 1000%](.1) = 140, 000 .
Variance of repair cost for one power boat = 140, 000 — 1002 = 130, 000 .

Luxury Yachts: Mean repair cost for one boat = 5000(.6) = 3000 ,
second moment of repair cost for one boat = [2, 000, 000 + 5000%](.6) = 16, 200, 000 .
Variance of repair cost for one power boat = 16, 200, 000 — 3000? = 7, 200, 000 .

The mean of the aggregate repair cost is 100(90) + 300(100) + 50(3000) = 189, 000 ,
and the variance is 100(21, 900) + 300(130,000) + 50(7, 200, 000) = 401, 190, 000 .
The amount budgeted by the marinais 189,000 + /401, 190,000 = 209,030 . Answer: B

25. P[B received the letter| A did not receive an answer after writing to B|

P[(B received the letter)N(A did not receive an answer after writing to B)}
P[A did not recelve an answer after writing to B|

But, P[A does not receive areply after writing to B]
= PJ[(A does not receive areply after writing to B) N (B received A's|etter)]
+ P[(A does not receive areply after writing to B) N (B did not receive A's |etter)] .

P[(A does not receive areply after writing to B) N (B received A's |etter)]
= P[A does not receive areply after writing to B|B received A's | etter]
x P[B received A'sletter] = 2. =1 and
25. continued
P[(A does not receive areply after writing to B) N (B did not receive A's |etter)]
= P[A does not receive areply after writing to B|B did not receive A's |etter]
x P[B did not receive A'sletter] = 1- %
Therefore,
P[A does not receive areply after writing to B] = ”T_l . % + % = %
P[B received the letter| A did not receive an answer after writing to B]

P[ (B received the letter)N(A did not receive an answer after writing to B))
P[A did not receive an answer after writing to B]

_ (=1)/n* _ n-1
= Gni)E = 5T - Answer: C
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26. Our "probability space" consists of all people who have been charged with a drug-related
offence. We define the following events:

C' - the person is convicted T - the person is sentenced to jail time

D - the person did actually commit the crime.

Sincejail timeis sentenced only to those who are convicted, we have

T cC,sothat P(TNC)=P(T).

We are also given the following information:

P(C)=.75, P(D'|C)=.10, P(D|C") = .25, P(T|D')=.02, P(T'|D) = .20

Wewishtofind P(D’'|C' n'T").Inthe model population approach, P(D'|C NT") = %.

With amodel population of 100,000 we have #C' = 75,000 and #C’ = 25,000 .
Fromthisweget #D' N C = #C x P(D'|C) = 75,000 x .1 = 7,500 so that

#DNC =#C —#D' N C = 67,500 . Weadsoget #D NC’' = 25,000 x .25 = 6,250 .
Then, #D =#D N C + #D N C' = 67,500 + 6,250 = 73,750 and #D' = 26, 250 .

Wenow get #1' N D" = 26,250 x .02 =525 and #1' N D = 73,750 x .2 = 14,750,
andthen #I'ND =#D —#I"' N D = 73,750 — 14,750 = 59,000 and
#I =#TI'N D' + #T N D = 525+ 59,000 = 59,525 and #1" = 40,475 .

Since T C C wehave #T' =#T'NC and #D'NCNT =#D' NT sothat
#ONT =#C — #CNT = #C — #T = 15,475

and #D'NCNT =#D'NT = 525.

Then #D'NCNT' =#D'NC —#D'NCNT = 7,500 — 525 = 6,975 .

Finaly, P(D/|CnT') = #B0C0T _ 590 — 4507 .

The conditional probability solution is as follows. From the given information, we get
P(D'nC)=P(D'|C)-P(C)=(1)(.75) =.075, and

P(DNC") = P(D|C")- P(C") = (.25)(.25) = .0625 .

Since P(C) =.75) and P(C") + .25, we get
P(DNC)=P(C)—P(D'NC)=.75—-.075 = .675.

Then P(D)=P(DNC)+ P(DNC") =.675+ .0625 = .7375 ,and P(D’') = .2625 .

Then, P(T N D) = P(T|D') - P(D') = (.02)(.2625) = .00525 and

P(T' N D) = P(T'|D) - P(D) = (.20)(.7375) = .1475 , so that
P(TND)=P(D)— P(T'ND) = 7375 — .1475 = .59 and

P(T) = P(TN D)+ P(TND)=.59+.00525 = 59525, and P(T") = .40475.
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26. continued

Then P(CNT')=P(C)—P(CNT)=P(C)— P(T) =.75 — .59525 = .15475 , and
P(D'NCNT)=PD NC)— PO NCNT)=.075—.00525 = .06975

(notethat P(D'NCNT)=P(D' NT) because T C C).

Finaly, P(D'|C 1) =280 - 09T _ 4507, Answer: C

27. Suppose that X isthe amount of Jim'slossand X, isBob'sloss. Sincethereisa.6 chance
.6 Xo=0

.0001 1000 < X5 < 5000
and f(x) = O otherwise. Wewishtofind P[X; + X» > 8000|X; > 2000] . Thisisequal to

P[(X14X,>8000)N(X;>2000)]
P[X,>2000]

P[X, > 2000] = (.0001)(5000 — 2000) = .3 .

If X; <3000, thenitisimpossiblefor X; + X, tobe > 8000. Then,

P[(X1 + X3 > 8000) N (X1 > 2000)] = [0 feonn-o, (-:0001)? dzy day

5000 9 (.0001)% (2, —3000)? |£2=5000
.0001 — dr, = =
so00 (-0001)" (1 = 3000) iy 2 21=3000

of noloss for an individual, the pdf of lossamount X is f(z) = {

. From the pdf for X we have

The conditional probability in question isthen

P[(X,+X>>80000N0(X,>2000)] .02 1 .
P[X,>2000] =3 715 Answer: B

28. Let usdenote the 75th percentile of Y by c¢. Thus, F(c) = .75, so that

1 — e 2=9" — 75 . Solving this equation for ¢ resultsin e 2(~9* = 25

or equivalently, §(c —a)?=Ind->c=a+ V2Iind=a+2vIn2. Answer: E

29. Thetransformation Y = u(X) = ﬁ (for X > 2)isadecreasing function, and therefore
isinvertible, X = u (V) =0(Y) = % + 1. Then using the standard method for finding the

density of atransformed random variable, we have the density function of Y is

9) = f0W) - | ow)| =20 + 172 | - | = o E
Alternatively, Fy(y) = P[Y <y] = Plxty <y] = P[X > 1+ 7]
00 _ 2y / .
= f(yH)/me 2dx = ? - fy( ) FY y) = ﬁ . Answer: B

30. PIX+Y <2/ =P[(X=0)N (Y<2)]+P[(X—1)H(Y<1)}
P[(X =0)Nn(Y < 2)] fo (0,v) dy—fo 26 y/Qdy—é[l—e_l],
P(X=1)N(Y <1)] = [ fLy)dy = [ 5e ¥ dy = $[1 — e/
= PIX+Y <2=¢[1-¢+31—e'? =¢3-2"2—c']. Answer: A
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PRACTICE EXAM 4

1. Event C isasubevent of AU B . Which of the following must be true.

. AuC=BUC

. P(C)=PANC)+P(BNC)—P(ANBNC)

. AnCc cB

A) All but | B) All but Il C) All but D) Il only E) Il only

2. A denta insurance policy coversthree procedures: orthodontics, fillings and extractions.
During the life of the policy, the probability that the policyholder needs:

- orthodontic work is 1/2

- orthodontic work or afilling is 2/3

- orthodontic work or an extraction is 3/4

-afilling and an extraction is 1/8
The need for orthodontic work isindependent of the need for afilling and is aso independent of
the need for an extraction. Calculate the probability that the policyholder will need afilling or an
extraction during the life of the policy.
A) 7/24 B) 3/8 C) 2/3 D) 17/24 E) 5/6

3. A loss random variable has a continuous uniform distribution between 0 and $100 .
Aninsurer will insure the loss amount above a deductible c. The variance of the amount that the
insurer will pay is69.75. Find c.

A) 65 B) 70 C) 75 D) 80 E) 85

4. Thejoint probability of the three discrete random variables X, Y, 7 is
Fxy.z(z oy, 2) = %jf for x=1,2, y=1,2, 2=0,1.

How many of the following statements are true?

I. X andY areindependent

Il. X and Z are independent

I11. Y and Z are independent

A)O B)1 C2 D)3
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5. Let Aand B beeventssuchthat P[A] =.7 and P[B]=.9.
Calculate the largest possible valueof P[AU B] — P[AN BJ.
A) .20 B) 34 C).40 D) .60 E) 1.60

6. Bob hasafair die and tossesit until a"1" appears. Doug also has afair die, and he tosses it
until a"1" appears. Joe also has afair die and he tossesit until a"1" appears. They each stop
tossing as soon asa 1" turns up on their die. We define the random variable X to be the total
number of tosses that Bob, Doug and Joe made (including the first "1" that each of them tossed).
Find Var[X].

A) 50 B) 60 D) 70 D) 80 E) 90

7. Let X and Y be independent continuous random variables with common density function
1 for O<t<1
7)) ={

What is P[X?2 > Y?3]?

A B2 Of D2 BI1

0, otherwise

8. Anauto insurer's portfolio of policiesis broken into two classes - low risk, which make up
75% of the policies, and high risk, which make up 25% of the policies. The number of claims per
year that occur from a policy in the low risk group has a Poisson distribution with a mean of .2,
and the number of claims per year that occur from a policy in the high risk group has a Poisson
distribution with amean of 1.5. A poalicy is chosen at random from the insurer's portfolio. Find
the probability that there will be exactly one claim during the year on that policy.

A) .21 B).25 C).29 D) .33 E) .37

9. Every member of aninsured group has an annual claim amount distribution that is
exponentialy distributed. The expected claim amount of a randomly chosen member of the
group is % where ¢ is uniformly distributed between 1 and 2. Find the probability that a
randomly chosen member of the group has annual claim less than 1.

A) Lessthan .4 B) At least .4 but lessthan .5 C) At least .5 but lessthan .6

D) At least .6 but lessthan .7 E) At least .7
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10. X haspdf f(z)=e* for x > 0. If a > 0and A isthe event that X > a, find
[xja(z|z > a) the density of the conditional distribution of X giventhat X > a.
A)e™® B) e~ (*=®) C)e @ D) e E) ae "

11. A company is planning to begin a production process on a certain day. Government approval
is needed in order to begin production, and it is possible that the approval might not be granted
until after the planned starting day. For each day that the start of the processis delayed the
company will incur acost of 100,000 . The company has determined that the number of days that
the process will be delayed is arandom variable with probability function

p(n) = m for n=0,1,2,....

The company purchases "delay insurance" which will have the insurer pay the company's cost up
to amaximum of 500,000 . Find the expected cost to the insurer.

A) 100,000 B) 115,000 C) 130,000 D) 145,000 E) 160,000

12. A fair coinistossed. |If ahead occurs, 1 fair dieisrolled; if atail occurs, 2 fair dice are
rolled. IfY isthetotal onthedieor dice, then P[Y = 6] =
A) § B) 3 C) & D) ¢ E) 5

13. Let X and Y be continuous random variables with joint density function

2 for O<z<y<l1
flz,y) = {0, otherwise
Determine the density function of the conditional distribution of Y given X = z, where
0<z<l1.
A)ﬁfor:r<y<1 B) 21 —xz) for z<y<1 C)2forx<y<l1
D)éform<y<1 E)ﬁfor:z:<y<1

14. A carnival sharpshooter game charges $25 for 25 shots at atarget. If the shooter hits the
bullseye fewer than 5 times then he gets no prize. If he hits the bullseye 5 times he gets back $10.
For each additional bullseye over 5 he gets back an additional $5. The shooter estimates that he
has a .2 probability of hitting the bullseye on any given shot. What is the shooter's expected gain
if he plays the game (nearest $1)?

A) —15 B) —10 C) -5 D) 0 E) 5
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15. Let X and Y be random losses with joint density function
flz,y)=e ) for z >0 and y > 0.

Aninsurance policy iswrittentoreimburse X + Y .

Calculate the probability that the reimbursement is lessthan 1.

A)e? B)e! C1-et D) 1—2e! E) 1—2e2

16. A company has annual losses that can be described by the continuous random variable X,
with density function f(z) . The company wishes to obtain insurance coverage that covers
annual losses above a deductible. The company is trying to choose between deductible amounts
dy and dy, where d; < do . With deductible d; the expected annual losses that would not be
covered by insuranceis E;, and with deductible d, the expected annual |osses that would not be
covered by insuranceis F, . Which of the following is the correct expression for Fy, — E1?

A) fddfx - f(z)dx

B) (dz — d1)[F(d2) — F(dy)]

C) [iiw - f(x)dx + (2 — di)[F(da) — F(d))]

D) [y'x- f(x)dx + (d2 — dy)

E) [fx- f(z)da + (dy — di) — [doF(dp) — dy F(dy)]

17. Two components in an electrical circuit have continuous failure times X and Y. Both
components will fail by time 1, but the circuit is designed so that the combined times until failure
isaso lessthan 1, so that the joint distribution of failure times satisfies the requirements

0 <z +y < 1.Supposethat the joint density is constant on the probability space. Find the

1

probability that both components will fail by time 5

Az B O DI B1

18. A discrete integer valued random variable has the following probability function:
P[X = n| = a,, — an+1 , Wherethe a's are numbers which satisfy the following conditions:
(i) ag=1 (i) ag>ar >as > - >a>ap > >0.
Find the probability P[X < 5|X > 1].
as a a a a2 —0g

a3 a3
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19. Inacarnival sharpshooter game the shooter pays $10 and takes successive shots at a target
until he misses. Each time he hits the target he gets back $3. The gameis over as soon as he
misses atarget. The sharpshooter estimates his probability of hitting the target on any given shot
as p. According to this estimate he expectsto gain $2 on the game. Find p.

A) 5 B) .6 C .7 D) .8 E) .9

20. Inamodel for hospital room charges X and hospital surgical charges Y for a particular type
of hospital admission, the region of probability (after scaling units)is 0 <y <2x+1 <3

and = > 0. Thejoint density functionof X and Y is f(x,y) = .3(x + y) .

Find E[Y — X], the expected excess of surgical charges over room charges for an admission.

A) -3 B -1 OO0 D3 B3

21. Auto claim amounts, in thousands, are modeled by a random variable with density function
f(z) =xe " for x > 0. The company expectsto pay 100 claimsif there is no deductible.
How many claims does the company expect to pay if the company decides to introduce a
deductible of 1000?

A) 26 B) 37 C) 50 D) 63 E) 74

22. Let X haveauniform distribution on theinterval (1, 3). What is the probability that the sum
of 2 independent observations of X is greater than 57
Az B i O3 Di B2

23. Let X, X, and X3 be three independent continuous random variables each with density

\/§,x for 0<x<\/§
0 otherwise '

What is the probability that exactly 2 of the 3 random variables exceeds 1?
A)i-V2  B)3-2/2 0O 3(/2-1)(2-2)
D) (5-v2'(v2-3) B 3(-V2(V2-3)

function f(z) = {

24. Aninsurer has a portfolio of 1000 independent one-year term insurance policies. For any
one policy, there is a probability of .01 that there will be aclaim. Use the normal approximation
to find the probability that the insurer will experience at least 15 claims using the integer
correction.

A) .08 B) .10 C) .12 D) .14 E) .16
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25. The number of claims occurring in a period has a Poisson distribution with mean .
The insurer determines the conditional expectation of expected number of claimsin the period
given that at least one claim has occurred, say e(A). Find Linge(A) .

A) 0 B) e! C)1 D)e E)

26. Aninsurer noticesthat for a particular class of policies, whenever the claim amount is over
1000, the average amount by which the claim exceeds 1000 is 500. The insurer assumes that the
claim amount distribution has a uniform distribution on theinterval [0, c], where ¢ > 1000.
Find the value of ¢ that is consistent with the observation of the insurer.

A) 1500 B) 2000 C) 2500 D) 4000 E) 5000

27. Let X and Y be discrete random variables with joint probability function
EHDWH2) for 3=0,1,2; y=0,1,2

. 54
fla,y) = {0,0therwise
Whatis E[Y|X = 1]?

2
AL B1 ol p ¥ gL

28. Thefollowing probabilities of three eventsin a sample space are given:
P[A]=0.6, P[B]=0.5, P[C] =04,

P[AUB]=1, P[AuC]=0.7, PIBUC]=0.7.

Find PIANBNC|(ANB)U(ANC)uU(BNC)].

A) 0.1 B) 0.15 C) 0.2 D) 0.25

E) Cannot be determined from the given information

29. Let X be acontinuous random variable with density function
1—|z| for —l<z<1
f@)={ -

Determine the density function of Y = X? where nonzero.

A)ﬁ—l B)2,y-y ©O2/y D 1-.y B

0, otherwise

S
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30. The claim amount random variable B has the following distribution function

0 <0
x /2,000 0 <2z < 1000
F(z) = 75 z = 1000 .
(z + 11,000)/16, 000 1000 < = < 5000
1 x > 5000
What is E[B] + \/Var(B) ?
A) 2400 B) 2450 C) 2500 D) 2550 E) 2600
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PRACTICE EXAM 4 - SOLUTIONS

1. I. Fase.
. C=(ANC)U(BNC) > P(C)=P(ANC)+P(BNC)—PANBNC). True,

I11. The following diagram explains this situation.
A B

C=(ANC)UA'NC),and C =(ANC)U(BNCO)

S (A'NC)C(ANC)U(BNO)

S (ANC)=[(ANC)N(ANC)U[A NC)N(BNO)]
=QuU(ANBNC)CB. True Answer: A

2. Weidentify the events:

O - orthodontic work will be needed during the lifetime of the policy

F - afilling will be needed during the lifetime of the policy

E - an extraction will be needed during the lifetime of the policy
Wewishtofind P[FUE].

Wearegiven: P[O] =3, PIOUF]=2, POUE]=3, P[FNE]=%.

Using rules of probability, we have P[O U F] = P[O] + P[F]— P
and since O and I’ are independent, we have P[O N F| = P[O] - P
P[OUF]=2=P[O]+ P[F] - P|O] - P[F] =} + P[F| — 5 - P[F],
fromwhich it followsthat P[F] = .

In asimilar way, since O and F are independent,

PIOUE] =3 = P[0] + P[E] - P[0]- P|E] = } + P[E] - } - P[E],
fromwhich it followsthat P[E] = 3.

Now, P[FUE]=P[F|+P[E]-P[FNE=1+%i-1=1_ Answer: D
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. 0, if z<c . .
3. Theinsurer pays Y = { _ with constant density .01 .
r—c, If c<x<100
100 100—c)? 100 (z—c)? 100—c)3
Then E[Y] = [ 55 do = 2000) and E[Y?] = [, (I108) dz = ! 3006)
AV
sothat Var[Y] = (10??00) - [(1020000) ]? . Substituting the possible answers, we see that with
¢ = 70, thevariance of Y is69.75 . Answer: B

4. Thejoint probability tableis

x Yy z fX,Y,Z(xvyvz)
1 1 0 1/24
1 1 1 2/24
1 2 0 2/24
1 2 1 3/24
2 1 0 2/24
2 1 1 4/24
2 2 0 4/24
2 2 1 6,/24

The marginal probability functions are

1424243 _ 1 9444446 _ 2
k()= =3, Q) ="F"=3,
1424244 _ 3 2434046 _ 5
fY(l)ZTZg,fY() ==
1424244 _ 3 2+3+4+6
fZ(O) = 24 =35 ( ) %

Thejoint distribution of XandYis
ey ) =52 =3 =)@ = fx1)- (1),

§
frv(1,2) =52 =2 = (3)2) = fx(1) - /(2)
fry21) =32 =1 =3)3) = fx2) - /(1) ,
Fry(22) =50 =2 =3)2) = fx(2)- /r(2) .

Since fyy(z,y) = fX( )+ fy(y) foral z,y itfollowsthat X and Y areindependent.

Thejoint distribution of X and 7 is

frz(1,0) = § = (3)3) = fx(1) - f2(0) ,
frz(1,1) = 2 = (3)(2) = fx(1) - f2(1)
Frz(2,0) =1 = 3)E) = fx(2) - £2(0) ,
frz(2,1) =35 = (G)2) = fx(2) - f2(1) .

Since fx z(z,2) = fx(z)- fz(z) foral z,z itfollowsthat X and Z are independent.

For the joint distribution of Y and Z we have

frz(1,0) =5 # )E) = A1) f2(0) .
It followsthat Y and Z are not independent. Answer: C
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5. PJAUB] — P[ANB] = P[A] + P[B] — 2P[ANB] = 1.6 — 2P[AN B].
Thiswill be maximized if P[A N B] isminimized.
But .7 = P[A] = P[An B'] + P[A N BJ],and the maximum possible value of
P[ANB'] is.1(since P[B]is.9, itfollowsthat P[AN B'| < P[B'] = .1), so that the
minimum possible valuefor P[A N BJ is .6, and then the maximum of P[A U B] — P[AN B]
is 1.6 —2(.6) = .4.

i B

Answer: C

6. If we consider Doug first and define "success' to betossing a1" and "failure" to be atoss that
isnot a"1" then the number of tosses Doug makes, say X, before hisfirst 1 isthe number of
failures before the first success. X has a geometric distribution with p = % (p isthe probability
of successon asingletrial). Doug's total number of tossesis X + 1, and

Var(X +1) = Var(X) = = = G—)é =30.

Bob and Joe have the same distribution for the number of tosses until afirst "1", and since they
toss independently of Doug and each other, the variance of the total number of tossesisjust the

sum of the three variances, which is 30 + 30 + 30 = 90.Answer: E

7. Since both X and Y are between 0 and 1, theevent X? > Y3 isequivalent to
X > Y??2, Since X and Y areindependent, their joint density is

f(z,y) = fx(z)- fr(y) =1. Then,
PIX2> Y% = [ [Luldudy = [} (1—y*?)dy = 2. Answer: C

8. P[N = 1] = P|N = 1|low risk] - P[low risk] + P[N = 1|highrisk] - P[high risk]
P[N = 1]low risk] = e~%(.2) , P[N = 1]highrisk] = e !*(1.5),

Pllow risk] = .75, P[highrisk] = .25

— P[N = 1] = (.75)e~2(.2) + (.25)e~1*(1.5) = .206. Answer: A
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9. PIX<llcj=1—¢".
PIX <1] = [P PIX < 1|¢]- f(¢)de = [}(1 — e ) dc = .767 . Answer: E

10. P(A)=P[X >a]= [“e"dz=¢c"".

Ixja(z|X >a) = fX(E4)) = i:: =e @ for z>a,and fyu(z|X >a)=0 for z<a.

Answer: B

11. The amount covered by the insurance (in 100,000's) is

Daysof delay 0 1 2 3 4 5 6

Insurer Cost 0 1 2 3 4 ) )

The expected insurer cost is
0-p0)+1-p(1)+2-p(2)+3-p(3)+4-p(4)+5-P[N > 5]

=0-3+1- 542 55+3-35+4-55+5- 13— ¢ — 75— 35— 35) = 1.45.
Answer: D

12. If 1 fair dieisrolled, theprobability of rolling a6is+ , andif 2 fair dice are rolled, the
probability of rolling a6|s ¢ (of the 36 possible rolls from apair of dice, therolls 1-5,

2-4, 3-3, 4-2 and 5-1 result in atotal of 6), Sincethe coinisfair, the probability of rolling a head
or tail is 5. Thus, the probability that Y = 6 is (.5)(2) + (.5)(2) = 1 .

Answer: C

13. Theregion of joint density isthe triangular region abovetheline y = 2 and below the
horizontal line y =1 for 0 < x < 1. The conditional density of y given X = z is

f(y | X=2)= ?Eii)) , Where fx(z) isthe marginal density function of z.

(@) =[5 f @y dy = [[2dy =2(1- ), sothat f(y|X =2) = 5075 = 15
and the region of density for the conditional distributionof Y given X =zis z <y < 1.
Itistruein general that if ajoint distribution is uniform (has constant density in aregion) then
any conditional (though not necessarily marginal) distribution will be uniform on it restricted
region of praobability - the conditional distribution of Y given X = x is uniform on the interval
x <y < 1, with constant density ﬁ Answer: A
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14. No. of bullseyes: 0 1 2 3 4 5 6 7. 25
Prize: 0 0 0 0 0 10 15 20... 110
5X —15: -1 —-10 -5 0 5 10 15 20... 110

Let X = number of bullseyes. X hasahbinomial distribution with n =25 , p=.2, and
BIX]=5. px) = (2 ) (27(8)".

Note that for 5 bullseyes or more the prizeis 5X — 15 .

We can find the expected prize by first finding E[5X — 15] and adjusting for the factors
correspondingto X =0,1,2,3,4. Therefore,

Expected prize
= E[BX —15]+15-p(0)+10-p(1) +5-p(2)+0- p(3)—5p( )
— 5E[X] — 15+ 15(205> (.2)0(.8)5 + 10( f) 8)% + 5( )( 2)2(.8)2
25 25
+0) (%) (2782 =5( ) (28 =9.71.
The expected gainis 9.71 — 25 = — 15.29.. Answer: A

15. The probability in question is found by integrating the joint density function f(x, y) over the
two-dimensional region that represents the event. This two-dimensional regionis
{(z,y):z+y<l,z2>0,y>0}={(z,y):y<1l—=x, x>0,y >0} Thisregionis
represented in the shaded areain the graph below. The probability is

y=1—z
fo f(z,y dydx—fo e dyda?—fo e y=0 e
r=1
- 01 Nl —e"dr = fol[efx —elde =[-e" g;:()] —el=1-2",
LT
{8.1)
X
{1,8) x
Answer: D

16. By = [}z f(z)dz + [;°di - f(z)de = [}"z - f(z)dz + di[1 — F(dy)],
and similarly, Fy = fo z- f(z)dr +dy[l — F(dy)] . Answer: E
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17. Theregion of probability is the shaded area below.
v |

_ 1 1 _
— Areaof probability space — 1/2 T 2.

Since thejoint density is constant, the probability that both components will fail by time % is

areaof region A
total area of probability space

fail by time 3, (X < $)N (Y < 3). Thisareais 1 , sothat
1/4
JWX<%MWY<%HZ§§:

Thejoint density is f(x,y)

, Where A isthe region representing the event that both components

o T

{x<.5)
n{y<.53

Alternatively, we can also formulate the probability as

FY2 02 gy dyda = [ 22 dy do = % Answer: D

P[1<X<5]
P[X>1]

P[X>1]:1—P[X:0,1]:1—(1—a1)—(a1—a2):a2.
P[l < X <5] = P[X =2,3,4, 5]
:(ag—ag)+(a3—a4)+(a4—a5)+(a5—a6):az—a(;.

PIX <5|X > 1] = “-% Answer: E

18. P[X <5|X > 1] =
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19. Let X bethe number of targets he hits until the first miss. Then the probability function for
Xis P[X = k] = p*(1 — p) . Thisistheform of the geometric distribution in which we count
the number of failures until the first success ("failure" in this context means hitting the target, and
"success' means missing the target); however we are using reversing the use of p, soin this case
the probability of successis 1 — p. Therefore, the expected value of X is

E[X] = L-0-p) _ %p . The expected gain from the gameis 3E[X] — 10

I-p
(3 dollars for each hit minusthe initial cost). To have an expected gain of 2, we have
3(1—p)—10—2—>p—8 Answer: D
20. E[Y — X] = [ [&""  y — ) (:3)(a + y) dy da = [, (24% + .92 + .6z + .1)dz = 2.
Answer: E
21. Thereare 100 policies (each claim will result in a payment if there is no deductible).
The probability of aclaim bei ng above 1000 (one thousand) is
[Jremde = —xe " —e " = 2e¢~! = .7358 . Of the 100 policies, the expected number

x=1

that will have claim amounts over 1000 is (1000)(.7358) = 73.6 — 74 .Answer: E

22. The probability P[X; + X, > 5] isthe

integral of the joint density of X and X, 3
over the shaded region at the right.
. . . b4 X2=5—){1

Thisregionis 2 < z; < 3 and 2

5 —x; < x9 < 3. The probability is

S5 Sy day = '

i 3
*]
Answer: B

23 PIX<1]=[[(V2—a)de=+/2-1, PIX>1]=1-P[X<1]=3-/2.

With 3 independent random variables, X, X, and X3, there are 3 ways in which exactly 2 of the
X;'sexceed 1 (either X, X, or X, X3 or X5, X3). Each way has probability

(P[X >1])?- P[X < 1] = (2 — \/2)2(\/2 — ) for atotal probability of
3-(3-/2)?2(v/2-3). Answer: E
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24. Thetotal number of claimsfollows a binomial distribution with n = 1000 trials and

q = .01 probability of "success" (claim) for each trial. Since the binomial distribution is the sum
of independent Bernoulli trials, the normal approximation applies to the total number of claims
N. E[N] =1000(.01) = 10 and Var[N] = 1000(.01)(.99) = 9.9.

Then P[N > 15] = P[N > 14.5] = P[%gﬂ% > 1930) = Pz > 143

=1—®(1.43) =1 — .9234 = .0766 (interpolation between ®(1.4) and ®(1.5) inthe normal
tables provided with the exam). Answer: A

S B SO A () IR =S A (1)
25. E[N|N > 1] —ngln f(n|N >1) —ngln T=F(0) —ngon T=F(0)
_ 1 _ EIN] _ )
R A s U e
@?)E[NW > 1] = LILT(]) ﬁ = (by I'Hospital's rule) ng(]) e% =1. Answer: C

26. If the claim amount X is uniform on theinterval [0, c], then the conditional

. f(@) 1/c 1
density f(z|X >1000) = p1x=1q00] = (e=1000)/c = e=1000 *

This conditional density is uniform on theinterval [0, ¢ — 1000, and has a mean of

—6_12000 . In order for thisto be 500, we must have % =500, sothat ¢ = 2000 .

Answer: B

for 1000 <z < c.

y=—00

27 fx() = PIX =1] =3 f(L,y) = F(1,0) + f(1,1) + [(1,2) = 5.
4

Then we have conditional probabilities P[Y = 0|X = 1] = f[(;:o)l] =457 = %,

andsimilarly, P[y =1|X =1]=4% and P[Y =2|X=1] =3 .

]
Then,E[Y]X:l]:O-%—H- +2-§:%. Answer: C

Wl
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28. P[ANBNC|(ANB)U(ANC)U(BNO)| = primpiine @ -

P[ANB] = P[A]+ P[B] — P[AU B] = .1,and similarly, P[ANC] = .3,
P[BNC]=.2. Since P[AUB] =1, itfollowsthat P[AU BUC| = 1. Then,
since 1 = P[AUBUC]

= P[A]+ P[B]+ P[C] — (P[ANB]+ P[ANC]+ P[BNC])+ P[ANBNC]|
it followsthat P[ANBNC] =.1.Also,
P(ANB)U(ANC)u(BNC)]

=P[ANB]+ P[ANC]|+PBNC]-3P[ANBNC]+PANBNC|= 4,

P[ANBNC] .
so that PIANBIUANCIU(BAC)] = .25 . Answer: D

29. For 0<y <1, Fy(y) = P[Y <y = P[X? <y] = P[|X] < /¥]
:f_\/\%(l—|x|)dx:ffﬂ(l—l—w)dx—i-foﬁ(l—x)dx:2\/§—y.
Then, fy(y):w(y):ﬁ—uor 0<y<1.

Note that in this casethe transformation u(x) = x? isnot one-to-oneon the region of probability
of X (— 1< x < 1), wecannot usethe fy(y) = fx(v(y)) ‘diy v(y)‘

approach. Answer: A

30. Thepdf of Bis f(x) =0forz < 0and f(z) =0 for x > 5000,
itis f(z) =.0005for 0 < z < 1000, anditis f(z) = .0000625 for 1000 < x < 5000.
Thereisapoint mass of probability with f(z) = .25 a = = 1000 (B has amixed distribution).

E[B] = [z (.0005)dz + (1000)(.25) + [*z.(.0000625)dz = 1250 ,
0 1000

E[BY = "2 . (.0005)dz + (1000%)(.25) + [ """ 2% - (.0000625)dz = 3,000,000
0 1000

Var|B] = E[B* — (E[B])? =1,437,500 . E[B] + +/Var[B] = 2449. Answer: B.
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PRACTICE EXAM 5

1. Xhaspdf f(x)= m , defined for = > 0, where o and 6 are both > 0.
Find F(z) for z > 0.

A) () BI1-(5)"  OGEH)™ D1-(Z5)™ B ()

2. Micro Insurance Company issued insurance policiesto 32 independent risks. For each policy,
the probability of aclaimis 1/6. The benefit amount given that there is a claim has probability

2(1-y), O0<y<1

density function f(y) = { 0 otherwise

Calculate the expected value of total benefits paid.
AY B o2 pi p

3. Let A, B and C be events such that A and B are independent, B and C are mutually
exclusive, P[A] = 1, P[B] = # ,and P[C] = % . Find P[(ANB) UC].
INE B) 3 C) 2 D) 2 E) 1

4. If the mean and variance of random variable X are 2 and 8, find the first three termsinthe
Taylor series expansion of the moment generating function of X about the point ¢t = 0.
A)2t+2t2 B)1+2t+6t2 C)1+2t+2t2 D)1+2t+4t> E)1+2t+ 12t

5. A small commuter plane has 30 seats. The probability that any particular passenger will not
show up for aflight is 0.10, independent of other passengers. The airline sells 32 tickets for the
flight. Calculate the probability that more passengers show up for the flight than there are seats
available.

A) 0.0042 B) 0.0343 C) 0.0382 D) 0.1221 E) 0.1564

6. The moment generating function for the random variable X is Mx(t) = Ae' + Be?.

2 and A< 3. Find E[X].

You aregiventhat Var[X] =
4 =4
A)i B2 O1 D3 B2
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7. The exponentia distribution with mean 1 is being used as the model for aloss distribution.
An actuary attempts to "discretize" the distribution by assigning a probability to & + % for
k=0,1,2,.... The probability assigned to k + % is Pk < X <k+1],where X isthe
exponentia random variable with mean 1. Find the mean of the discretized distribution.

A) 1.00 B) 1.02 C) 1.04 D) 1.06 E) 1.08

8. A casino manager creates a model for the number of customers who play on a particular
gambling machine during a 2-hour period. If 0 < ¢ < 2 (in hours),

then the probability that &£ people play on the machine during the timeinterval from time O to
timetis (f) (.5t)k(1 — .5¢)'9=* (binomial). T" denotes the time (measured from time 0) at
which thefirst person plays on the machine. Find the pdf of T

A) 10(1 — .5t)° B) 5(1 —.5t)°  C) 5.5(1 — .5¢)!0

D) 10(.5¢t)~° E) 5(.5t)°

9. A lossdistribution this year is exponentially distributed with mean 1000. An insurance policy
pays the loss amount up to a maximum of 500. Asaresult of inflation,

the loss distribution next year will be uniformly distributed between 0 and 1250. The insurer
increases the maximum amount of payment to  so that the insurer's expected payment is 25%
higher next year. Find .

A) 525 B) 559 C) 673 D) 707 E) 779

10. Of the following statements regarding the sums of independent random variables, how many
aretrue?

I. The sum of independent Poisson random variables has a Poisson distribution.

I1. The sum of independent exponential random variables has an exponential distribution.

I11. The sum of independent geometric random variables has a geometric distribution.

IV. The sum of independent normal random variables has a normal distribution.

A)O B) 1 C)2 D) 3 E)4
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11. Among the questions asked in a marketing study were the following:

(i) Areyou amember of agroup health insurance plan?

(ii) Areyou amember of afitness club?

It was found that 80% of the respondents answered "Y ES" to at least one of those two questions
and 80% answered "NO" to at least one of those two questions. Find the percentage that
answered "Y ES' to exactly one of those two questions.

A) .2 B) .3 C) 4 D) .5 E) .6

12. A manufacturing company ships 10,000 units of a product per shipment. In any given
shipment there are a proportion of unitsthat are defective. The company has determined

that 25% of all shipments have a defective proportion of .2 and the other 75% of the shipments
have a defective proportion of .1. A shipment is selected at random and 10 units of the product
are chosen at random from that shipment. Find the probability that at least 2 of the unitsin that
sample are defective (nearest .05).

A) .30 B) .35 C) .40 D) .45 E) .50

13. A population of insured individuals consists of 8% low risk, b% medium risk and c% high
risk. The number of claimsin ayear for alow risk individual has a Poisson distribution with a
mean of 1 claim, for amedium risk individual the number of claimsin ayear is Poisson with a
mean of 2, and for a high risk individual the number of annual claimsis Poisson with a mean of 3.
Anindividual is picked at random from the population and it is found that the mean number of
claimsfor the year is 2.1 and the variance of the number pf claimsfor the year is 2.59. For a
randomly chosen member of the population find the probability of no claims occurring in the
year.

A) .088 B) .116 C) .156 D) .198 E) .228

14. Aninsurer is considering taking over agroup of policies. The policiesin the group are
identically distributed and mutually independent of one another. Each policy in the group has a
claim distribution which is exponentially distributed with mean 100. The premium for each
policy is120. Theinsurer wants a probability of at least 95% that the premium received will be
enough to cover the claims. Using the normal approximation, determine the minimum number of
policies needed in the group in order for the insurer's criterion to be met.

A) 60 B) 62 C) 64 D) 66 E) 68
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15. X hasadistribution with pdf fx (z) = (_Tj‘Tf’)H x>0,
1

Y has an exponential distribution with mean — .
Which of the following is the correct transformation linking Y and X ?
A)Y=In(X+0) BY=I3) OY=inZHt

D)Y =in(3)  BY =)

16. Binary digits are transmitted over a communication system. If alissent, it will be received
as a1l with probability .95 and as a 0 with probability .05. If a0issent, it will bereceived asa0
with probability .99 and as a 1 with probability .01. A seriesof O'sand 1'sis sent in random
order, with O's and 1's each being equally likely. If adigitisreceived asal find the probability
that it was sent asa 1.

A) lessthan .96 B) at least .96 but less than .97 C) atleast .97 but less than .98

D) atleast .98 but less than .99 E) atleast .99

17. The model chosen for adiscrete, integer-valued, non-negative random variable N with mean
2 isthe binomial distribution with n trials and probability of success p on each trial. Various
combinations of n and p are considered, and P[N = 0] iscalculated. Find lim P[N = 0] .

n—oo

A) e? B) et C o0 D) E) 1

1
2

18. When afire occurs, the model for fire damage on a particular property is based on the
following joint distribution for X (structural damage) and Y (damage to contents):
flzyy)=ax+by, 0<z<2,0<y< 1 (scaledtoappropriately sized units). The probability
that X isgreater than Y is% . Find the total expected damage if afire occurs, E[X + Y] .

10 16 22 28 34
A) & B) 3 ) 5 D) T E) 5

19. A machine requires the continual operation of two independent devices in order to keep
functioning. The machine breaks down as soon as the first device stops operating.

Thetime until failure of Device 1 isuniformly distributed between time 0 and time 1, and the
time until failure of Device2 haspdf f(t) =2t, 0 <t < 1. Find the expected time until the
machine breaks down.

A)is Bg O D3 B
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20. X and Y have abivariate normal distributionwith E[X| =0and E[Y]| = 1.
Itisalsoknownthat E[X|Y =9] =8 and E[Y|X =9] = 2. Find p, the coefficient of
correlation between X and Y.

A)-35 B -3 OO0 Di Bj

21. Pick the correct relationship:

A) P[ANB]| < P[A]- P[B] for any events A and B

B) P[AU B] > P[A] + P[B] for any events Aand B

C) P[ANnB'| > P[A] — P[B] for any events A and B

D) P[AU B|C] = P[A|C] + P[B|C] for independent events A and B and any event C'
E) P[A|B] = P[B|A] for any events A and B

22. A city lotto is held each week. Thelotto ticket costs $1, and the lotto prize is $10 and there

isa % chance of winning the prize. Smith decidesto try hisluck at the lotto, and decides to buy
1 ticket each week until he wins, at which time he will stop. Find Smith's expected gain for his
lotto-ticket enterprise.

A)—20 B) —15 C) —10 D) -5 E)0

23. When afire occurs, the model for fire damage on a particular property is based on ajoint
distribution for X (structural damage) and Y (damage to contents). The marginal distribution of
X hasdensity function fx(z) =2 — 2z for 0 <z < 1. If theamount structural damageis z,
then the distribution of damage to contentsis uniform on theinterval (0, 5) . Find the expected
amount of damage to contents when afire occurs.

AJ1 B3 ©O:if D3:i B

24. A loss has adistribution which is uniform between 0 and 1. Aninsurer issuesapolicy in this

loss which pays the amount of the loss above a deductible of amount d,

1

where 0 < d < 1. The expected claim on theinsurer isc, where 0 < c < 5 .

Find the amount of the deductible.

A) V2¢ B)1-+v2c C)1++/2¢ D)¢127+1 E)\;%—l
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25. X has an exponentia distribution with amean of 1. Y isdefined to be the conditional
distribution of X — 2 giventhat X > 2, sofor instance, for ¢ > 0, we have

PlY > ¢|] = P[X —2 > c¢|X > 2]. What isthedistribution of Y'?

A) Exponential with mean 1 B) Exponential with mean 2 C) Exponential with mean %
D) Exponential with mean e E) Exponential with mean e?

26. A dieisbeing loaded so that the probability of tossing alis p and the probability of tossing a
6is % — p. The probabilitiesof tossinga2, 3,4 or 5 are al % . X isthe outcome from tossing
the die once. Find the value of p for which the variance of X is maximized.

A)0O B ©Cf D E)g

27. Thedaily high temperature in Toronto in January is normally distributed with amean of — 5
degrees Celsius and a standard deviation of 4 degrees Celsius. The daily high temperaturein
Winnipeg in January is normally distributed with amean of — 10 degrees Celsius and a standard
deviation of 8 degrees Celsius. Assuming that daily high temperaturesin Toronto and Winnipeg
are independent of one another, find the probability that on a given day in January, the high
temperatures for that day in Toronto and Winnipeg are within 1 degree Celsius of each other
(nearest .025).

A) .025 B) .050 C) .075 D) .100 E) .125

28. Thejoint distribution of random variables X and Y has pdf
flzy)=2z4+y,0<z<l,0<y<1.

Thejoint distribution of random variables Y and Z has pdf
g(y,z):3(y+%)22, 0<y<1l,0<z<1.

Which of the following could be the pdf of the joint distribution of X and Z?

A) x+%z2, O<zr<l,0<z<1

B) z+3+32%, 0<z<1,0<z<1

C) 3(x+%)22, 0<zx<l1l,0<z<1

D)z+2z,0<zx<1,0<2z<1

E) dzz , 0<2x<1,0<2z<1
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29. A small company wishesto insure against losses incurred in the case of a strike by the
company's employees. An insurer agrees to pay $100,000 for each strike that occurs within the
next year, up to a maximum payment of $300,000 . The distribution used to model strike
behavior is P[n strikes within the next year] = (.8)(.2)", n > 0.

The small company estimates that it will lose $150,000 for each strike that occurs.

For the year, find the company's expected loss that is not covered by the insurance.

A) 12,100 B) 12,300 C) 12500 D) 12,700 E) 12,900

30. X and Y have ajoint distribution with pdf f(z,3) =e ) | 2 >0,y >0.
The random variable U is defined to be equal to U = e~ (#+)

Find the pdf of U, fu(u) .

A) f(u)y=1for 0<u<1l B)fy(u)== for u>1

C) fu(u)= —Ilnu for 0<u<1 D) fu(u) =2u for 0 <u <1
E) fu(u) =e" for u >0
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PRACTICE EXAM 5- SOLUTIONS

1. Since [, f(z)dx =1, itfollowsthat c_l/f0 de:a@“’

0« Y
sothat f(z) = (fow Then F(x fO fO t+9 vt dt = (m) .
Thisis called a Pareto distribution with parameters o and 6. Answer: B

2. Inthiscase, for a particular policy, the probability of aclaim occurring is

qg= % , and if aclaim occurs the (conditional) distribution of the amount of the claim B is
defined by the given density function f(y) =2(1 —y) for 0 <y < 1. Then, the expected
claim from any one policy is E[X]| =q- E[B] = (%) . foly 21 —y)dy = (%) . (%) = 1—18 .
The expected value of total benefits paid (claims) is the sum of the individual policy expected

)_16

values for the 32 policies; thisis (32)(1—18 =73 - Answer: A

3. AN B C B andsince B and C' are mutually exclusive, AN B isdigoint fromC' .
It then followsthat C € (AN B)",andthus (ANB)UC =(ANB) .
This can be seen in the diagram below.

Then P[(ANB)UC]=P[(ANB)]|=1—-P[ANB].
Since A and B are independent, P[A N B] = P[A]- P[B] = i .
Thus, P[(ANB)UC]= % . Answer: D
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4. M(t) = E[e™] = B[l + tX + &£ = B[1] +t- B[X]+ £ - B[X?
M) = B[] = B+ X + EX 4 ] = Bl + - BIX] + § - B[X?) + -
E[l]=1, E[X]isgivenas2, and Var[X] = E[X?] — (E[X])* isgiventobe3,
sothat E[X?] =12. Thenthefirst 3 termsof the expansion of M (t) are 1 + 2t + 6t
Answer: B

5. The number of passengers who show up isarandom variable NV, which has a binomial
distribution with n = 32, p = .9 (each of the 32 ticket holders can be regarded as atrial
experiment that can end in success - showing up - prob. .9, or failure - not showing up - prob. .1).
In order for more passengers show up for the flight than there are seats available, N must be 31
or 32. Therefore, the probability that more passengers show for the flight than there are seats
availableis P[N = 31or32] = P[N = 31|+ P[N = 32].

Using the formulation for binomial distribution probabilities we have

PN =31] = (§f>(.9)31(.1)1 = 12209, and P[N = 32| = <§§>(.9)32(.1)° = .03434 . The
probability in questionis P[N = 31] + P[N = 32] = .1564 . Answer: E

6. Mx(t) = Ae' + Be? . For any random variable, M(0)=1—- A+ B =1
- Myx(t) = Ae! + (1 — A)e? .
E[X] = M(0) = A+2(1—A)=2—A.
E[X? = ML(0)= A+4(1— A) =4 — 3A.
2
Var[X] = E[X? — (E[X])? =4 - 34— (2— A = A— A2 =2
2

- A2 A+i=0-A=go0r 2.

Sincewe aregiventhat A < % , it followsthat A = % and E[X]=2— % = g . Answer: E

7. Y isthe discretized distribution. P[Y = k + %] =Pk<X<k+1l=et—et!
for k=0,1,2,...

BlY] =3 (h+ 1) e* —e 1) = Sh(e —e 1)+ 1 3 (e —e 1),
k=0 k=0 k=0
i(e"C —e P =("—eH+(et—eH 4+ =1.
k=0

1 o0 _92

= -k __ — —k—1 _
lg)ke = (176671)2 ) kgoke L= (1,6671)2

ik( —k 7k71) e”! e e !
- € "~ —€ =0y T (o012 — 7_,-1 -
= (I—e 1) (I—et) 1—e

E[Y] = 15 + 4 = 1.08. Answer: E
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8. Thedistribution function of 7" is

Fr(t)=P[T <t]=1- P[T >t] =1 — P[first play occurs after time ¢|

=1— P[nooneplaysfromtimeOtot] =1— ()(.5¢)°(1 — .56)0 =1 — (1 — .5t)10 .
Thepdf of T'is fr(t) = F}(t) = 5(1 — .5¢t)° . Answer: B

9. Thisyear's expected insurance payment is

7% - (.001e=%1) dz 4 500 - P[X > 500]

= [P0 = F(z))de = [} dz = 1000(1 — e~?) = 393.47 .
Next year's expected insurance payment is

Jo'z - (.0008) dz + u- P[X >u] = [;'(1 - Fi(z))dz

= [;'(1 —.0008z) dz = u — .0004u? .

Wewant u — .0004u? = (1.25)(393.47) = 491.84 .

Solving the quadratic equation resultsin « = 673 or 1827 .
Weignoretheroot u« = 1827, sinceit is above the maximum loss.

Answer: C

10. I. True.

Il. False. The sum of independent exponentials, each with the same mean, has a gamma
distribution.

[, False.

V. True.

Answer: C

11. A="YES'to(i) , B="YES"to (ii)

P[AUB]=.8, P[AUB]|=8—-P[ANB|=P[(AUB)]=1-8=.2

— P["YES to exactly one] = P[AN B'| + P[A’ N B
=P[AUB]—-P[ANB]=8—-2=. Answer: E
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12. N, number of defectivein asample of size 10, has a binomial distribution with probability p
of any one being defective.
PIN >2jp] =1 - PINOor 1] =1— ()1 =p®* = (V)1 =p)p.
For shipment with .2 defective,
P[N >2|p=.2] =1—(.8)!1% — (10)(.8)%(.2) = .6242.
For shipment with .1 defective,
P[N >2|p=.1]=1-(.9)" — (10)(.9)°(.1) = .2639 .
P[N >2]=P[N >2|p=.2]- Pl[p=.2]+ P[N >2|p=.1]- P[p= 1]
= (.6242)(.25) + (.2639)(.75) = .354 . Answer: B

13. With mixing weight a applied to the Poisson with mean 1 and mixing weight b applied to the
Poisson with mean 2, themeanof X is F(X)=a+2b+3(1—a—0) =2.1.

The second moment of X is E(X?) =2a+6b+12(1 —a —b) =2.59+2.12=17.0.

We get the two equations 2a +b = .9 and 10a +6b =5.

Solving these two equationsresultsin « = .2 and b = .5.

Then P(X =0) = .2e7! + .5e7? + .3¢73 = .156 . Answer: C

14. Claimon policy i is X; . With n policies, the aggregate claimis C' = >_ X, , and
i=1

the mean of the aggregate claimis

E[C]=FE[X1+ Xo+ -+ X,,] = nE[X] = 100n , and the varianceis

Var[C| = Var[X; + Xo + --- + X,] = nVar[X] = 10,000n (since the X;'s are independent,
the variance of the sum is the sum of the variances, and variance of the exponential distribution is
the square of the mean). Tota premium collected is 120n .

Using the normal approximation the probability that total premium exceeds total claimsis

P[C < 120n] = P[%;ﬁg] < 1\2/0176_010%%”] : f/:f[[g]] is approximately normal, so in order for
this probability to be > .95, we must have % > 1.645 (from the normal table). Thisis

equivalentto .2,/n > 1.645 , or equivalently, n > 67.7. Answer: E
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15. If Y = g(X) withinversefunction X = k(YY)

Also, we can think of X asafunction of Y, so that fX( ) =

But wearegiventhat Y is exponentlal with mean

Therefore, fx(z) = ae ") - |¢(z)| = #

then fy(y) = fx(k(y)) - [K'(y)] .
fr(g(z)) - |g( )| -
,sothat fy(y) = ae .

We can try each of the transformations Y = ¢g(X) to see which one satisfies the relationship.

1
ae W g (z)] = ae ) | | = W . Incorrect.
B) g(x) =In(§)~ ¢'(x) = 1 and
ae ) .| ()] = e Inl=/o) . |i| = 1’“‘” . Incorrect.
0 1
C) g(z) = In(“40) » g'(w) = 15 and
40 ]
e~ @) g (z)] = ae—am(5g") #9| = 7@%)&“ . Correct.
Answer: C
16. A =1wassent, B = 1wasreceived .
P[A] = P[A'] = 5. P[B|A] = .95, P[B|A] =
P[B|A] = 553 — P[BN A] = (.95)(.5) = AT5
P[B|A) = BE0H - P[B N A = (.01)(.5) = .005.
P[B] = P[BN A] + P[BN A'] = A75 + .005 = .48..
PlA|B] = 2502 = 40 = 9896. Answer: D
17. PIN =0]=(1—p)". Since E[N] =np =2, itfollowsthat p = % .
H H n _ | 2 n
Then lim PIN =0] = im (1 =p)" = fim (1 = 3"
. log(1—2
We consider log[(1 — %)”] =nlog(l — %) = % :
Applying I'Hopital's rule, we get
2/77,2
. 2\n . log(1-2) . -2
Jimiogl(1— ) = lim =2t = lim o = -2
Therefore, lim (1 — %)" =e 2= limP| 0]. Answer: A
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18. In order to be aproper density function, f(x,y) must satisfy the relationship
fozfol(am +by)dyder =1 ,sothat 2a+b=1.

From the given probability, we have fol J, ( *(az + by) dx dy = % :

sothat [[2(4— %) +b(2y—1)dy =242 =2 4114440 =5.
Solving the two equations 2a +b =1, 1la+4b=>5 resultsin a=b = %
Then, E[X +Y] = f02f01 (x+ y)(lx + %y) dydx = %f(?fol(a:2 + 22y + y?) dy dx

16y _ 16

:%fOQ(ijLer Ydo = 1 5 (3 5 - Answer: B

19. fi(s)=1,0<s<1, folt)=2t,0<t<1.

Timeto breakdownis X = min(S,T) .

The distribution function of X is
Fx(z)=PX<z|=1-PX>z]=1-P[(S>z)N(T > x)].
Since S and T are independent, we have
P[(S>z)N(T >z)] = P[S > x| P|[T > x].

P[S > x] :fxllds:l—a:,and P[T > z] :fletdt:l—xQ.
Therefore, Fy(z) =1— (1 —z)(1 —2?) =2+ 2° — 2* , and the

pdf of X is fx(x) = Fi(z) =1+ 2z — 32%.

Themean of X is E[X]| = fol:L' fx(z)dr = fol(x + 222 — 32%) dx = % .
Note that since X > 0, the mean of X can be formulated as

E[X] = [°[l - Fx(z)]dz = [;°S(z) T(z)dz = [;(1 —2)(1 —a?)dz = 2.
Answer: E

20. For abivariate normal distribution, we have the following.
BIXIY =yl=px+p - 5 - (y—py)=0+p- 2 - (y—1)»8=p-7%.8.

oy Oy
E[Y\XZSC]:uerﬂ'%'(:E—MX =1+p'§—§'($—0)—’2—1+p =9,

Therefore, p-"—le and p-U
(- 2)(p- —>—p2=<1><%>=$.
Since 8 = E[X|Y =9 = E[X] +p - 2*

, from which we get

Z—f > 0 aways). Therefore, p isthe posmve square root of L whichis % Answer: D

21. P[AnB'| = P[A]— P[An B] > P[A] — P[B] ,since P|B] > P[AN B].
Answer: C

-8 > E[X] =0, itfollowsthat p > 0 (because
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22. The probability of first win occurring in week n is (%3) (310) .

If week n is Smith's first week then hisnet gainis 10 — n dollars (10 dollar prize minus n weeks
with cost of 1 per week). Smith's expected net gainis

i(lo—n)(gg)" 1(30) _ 102(29)71 1( ) _ in(%)nd(%)

n=1 n=1

The week number in which the first win occurs isthe form of the geometric distribution on the

integers 1,2, 3, ... with p= 5 . Themeanis £ =30 = Zn(%)”‘l(%) .
p n=1
Also, 2(3—9) (Si) = 1. Smith'snet gainisthen 10(1) —30 = — 20 . Answer: A

n=1

23. fyix(ylr) = % for 0 <y < % . Thejoint density of X and Y is
f(x y)—fY|X<y|:c>-fx<x>=%-(2—2x)=%—4 ,0<z<1,0<y<%

2

x 1
fo /2 —4)dyda::f01(%—‘%)d$25.
A second approach is somewhat more work. The region of joint density can also be described as
0<y<%, O<2y<ax<l.
The density function of the marginal distribution of Y is

Fely) = fo (4~ ) do = (4o — 4n)] = (~4)~ (4In2y — 8&y)

=8y —4In2y — 4 for 0 <y < 3 -
Themeanof Yis E[Y] :fl/2 -(8y—4In2y — 4)dy
1/ 2(8y —4yin 2y — 4y) dy . This approach requiresfinding the antiderivative of
yln 2y . This can be done by integration by parts.
Jyln2y dy = [In2yd(3y%) = 337 (In2y) — [ (39°) d(in2y)
=357 - (In2y) = [ (39°) () dy = 597 - (In2y) — § . Then,
2

2 y=1/2
EY] = [;*(8" — dyln2y — ty)dy = §v° — 4(50" - (n2) = ) 22|
1 1 1 .
=3 ( Inl — 16) 5= 19" Answer: E

24. The expected amount paid by the insurer is
fdz— dl‘—fd d)der =5 (1—d)2.
Then, 5(1—d) =co+d=1—+/2c. Answer: B
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25. For ¢ > 0 we have

PY >¢]=P[X -2>¢|X>2|=P[X >c+2|X >2] = P[(X>]§[+X2)>r;§X>2)]
P[X >2]=e?(= [,"e " dx) andsince ¢ >0,
P(X>c+2)N(X>2)]|=P[X>c+2|=e (2,

—c—2

Then, P[Y >¢c|=1- Fy(c) = © =e °,s0tha fy(c)=Fy(c)=e“.

e—2

Therefore, Y has an exponential distribution with mean 1. Answer: A

26. B[X] = (1)(p) + (2+3+4+5)(3) +

E[X?) = (12)(p) + (2* + 32 + 4% + 5%)(¢)
Var[X] = E[X?] - (E[X])* =21 = 35p — (5
Var[X] is maximized where dip(% +2p—25p7) =2 —50p=0,

sothat p = % . Answer: C

27. X = Toronto hightemp. N( — 5,16), Y = Winnipeg high temp. N( — 10,64) .
High temperature differenceis X — Y ~ N(5,80) .
Plhightemp. diff. <1]=P[|X -Y|<1]=P[-1< X -Y <1

- P[\/S(i <7< \/%] = ®(— 45) — B(— .67) = [1 — B(.45)] — [1 — D(.67)]
= ®(.67) — (.45) = .748 — .673 = .075 . Answer: C
28. Marginal distribution of X has pdf fX fo dy =z + % ,0<zx<1.
Marglnal dlstrlbutlononhaspdf fry fo x:y—i—% , 0<y<1,
or fy(y fo z—y+§,0<y<1
Marglnal distribution of Z haspdf fz(z fO gy, 2)dy =32, 0<z2<1.

Only C has marginal distributions for X and Z that are correct. Answer: C
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29. The number of strikesin the year has a geometric distribution with mean

% = .25 . The expected loss to the company in the year (before any insurance coverage) is
150, 000(.25) = 37,500 . The expected amount paid by the insurance company in the year is
0- P[N = 0] 4+ 100,000 - P[N = 1] 4 200,000 - P[N = 2] 4 300,000 - P[N > 3]

=100, 000[(.8)(.2) 4+ 2(.8)(.2)? + 3(1 — .8 — (.8)(.2) + (.8)(.2)?] = 24,800 .

The expected loss to the company during the year not covered by insuranceis

37,500 — 24,800 = 12,700 . Answer: D

30. Using the transformations U = e~ +Y) = ¢(X,Y) and V = X = v(X,Y), we have
inversetransformations X =V =h(U,V) and Y = —InU -V =k((U,V).

Applying the "Jacobian" method to find the joint distribution of transformed random variables U
and V', we have

gu,v) = f(h(u,0), k(u,0)) - |5 - Gy = G - 5ol

= flv, —lnu —v)-|0- (1) =1 (= 1) =einu-v. L _q

Since —InU=X+4+Y > X =1V ,theregionof jointdensityis 0 <V < —InU and

0 < U < 1.Themargina pdf of U is fy(u) = foflnul dv= —Inu,ontheregion 0 <u < 1.

Answer: C
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PRACTICE EXAM 6

1. A survey of the public determines the following about the "Lord of the Rings" trilogy

(3 movies).
Have Seen #1 Have Seen #2 Have Seen #3 Percentage of Public
No No No 50%
Yes ? ? 35%
? Yes ? 33%
? ? Yes 31%
Yes No No 8%
Yes Yes No 4%
Yes Yes Yes 20%

Based on this information, determine the percentage of the public that has seen exactly one of the
three "Lord of the Rings' movies.
A) 15 B) 17 C) 19 D) 21 E) 23

2. Suppose that events A and B are independent and suppose that A C B. Which of the
following pairs of values isimpossible?

A) P(A)=3 and P(B)=1 B) P(A) =
C) P(A)=0 and P(B)=4% D) P(A) =
E) P(A)=1and P(B) =1

N[ D=

3. For aparticular disease, it isfound that 1% of the population will develop the disease and 2%
of the population has afamily history of having the disease. A genetic test is devised to predict
whether or not the individual will develop the disease. For those with afamily history of the
disease, 20% of the time the genetic test predicts that the individual will develop the disease and
for those with no family history of the disease, 1% of the time the genetic test predicts that the
individual will develop the disease. The genetic test is not perfect, and individuals are followed to
determine whether or not they actually develop the disease. It is found that for those who have a
family history of the disease and for whom the genetic test predicts the disease will develop, 80%
actually develop the disease. It is aso found that for those who have afamily history of the
disease and for whom the genetic test does not predict the disease will develop, 10% actually
develop the disease. Find the probability that someone with afamily history of the disease will
develop the disease.

A) .20 B) .22 C) .24 D) .26 E) .28

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



436 PRACTICE EXAM 6

4. You are given the following information:

P(A|B) =4 =P(A|B') and P(A)=.5
Find P(B).
A) 4 B) .5 C) .6 D) .7 E) .8

5. If with each new birth, boys and girls are equally likely to be born, find the probability that in
afamily with three children, exactly oneisadgirl.
AV B3 Of D3 B2

6. Six digitsfrom 2,3,4,5,6,7, 8 arechosen and arranged in arow without replacement to
create a 6-digit number. Find the probability that the resulting number is divisible by 2.

AZ B2 03 D)% E)

7. A bag contains 3 red balls, 2 white balls and 3 blue balls. Three balls are selected randomly
from the bag with replacement. Given that no blue ball has been selected, calculate the

probability that the number of red balls exceeds the number of white balls chosen.

3 3 7 81 81
nE Bi of D pi

8. A student hasto sit for an examination consisting of 3 questions selected randomly from alist
of 100 questions (each gquestion has the same chance of being selected). To pass, he needsto
answer at least two questions correctly. What is the probability that the student will pass the
examination if he only knows the answers to 90 questions on the list?

A) Lessthan .96 B) Atleast .96 but lessthan .97 C) Atleast .97 but lessthan .98

D) Atleast .98 but lessthan .99  E) Atleast .99
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9. A random variable X has a probability massof 0.2 at X = 0 and a probability mass of 0.1 at

X = 1. For dl other values, X has the following density function:
0 z<0
_Jxr O<z<l1
)22 1<z<ec
0 zxz>c

Find P(X < 1|X > .5)
A) Lessthan .6 B) Atleast .6 but lessthan .7 C) Atleast .7 but lessthan .8
D) Atleast .8butlessthan.9 E) Atleast .9

, Where c isaconstant.

Ix(z)

10. Anordinary fair dieistossed independently until two consecutive tosses result in the same
face turning up. X denotes the toss number on which this happens, so X > 2. Which of the
following is F'(z), the CDF of X for = > 2?

ML= B1-(@) Ol-(p" DIi-(° B@E)r

11. A discrete random variable X has the following probability function

x: 10 20 30 40 50

f(z): 0.1 0.1 0.4 0.3 0.1

Denote by 1.y and ox the mean and the standard deviation of X. Find P(|X — ux| < ox) .
A)l B) 0.8 C)0.7 D) 0.5 E) 0.4

k
12. The continuous random variable X haspdf f(x) = (k:ﬁ)f for 0 <z < c,where k& > 0.
The coefficient of variation of arandom variable is defined to be 7% .

Find the coefficient of variation of X.

1 1 1 1 1
A) V1) (k+2) B) /(k+2)(k+3) © (k1) (k+3) D) 71 B) 3

13. X and Y are discrete random variables on the integers {0, 1, 2} , with moment generating
functions Mx (t) and My (t). You are given the following:

Mx(t)+ My(t) = 3 + 3¢t + 2% and Mx(t) — My(t) = 1 — 1¢'.

Find P(X =1).

As B O D)

oolw

1 5
2 B3
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14. X isacontinuous random variable for the density function f(x) = % for —4<x<2,

1
and f(z) =0 otherwise. Find |E(X) — m/|, wherem isthe median of X.
A) Lessthan .2 B) Atleast .2 but lessthan .4 C) Atleast .4 but lessthan .6

D) Atleast 6 butlessthan.8 E) Atleast .8

15. Smith plays a gambling game in which his probability of winning on any given play of the
gameis .4. If Smith bets 1 and wins, the amount hewinsis 1, and if he loses, then he loses the
amount of 1 that he bet. Smith devises the following strategy. If he loses a game, he doubles the
amount that he bets on the next play of the game. He continues this strategy of doubling after
each loss until he wins for the first time. He stops as soon as he wins for the first time. Smith has
alimited amount of money to gamble, say $c. If heloses all $¢ he goes broke and stops playing
the game. Find the minimum amount ¢ that Smith needs in order for him to have a probability of
at least .95 of eventually winning before he goes broke.

A) 7 B) 15 C) 31 D) 63 E) 127

16. A production process for electronic components has a followup inspection procedure.
Inspectors assign arating of high, medium or low to each component inspected. Long run
inspection data have yielded the following probabilities for component ratings:

P(high) = .5, P(medium) = .4, P(low) = .1.

Find the probability that in the next batch of 5 components inspected, at least 3 are rated high,
and at most 1 israted low.

A) Lessthan .10 B) Atleast .10 but less than .20 C) Atleast .20 but lessthan .30
D) At least .30 but lessthan .40 E) Atleast .40

17. A teacher in a high school class of 25 students must pick 5 students from the class for a
school board math test. The students must be chosen randomly from the class. According to the
teacher's assessment, there are 3 exceptional math studentsin the class and all the rest are
average. Find the probability that at least 2 of the exceptional students are chosen for the test.
A) .01 B) .03 C) .05 D) .07 E) .09
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18. Smith is a quality control analyst who uses the exponential distribution with a mean of 10
years as the model for the exact time until failure for a particular machine. Smith isreally only
interested in the integer number of years, say X, until the machine fails, so if failureiswithin the
first year, Smith regards that as O (integer) years until failure, and if the machine does not fail
during the first year but failsin the second year, the Smith regards that as 1 (integer) year until
failure, etc. Smith's colleague Jones, who is also a quality control analyst reviews Smith's model
for the random variable X and has two comments:

I. X has ageometric distribution.

II. Themean of X is10.
Determine which, if any, of the statements made by Jones are true?

A) Neither are true B) Only Statement | istrue C) Only Statement Il istrue
D) Both are true E) Noneof A, B, C or D is correct

19. Xi, Xy, X3, Xyand X; areindependent normal random variables with
E(X;)=Var(X;) =1 for i =1,2,3,4,5.
5
WedefineY tobe ¥V = %ZX,L- . What is the 50th percentile of Y — 3?
i=1

A)O B)1645 C)384 D)11.07 E)19.21

20. According to the definition of the beta distribution X on the interval (0,1) with integer

parametersa > 1 and b > 1,thepdf is f(z) = % N G L

Which of the following statements are true?
I If a=b then E(X) =1 .
I If a =0 then Var(X) = —

~ 8a+1 -
I1l. Ask increases, E(X") increases.
A) | only B) Il only C) 11l only D) All but I E) All but I11

21. Thejoint pdf of Xand Y is f(z,y) = ke /3 for 1 <z <oo and 1 <y < 0o
Find E(X) (the mean of the marginal distribution of X).
A)4 B)2 C1 D)j; E) 1
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22. Smith and Jones are financial analysts who enter a stock picking contest. Smith picks the
stock of Company A and Jones picks the stock of Company B. Over the next week, the gain in the
price of stock A will be X and the gain in the price of stock B will be Y, where X and Y have the
joint density f(z,y) = %($+2y) forO<z<landO<y<l.

If the gain in Smith's stock for the week is greater than the gain in Jones' stock, Jones will pay
Smith $1000. How much should Smith pay Jonesif the gain in Smith's stock is less than that of
Jones' stock in order that Smith's expected return in this contest is 0?

A) 400 B) 800 C) 1200 D) 1600 E) 2000

23. X and Y are normal random variables with means 1.x and py, standard deviations oy and
oy, and correlation coefficient p. F'x(t) and Fy (t) denote the cdf's of X and Y respectively.

If ox =20y, for what valuesof ¢ isittruethat Fx(t) > Fy(t) ?

A) t<2puy —px  B)t<2ux—py  C)t < p(ux + py)

D)t < p(ux — py) E) All real numberst

24. X andY are continuous random variableswith pdf f(z,y) =2for 0<z<y<1,
and f(x,y) = 0 otherwise. Find the conditional expectation of Y given X = z.
M3 B ot DY B

25. X1, Xy, X3, .... isaseguence of independent random variables, each with mean 0 and
variance 1. WedefineY, tobe X; + Xo + --- + X, .
If k< j ,whatisthe coefficient of correlation between Y, and Y; ?

Akj  B)VE B D)\/§ )

26. X has an exponential distribution withmeanland Y = X? — 1. Find Fy(3).
AS BY Ol-22 D)l-e? E)l-e
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27. A financial analyst uses the following model for the daily change in the price of acertain

stock: ln(%

where X; isthe stock closing price for trading day ¢. Assuming that the daily changesin price are

) has adistribution with amean of .01 and a variance of .0009 ,

independent from one day to the next, and assuming that the stock price closed at 1 on day 1,
use the normal approximation to find the probability that the stock priceis at least 4 at the close
of trading day 101.

A) .05 B) .1 C) 5 D) .9 E) .95

28. Aninsurance policy has adeductible of 1 and pays a maximum of 1. The underlying loss
random variable being insured by the policy has an exponentia distribution with a mean of 1.
Find the expected amount paid by the insurer on this policy.

A) 2e2 B)e ! Cle ! —e? D)e ! — 272 E)2(e™! —e?)

29. X hasauniform distribution on theinterval (0,2), and Y = maxz{X, 1} .
Find Var(Y).
A)05 B).10 C).15 D).20 E).25

30. X hasadistribution with the following cdf F(z) =1 — e~ /%",

whereT > 0 and § > 0. Therandom variable Y isdefinedtobe Y = ¢g(X) .

Which of the following transformations results in a distribution of Y which is exponential with a
mean of 1?

A) glz)=a"  B) gz) =27 O glx)=(§) D)g®)=(5)" B g) =%
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PRACTICE EXAM 6- SOLUTIONS

1. We can represent the events in the following diagram:

VO

Thetopcircle, AU BUC U D represents the event of having seen #1 of the movie series, the

lower left circle, £ U B U C' U F represents the event of having seen #2 of the movie series, the
lower right circle, G U F'U C' U D represents the event of having seen #3 of the movie series,
and H represents the event of having seen none of the three movies.

From the given information, we know that the percentage for event H is h = 50.

The second line of the information table indicates that 35% of the public has seen movie #1 but
we don't know about movies #2 and #3 for this group. Thisis interpreted as the percentage for
AUBUCUD isa+b+c+d=35.

Similarly, the percentagefor FUBUCUF ise+b+c+ f=33,and

the percentagefor GUFUCUD is g+ f+c+d=31.

The 5th line of the table indicates that 8% have seen movie #1 and not movies #2 or #3.
Therefore, the percentage for event A is a = 8.

Event B isthe event of having seen both #1 and #2 but not #3 and this has percentage b = 4,
and event C isthe event of have seen al three, and this has percentage ¢ = 20.
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1. continued

The event of having seen exactly one of the three moviesisthe combination AU E U G.
Thiswillbe a +e+g.

Weknow that a+0b+c+d+ e+ f+ g+ h = 100 percent, since everyone either seesa
movie or doesn't. Thisleads to the following 8 equations:

h=50@1) , a+b+c+d=352), e+b+c+f=3303), g+f+c+d=31(4) ,
a=8(05), b=4®), c=20(7), a+b+c+d+e+f+g+h=1(8).

From equations (3), (6) and (7) weget e+ f =9(9) .

From equations (1), (2) and (8) weget e+ f + g =15 (10) .

From equations (9) and (10) weget g = 6 (11) .

From equations (2), (5) and (6) weget ¢ + d = 23 (12) .

From equations (11), (12) and (4) weget f =2 (13).

From equations (9) and (13) weget e = 7.

Then a+ e+ g=8+ 7+ 6 = 21 isthe percentage that has seen exactly one of the three

movies.

Once we have determined the individual valuesof a,b,c,d, e, f, g, h , we can find the
percentage for any combination. For instance, the percentage of people who have seen #1 and #3
but not#2is d = 3. Answer: D

2. Since A and B are independent, we must have P(AN B) = P(A) - P(B) .
Since A C B ,itfollowsthat ANB=A.

Therefore, we must have P(A) = P(A) - P(B) .

The only way thiscan betrueisif P(A)isOor1,orif P(B)isl.

Only D does not satisfy one of these conditions. Answer: D
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3. Wedenote events as follows:
F - anindividual has afamily history of the disease
T - the genetic test indicates that an individual will develop the disease
D - anindividual will develop the disease
We are given the probabilities P(D) = .01 and P(F) = .02.
The language "for those with afamily history of the disease, 20% of the time the genetic test
predicts that the individual will develop the disease" describes the conditional probability
P(the genetic test indicates that the individual will develop
the disease|the individual has afamily history of the disease) = P(T'|F') = .20 .
Inasimilar way P(T|F') = .01, P(DITNF)=.80 and P(D|T'NF)=.10.
We are asked to find P(D|F) = P;?Qf) .
Wearegiven P(F) = .02 sothat P(F’) = .98.
Then, since .20 = P(T|F) = PI(DT(;? ,
weget P(TNF)=P(T|F)-P(F)=(.2)(.02) =.004.
Then, since P(F)=P(TNF)+ P(T'NF) itfollowsthat P(T' N F) = .02 —.004 = .016 .
Also, P(IDNTNF)=PD|TNF)-P(TNF)=(.80)(.004) =.0032 .
Smilarly P(DNT'NF)=P(D|T'"NF)-P(T'NF)=(.10)(.016) = .0016 .
Then P(DNF)=P(DNTNF)+P(DNT' NF)=.0032+.0016 = .0048 .

Finally, P(D|F) = Z5755) = 2038 = 24 Answer: C

4. P(ANB) = P(A|B) - P(B) = .4 x P(B).

P(A|B)=1—-P(A'|B')=.6 and P(ANB')=P(A|B')- P(B') = .6 x [1 — P(B)].
Then
5=PA)=P(ANB)+P(ANB)=4xP(B)+.6x[1—-P(B)]=.6—.2xP(B).
Solving for P(B) resultsin P(B) =.5. Answer: B

5. There are 8 possible orderings of birthsin afamily of three children:
GGG , GGB , GBG , GBB , BGG , BGB , BBG , BBB.

# of these orderings result in afamily with exactly one girl: GBB , BGB , BBG.

Each of the orderings has a probability of % X % X % = % of occurring, so the probability of

exactly one girl is %. Answer: C

© ACTEX 2010 SOA Exam P/CAS Exam 1 - Probability



PRACTICE EXAM 6 445

6. To find the probability that a certain type of combination or arrangement occurs, the

number of combinations or arrangement of the specific type required
total number of all combinations or arrangements )

probability isusually formulated as

For these problems, the denominator is the total number of al 6 digit numbers that can be created
by choosing 6 digits without replacement from2,3,4,5,6, 7, 8. Thetotal number of 6-digit
numbersis 7 x 6 x 5 x 4 x 3 x 2 =15,040 sincethefirst digit can be any one of the 7 integers,
the second digit can be any one of the remaining 6 integers, etc.

The number isevenif itendsin2, 4, 6 or 8. For each of these 4 cases, there are
6 x5 x4 x3x2="720 arrangements of the first 5 digits in the number, since the other 5 digits
are chosen from the 6 remaining integers. The numerator of the probability is

o e 2880 _ 4
4 x 720 = 2880, and the probability is 575 = 7 -

An aternative solution is to note that there are 7 possible equally likely final digits for the 6-digit

4

number, and 4 of them make the number even. The probability is = . Answer: D

P(ANB)
P(B)

A = more red than white are chosen, and B = no blue are chosen.

7. Wewishtofind P(A|B) = , Where

Out of 8 ballsin thebag, 5 are not blue, so for each of the three trials, the probability of picking a

ball that isnot blueis %; since the ball chosen is always replaced, the probability remains the

same on each subsequent choice. Then, P(B) = % X % X % = % .

On any given trial, the probability of ared ball being chosen is % and the probability of awhite

ball being choseniis 2.

AN B = no blue are chosen and more red than white are chosen.
The following sequences of choicesresultin AN B occurring: RRR, RRW , RWR, WRR.

The probabilities of these sequencesis

3 3 27 3 3 2 18
P(RRR)_—Xng:E)lQ,P(RRW) g ng:m,
3 2 3 18 2 3 3 18
27+18+184+18 &
Then, P(ANB) = e = 512 -
= 1 )
Finaly, (A|B) 125//0512 = % . Answer: E
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8. The student will passif at least two of the three questions chosen come from the 90 questions

that the student knows. The number of ways of choosing 3 questions from 100 is

100y 100! _ 100x99x98
( ] ) = ol — 1009998 _ 161, 700 .

The student will passif either

(i) al three questions are chosen from the 90 he knows the answers to, or
(ii) exactly two of the three questions are chosen from the 90 he knows the answers to and the
other is chosen from the other 10.

The number of ways of (i) occurring is (930> = 8%0_!3! = 90X869X88 = 117,480 , and the number

i L (90 10 90! 10! _ 90x89
of ways of (ii) occurring is ( 9 ) X ( 1 ) =i X o = 3 % 10=40,050.
117,4804-40,050

The probability that the student gets at least 2 of the 3 questionsright is 1617700 =.974.
Answer: C
9.P(5<X<1)=[;ads = .375.

_ P(5<X<1)
P<X< 1‘X>.5)— W
Although we have not determined the value of ¢, we know that
P(X>5)=1-P(X<.5)=1-[P(X=0)+P(0< X <.5)]
—1-[2+ [Jad] =1-.325=675.

_ P(5<X<l) 3715 .

Then P(X<1|X>.5)—m—m—.556. Answer: A

10. F(z) =P(X <z).

P(X=2)= % ,since X = 2 if the second tossis the same as the first, and thereisa% chance
of that. Thereisa % chance that the 2nd toss is not the same as the first, and then a % chance that
the 3rd tossisthe sameasthe2nd, so P(X = 3) = % X % .Thereisa% chance that the 3rd toss

is not the same as the 2nd, and then a % chance that the 4th toss is the same as the 3rd, so

P(X =4)= (%)2 X % . Continuing in thisway, we seethat P(X =n) = (%)"*2 X % :

Then F(z) =SS P(X =n) = 553y x b= (14 3+ (37 + -+ (D7 x }.
. " k+1
— ,toget

1—a
1—

We use the geometric seriesexpression 1 +a +a? +--- +a* =

Fa) = =@

6

1 _ _ézfl .
-7 xg=1-(5)"". Answer: A

6
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11, px = (10 x .1) + (20 x .1) + (30 x .4) + (40 x .3) + (50 x .1) = 32.

0% = E[(X — px)?]

= (10 — 32)2(.1) + (20 — 32)%(.1) + (30 — 32)%(.4) + (40 — 32)2(.3) + (50 — 32)%(.1)
=116

Alternatively, 0% = E(X?)—(E[X])?.

E(X?) = (10? x .1) + (20% x .1) + (30% x .4) + (40% x .3) + (502 x .1) = 1140,
sothat o% = 1140 — 322 = 116 ,and oy = /116 = 10.77 .

Then, P(|X — ux| < ox) = P(|X — 32| < 10.77) = P(—10.77 < X — 32 < 10.77)

= P(21.23 < X <42.77) = P(X =30 0r40) = 0.7 . Answer: C
k+1 k41
12. E(X fox f fo ck+1 x:]lz—j_%-c.
c k+1 k+2 k41
(X2) $2 = fo ("*1 dx = k—::—_?) e
k+1 k+1 k+1 ket
Var(X) = E(XQ) - (E[X])2 =13 - (g o’ = s~ ()¢
k¥l 2
= k3)(k+2)? €
- - : k+1 k+1 _ 1
The coefficient of variation of X is \/(k+3)(k+2)2 c /(k+2 c) = EHIEE)
Answer: C

13. We denote the probability function of X by pi' = P(X =0),p = P(X =1), and
py = P(X = 2) . With similar notation for Y.
Then Mx(t) = Ele tX] = pX+et-pX+e¥. pf and
My (t) = E[e™]=¢e"-py +¢" -p| +e*-py .
Then MX()+My() Py + e - pl +e2t-p2 +py e p e py

=p +pf + (pff +p1 {)et + (p +py )e”
andit followsthat p +p} =3, p¥ +pf =2

1
and pg +p; =5

Inasimilar way, we have
Mx(t) = My(t) =pg +e' -pi +e -p —py —e -p| —e*-py

=y —p + (i —pl)e" + (p —py)e,
anditfollowsthat pf —py =1, pf —pl = — 1 and p¥ —p} =0.
From these equations, we seethat p¥ +pl + p¥ — pl =2pf = % — i =
and therefore P(X = 1) = p = i : Answer: B

N
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14. E(X) :f_24:r:f(:c)d:c:f_04:c (o d:z:-i—fo (15)dz = — %

The medianmaﬂisfiestherelationsmp [ f(z)dx = l :

Weknow that [*, f () f (To )d:r— sowemusthave —4<m<0.

Then [”\(75) dx = 16 . Setting thisequal to 1, weget m = — /6 (wetake the negative
square root because we know that the median is between — 4 and 0).

Then |E(X)—m|=|- 32 —(—/6)| = .583. Answer: C

15. We can approach this problem by trial and error.

If Smith has ¢ = 1, then Smith will go broke if he loses the first game (prob. .6), so thereisa .4
chance that Smith wins before going broke.

If Smith has ¢ = 1 + 2 = 3, then Smith will go broke if he loses the first two games (prob.

.6 x .6 = .36), so there is a .64 chance that Smith wins before going broke.

If Smithhas ¢ =1 + 2 + 4 = 7, then Smith will go brokeif he loses the first three games (prob.
(.6)3 = .216), so thereis a.784 chance that Smith wins before going broke.

If Smithhas ¢ =1 + 2 + 4 4+ 8 = 15, then Smith will go brokeif he loses the first four games
(prob. (.6)* = .1296), so there is a.8704 chance that Smith wins before going broke.

If Smithhas ¢ =1+ 2+ 4+ 8+ 16 = 31, then Smith will go broke if he loses thefirst five
games (prob. (.6)° = .0778), so thereis a.9222 chance that Smith wins before going broke.

If Smithhas ¢ =1+ 2+ 4+ 8+ 16 + 32 = 63, then Smith will go broke if he loses the first six
games (prob. (.6)% = .0467), so there is a.9533 chance that Smith wins before going broke.
Answer: D

16. We can use the multinomial distribution. For a batch of n components tested, the probability
that a are rated high, b are rated medium and c arerated low is ,b, , (.5)2(.4)°(.1)°.

In abatch of 5, in order to have at least 3 high and at most 1 low, the following combinations are
possible 5H, 4Hand 1M ,4H and 1L , 3H and 1M and 1L .

The probabilities of these combinations are

P(5H) = =t (.5)%(.4)°(.1)° = .03125 |,

51010!
P(4H and 1M) = 521 (.5)4(4)'(.1)° = .125
P(4H and 1L) = o7 (:5)4(.4)°(.1)! = .03125
P(3H and 1M and 1L) = 521 (5)%(4)'(1)' = .1 .
P(3H and 2M) = 52 (.5)3(4)2(.1)" = 2 .
The total probability is .03125 4 .125 + .03125 + .1 + .2 = .4875 . Answer: E
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17. The number of exceptional students chosen, say X, can be described as having a

3 22
hypergeometric distribution. For £ =0,1,2,3 wehave P(X =k) = %
5

(k of the 3 exceptiona students are chosen, and 22 — k of the average students are chosen).
Then the probability that at least 2 exceptional students are chosen for thetest is

3 22 3 22
P(X =20r3) = (2()2§)3) + (3()2§)2) = (3)(151?3);%%)(231) =.0913. Answer: E

18. We denote by W the exponentia distribution with a mean of 10,
so the pdf of W is fir (w) = eflugm
Then the distribution of X can be found from the distribution of 1.

X isadiscrete integer-valued random variable > 0.

X =01if 0 <W <1 (if failureisinthefirst year), and the probability is
PX=0=PO0<W<1)= folfw(w) dw = fol.le_'lu’ dw=1-—e"1 =.095163.

X =11if 1 <W <2 (if failureisin the second year), and the probability is
PX=1)=P(1<W<2)=[fleWdw=e"1—e2=.086107.

X=kif k<W <k+1(if falureisinthefirst year), and the probability is
P(X=k) =Pk <W <k+1)= [ 1e1duw

— 1k _ e—.l(k+1) — (6—.1)k(1 _ 6—.1) )

The commonly used definition of the geometric distribution is as follows.
Supposethat 0 < p < 1 and supposethat 7 is an integer-valued random variable > 0
with probability function P(Z =j) = (1 —p)k-p for j=0,1,2,....

Z issaid to have a geometric distribution with parameter p, and the mean of Z is
E[Z] = % (and thevariance of Z is Var[Z] = % ).

From the probability function of X described above, if welet p =1 —e~! , then
l—-p=etad PX=k)=(HV1-eH=>10-pF p.

We see that X has ageometric distribution, with p =1 — e~ .

The mean of X is =2 = 1<=7 = 9.508 .

Jonesis correct about the distribution of X being geometric, but is wrong about the mean of X.

Answer: B
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19. The sum of normal random variablesis normal, and a constant multiple of a normal random
variableisnormal. Therefore Y isnormal and the mean of Y is

5
%;E(Xi): $(1+2+3+4+5)=3.Thenthemeanof Y —3is0.

The mean and median (50th percentile) of a normal random variable are the same, so that the
median of Y — 3 isequal to 0. Answer: A

20. Since f(x) isapdf, it followsthat [ z*'(1 — )"~ dz = % :

and thisisvalid for any integers a and b.
Then E(X) = folwf dz = fo Lbl)l) (1 — x)"dw

lfO (1—a)"ldz = (@=1I-1) * (a+d)! ~ QLH’

(thisfollows by using a + 1 instead of a for the pdf).

Therefore, if a =b then E(X) = % , SO statement | is true.

a+b 1 o 1 (atb=D! _ (a+D)l(b—1)!
fo (=) de = @—DIo—1) * ~(atb+D)
_ (a+1) ala+l) _ _atl
= [a50) (b1 D) - 'f a =0 then E(X?) = GomGaity = 209a1T) -
. +1 1 +1 1 2 1
Thenwith a = b wehave Var(X) = 2(ga+1) —GV =l 1= 1(4a+2) — Satd -

Statement Il isfalse.

BE(X?) = [(2F f(x)dx = fo Lbl)l) (1 — 2)d .

Since 0 < = < 1, ask increases x israised to a higher power, so z***~! becomes smaller

numerically, and so doesthe integral. Statement |11 isfalse.
Answer: A

21. In order to be a properly defined pdf we must have [ [ f(z,y)dydz =1.
Therefore
flooflooka;—3e—y/3 dydx = kfloo3e_1/33:_3dx — k-3¢ 1/3. % _ %ke_l/g _1,

1/3
and it follows that & = 25~ |

The margi nal density of X is

1/3 1/3
f1 (x,y)dy = 00—263 r e VB dy = —263 cx3 . 3e 3 =273

for 1 <z <oo.
Then E(X) = [z fx(z)de = [z 223 de = [[T2272dx = 2.
Answer: B
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22. Smithwins1000if X > Y . The probablllty of thisis fo r+2y)dydr = 5 .
Therefore, the probability that X <Y is § .

Suppose that Smith pays Jones$C if X < Y .

Then Smith's expected return is 1000(%) — C(g) w

In order for thisto be 0 we must have C' = 800 . Answer: B

23. Standardizing X and Y, we have X;—)’;X has a standard normal distribution, as does L= .
Then Fix(t) = P(X < 1) = P(* 2% < FR%) = (7 1%) and similarly, Fy (1) = &(2%).

o oy
Then Fx(t) > Fy(t) if ‘I’(m) > @(%) , which occurs if % > oy

> Z

Thisinequality can bewrittenas t — ux > (t — py) - = = 2(t — py)

(sinceweweregiventhat ox = 20y).

The inequality can be rewrittenas ¢ < 2uy — uyx . Answer: A
flz.y)

24. The conditional density of Y given X = zis f(y|z) = i

JX
marginal density of X. Themarginal density of X is
fx(@) = [1f(z,y)dy = [;2dy =2(1 — ) ontheinterval z <y < 1.

The condltlonal density of Y given X =z is f(y\x) = ﬁ = ﬁ for e <y<1.
The conditional mean of Y given X = = is f Y- 1 —dy = % = 1T$ ,

We also could have noted that  f(y|x) = ﬁ isauniform density on theinterval z <y < 1.

, Where fx(x) isthe

—~
5
N

so the mean is the midpoint of the interval, "”T“ : Answer: C

Cov(Y},,Y))
VVar(Yy)xVar(Y;)

25. The coefficient of correlationis
k k

Var(Yy) = VaT(ZXi) = ZVaT(Xi) (because of independence) =1+ 1+ ---+ 1 =k,

and similarly, Var(Y;) =j.

Since k < j ,itfollowsthat YV, =Y, + X1+ -+ X; =Y, + (Y; - Y3)

and therefore Cou(Y},Y;) = Cov(Yy, Yr) + Cov(Ys, Y, — Vi) =Var(Y,) +0=F.

Since Y; - Y, = X1 + -+ X; , weseethat Y; — Y}, isindependent of Y}, and therefore

Cov(Yy,Y; —Y)=0.

The coefficient of correlation is ﬁ = JE Answer: D

26.Fy(3)=P(Y <3)=P(X?-1<3)=P(X?<4)=P(—-2< X <2)=Fx(2).
The pdf of X is f(x) = e since X isexponential with mean 1. Then,
Fx(2) = ffe‘”” dr=1—e72. Answer: D
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27. From the properties of natural log, we have

() + () + - +In(32) = In(22) = In(X101) -

Thisisthe sum of 100 independent rv's each with mean .01 and variance .0009, so
In(Xi01) has adistribution which is approximately normal with mean 100(.01) =1 and
variance 100(.0009) = .09 . The probability that X, isat least 4is

P(X101 > 4) = Plin(X101) > Ind] = P[l”()\%l) > ] =1 - (1.29) = .10.

Answer: B

28. The maximum payment will occur if thelossis 2 or more, since the deductible would bring
the payment to 1. If Y isthe amount paid by the insurance and X is the underlying loss, then

0 X<1
Y = {X -1 1<X<2.
1 X >2
The pdf of X ise™, so the expected value of Y is ff(a: —De™"dx+ P(X >2).
ff(w — e ?dr = ffxe*"” dr — ffe*x der=(—ze ™ —e” _1) — (et —e?)

=e 1 —22%, and
P(X > 2) f2 “"d:L’:e_Q.

Then E(Y)=e¢!-2c?2+e?=¢'—¢c2. Answer: C

_J1 X<1 . 1
29. Y_{X X>1.ThepdfofX|sf(:c)_2.

E(Y)=P(X <)+ flo- tdr=3+3=2and
E(Y)=P(X <)+ [{2® Jdr=3+5 =13
Var(Y) = E(Y?) — [E(Y)? =2 — (3)? = .1042. Answer: B

30. For the exponential random variable Y with mean 1, wehave P(Y > y) =e V.
For this distribution, we have P(X > z) = e~ (/)"

With transformation A we have

PY>y)=P(X">y)=P(X >y = 00 = ¢v/f" £ e,

With transformation B we have

PY >y)=PXYV" >y =P(X>y )= W/ = eV /0 #e V.

With transformation C we have

P(Y >y) = P(X)" > y) = P(X > 0y"/7) = e /07 = ¢~y Thisisthe correct
probability for the exponential distribution with mean 1. Answer: C
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PRACTICE EXAM 7

1. A study of the relationship between blood pressure and cholesterol level showed the following
results for people who took part in the study:

(a) of those who had high blood pressure, 50% had a high cholesterol level, and

(b) of those who had high cholesterol level, 80% had high blood pressure.

Of those in the study who had at least one of the conditions of high blood pressure or high
cholesterol level, what is the proportion who had both conditions?

Ai B3 O DI BF

2. A study of international athletes shows that of the two performance-enhancing steroids
Dianabol and Winstrol, 5% of athletes use Dianabol and not Winstrol, 2% use Winstrol and not
Dianabol, and 1% use both. A breath test has been developed to test for the presence of the these
drugsin an athlete. Past use of the test has resulted in the following information regarding the
accuracy of thetest. Of the athletes that are using both drugs, the test indicates that 75% are using
both drugs, 15% are using Dianabol only and 10% are using Winstrol only. In 80% of the
athletes that are using Dianabol but not Winstrol, the test indicates they are using Dianabol but
not Winstrol, and for the other 20% the test indicates they are using both drugs. In 60% of the
athletes that are using Winstrol but not Dianabol, the test indicates that they are using Winstrol
only, and for the other 40% the test indicates they are using both drugs. For all athletes that are
using neither Dianabol nor Winstrol, the test always indicates that they are using neither drug.
Of those athletes who test positive for Dianabol but not Winstrol, find the percentage that are
using both drugs.

A) 1.2% B) 2.4% C) 3.6% D) 4.8% E) 6.0%

3. Therandom variable N has the following characteristics:

(i) With probability p, N hasabinomial distribution with ¢ = 0.5 and m = 2.

(if) With probability 1 — p, N hasabinomial distribution with ¢ = 0.5 and m = 4.
Which of the following is a correct expression for Prob(N = 2)?

A)0.125p> B)0.375+0.125p C) 0.375 + 0.125p2

D) 0.375 — 0.125p? E) 0.375 — 0.125p
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4. Aninsurance company does a study of claimsthat arrive at aregional office. The study
focuses on the days during which there were at most 2 claims. The study finds that for the days
on which there were at most 2 claims, the average number of claims per day is 1.2 . The company
models the number of claims per day arriving at that office as a Poisson random variable. Based
on this model, find the probability that at most 2 claims arrive at that office on a particular day.
A) .62 B) .64 C) .66 D) .68 E) .70

5. An actuaria trainee working on loss distributions encounters a specia distribution. The
student reads a discussion of the distribution and sees that the density of X is f(z) = g‘—ﬂl on
theregion X > 6, where o and # must both be > 0, and the mean is ao‘—fl if a>1.

The student is analyzing loss data that is assumed to follow such a distribution, but the values of
« and 0 are not specified, although it is known that # < 200. The data shows that the average loss
for al lossesis 180, and the average loss for al losses that are above 200 is 300.

Find the median of the loss distribution.

A) Lessthan 100 B) Atleast 100, but lessthan 120 C) Atleast 120, but less than 140

D) Atleast 140, but less than 160 E) Atleast 160

6. Aninsurance claims administrator verifies claims for various loss amounts.

For aloss claim of amount x, the amount of time spent by the administrator to verify theclaimis
uniformly distributed between 0 and 1 + 2 hours. The amount of each claim received by the
administrator is uniformly distributed between 1 and 2. Find the average amount of time that an
administrator spends on arandomly arriving claim.

A) 1.125 B) 1.250 C) 1.375 D) 1.500 E) 1.625

7. A husband and wife have a health insurance policy. The insurer models annual losses for the
husband separately from the wife. X isthe annual loss for the husband and Y is the annual loss
for thewife. X has auniform distribution on the interval (0,5) and Y has a uniform distribution
ontheinterva (0,7), and X and Y are independent. The insurer applies a deductible of 2 to the
combined annual losses, and the insurer pays a maximum of 8 per year. Find the expected annual
payment made by the insurer for this policy.

A) 2 B) 3 C 4 D) 5 E) 6
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8. X has aPoisson distribution with a mean of 2.

Y has ageometric distribution on the integers 0,1,2,..., also with mean 2.
X and Y are independent.

Find P(X =Y).

o—2/3 e—1/3 el/3 2/3
A) - B) 3 =

e
3 E)T

C) 5 D)

9. X hasauniform distribution on theinterval (0,1) .
Therandom variable Y isdefinedby Y = X%, where k& > 0.
Find the mean of Y, assuming that it is finite.

A B Ok D BH

10. The marginal distributions of X and Y are both normal with mean 0O, but X has a variance of
1, and Y has avariance of 4.
X andY have abivariate normal distribution with the following joint pdf:

flz,y) = % . o~ T8125(a?— Gay+.25y%)
Find the coefficient of correlation between X +Y and X — Y .
A) Lessthan —.6 B) Atleast — .6, but lessthan — .2 C) Atleast — .2, but lessthan .2
D) Atleast .2, but lessthan .6 E) Atleast .6

11. Aninsurer is considering insuring two independent risks. The loss for each risk has an
exponentia distribution with amean of 1. Theinsurer is considering issuing two separate
insurance policies, one for each risk, each of which has a policy limit (maximum payment) of 2.
Theinsurer is also considering issuing a single policy covering the combined loss on both risks,
with apolicy limit of 4. We denote by A the expected insurance payment for each of the two se
prate policies, and we denote by B the expected insurance payment for the single policy covering
the combined loss. Find B/ A .

A) 14 B)18 C)22 D) 2.6 E) 3.0
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12. Atthe start of ayear, Smith is presented with an investment proposal. Smith's payoff from
the investment is related to the closing value of an international financial stock index on the last
day of the year. If the closing value of the index on the last day of the year is X, Smith's payoff
will be Y = Min{ Maz{X,20}, 50} .

At the start of the year, when Smith is considering this proposal, Smith's model for X isthat X
has a continuous uniform distribution on the interval (0, 100) .

Based on Smith's model, find the expected payoff.

A) Lessthan 30 B) At least 30, but less than 32 C) Atleast 32, but lessthan 34

D) At least 34, but less than 36 E) Atleast 36

13. Inthe 2006 World Cup of soccer, according to an online ranking service, Brazil, England and
Germany are the three most highly ranked teams to win the tournament. A survey of soccer fans
asks the fansto rank from most likely to least likely the chance of each those country's teams
winning the world cup. The survey found that 50% of the fans ranked Brazil first, 30% ranked
Brazil second, 30% ranked England second, 50% ranked England third, and 20% ranked Brazil
first and England second. Of the fans surveyed who ranked England first, find the proportion who
ranked Brazil |ast.

A); B3 O3 D2 B3

14. Inthe 2006 World Cup of soccer, according to an online ranking service, Brazil, England and
Germany are the three most highly ranked teams to win the tournament. A survey of soccer fans
asks the fansto rank from most likely to least likely the chance of each those country's teams
winning the world cup. The survey found the following:

- 2/3 of those who ranked Germany first ranked Brazil second ,

- 1/7 of those who didn't rank Germany first ranked Brazil second ,

- 30% of those surveyed ranked Brazil second.

Of those surveyed who ranked Brazil second, find the proportion that ranked Germany third.
A); B3z O3 D: B3
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15. Inthe Canadian national lottery called "6-49", aticket consists of 6 distinct numbers from 1
to 49 chosen by the player. The lottery chooses 6 distinct numbers at random from 1 to 49. If a
player'sticket matches at least 3 of the 6 numbers chosen at random, then the player wins a prize.
The next lottery is next Wednesday. A lottery player buys the following two tickets for next
Wednesday's |ottery:

Ticket1- 1,2,3,4,5,6 Ticket2-7,8,9,10,11,12
Find the player's chance of not matching any of the 6 random numbers chosen on either of her
two tickets.
A) Lessthan .l B) Atleast .1, but lessthan .15 C) Atleast .15, but lessthan .2
D) Atleast .2, but lessthan .25 E) Atleast.25

16. A loaded six-sided die has the following probahility function:
PX=1)=P(X=3)=P(X=5)=
PX=2)=P(X=4)=PX=6)=73.

The dieistossed repeatedly until the outcomeis1, 2 or 3.

Thefirst 1, 2 or 3istherandom variable Y. Find the variance of Y.
A); B3 O3 D2 B3

i

N =

17. X has a discrete non-negative integer valued distribution with a mean of 5 and avariance
of 10. Two new distributions are created from X.

Y has the same probability functionas X for Y =2,3,4,...,but P(Y =0) =0 and
PY=1)=PX=0)+P(X=1).

Z has the same probability functionas X for Z = 3,4, ..., but
P(Z=0)=P(Z=1)=0and P(Z=2)=P(X=0))+P(X=1)+P(X=2)

Y ou are given that the mean of Y is 5.1 and the mean of Z is5.3 . Find the variance of Z.

A) 7.0 B) 7.2 C)74 D) 7.6 E) 7.8
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18. Thetime until failure of amachine is modeled as an exponential distribution with a mean of
3 years. A warranty on the machine provides the following schedule of refunds:
- if the machine fails within 1 year, the full purchase price is refunded,
- if the machine fails after 1 year but before 2 years, 3/4 of the purchase price is refunded,
- if the machine fails after 2 years but before 4 years, 1/2 of the purchase price is refunded, and
- if the machine fails after 4 years, 1/4 of the purchase price is refunded.
Find the expected fraction of the purchase price that will be refunded under the warranty.
A) Lessthan .2 B) Atleast .2, but lessthan .4 C) Atleast .4, but lessthan .6
D) Atleast .6, butt lessthan .8 E) Atleast .8

19. A lossrandom variable X isuniformly distributed on the interval [0, 1000] .

An insurance policy on the loss pays the following amount:

(i) Oif thelossisbelow 200,

(ii) one-half of thelossin excess of 200 if the loss is between 200 and 500 , and

(iii) 150 plus one-quarter of the lossin excess of 500 if the lossis at least 500.

Y isthe amount paid by the insurer when aloss occurs. Find the coefficient of variation of Y.
A) Lessthan .2 B) Atleast .2, but lessthan .4 C) Atleast .4, but lessthan .6

D) Atleast .6, butt lessthan .8 E) Atleast.8

20. A fair 6-sided die with faces numbered 1 to 6 is tossed successively and independently until
the total of the facesis at least 14. Find the probability that at least 4 tosses are needed.

A) Lessthan .2 B) Atleast .2, but lessthan .4 C) Atleast .4, but lessthan .6

D) Atleast .6, butt lessthan .8 E) Atleast .8

21. A lossrandom variable has an exponentia distribution with mean 800.

If an insurer imposes a policy limit of « on the loss, the insurer will pay a maximum of « when a
loss occurs. The expected payment by the insurer with apolicy limit of w is A. If instead the
insurer imposes a policy limit of 2u on the loss, the expected payment by the insurer will be
1.2865A when aloss occurs. Find u.

A) 250 B) 500 C) 1000 D) 2000 E) 4000
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22. Aninsurer isinsuring 800 independent losses. 400 of the losses each have an exponential
distribution with mean 1, and the other 400 losses each have an exponentia distribution with
mean 2. The insurer applies the normal approximation to find each of the following:

(a) the 95-th percentile of the aggregate of the first 400 losses with mean 1 each, say A ,

(b) the 95-th percentile of the aggregate of the second 400 losses with mean 2 each, say B, and
(c) the 95-th percentile of the aggregate of all 800 losses, say C' .

Find 55 .

A) Lessthan .2 B) Atleast .2, but lessthan .4 C) Atleast .4, but lessthan .6

D) Atleast .6, butt lessthan .8 E) Atleast .8

23. A model describes the time until aloss occurs, X, and the size of theloss, Y.
X haspdf fx(z)= % for z > 1.

The conditional distribution of Y given X = z haspdf fyx(y|X =2) = % for z <y <2z.
Find pdf of the marginal distribution of Y, fy ().

11 1_ 1 1,
A){2 mr l<y<2 B){2  l<y<? C){2+2y2 l<y<?2

3
%7 y=>2 3 y=2 %7 y=>2
1 1 1 1
D) §+@ l<y<2 5 37178 l<y<?2
2
o 3 V22

24. X and Y have abivariate normal distribution, and X and Y each have marginal distributions
that are standard normal (mean 0, variance 1).

Youaregiven P(X >Y +1)=.2119. Find P(X >Y +2).

A) .050 B) .055 C) .060 D) .065 E) .070

25. The Toronto Blue Jays baseball team holds a Children's Hospital Day. The Blue Jays will
donate $100,000 for each home run hit after the 2nd home run in the game. The team's model for
the number of home runs hit in the game is Poisson with a mean of 4. Find the expected amount
that the Blue Jays will donate.

A) Lessthan 150,000 B) At least 150,000, but less than 175,000

C) Atleast 175,000, but less than 200,000 D) At least 200,000, but less than 225,000

E) Atleast 225,000
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26. Inthe Texas Hold'em poker game. each person is dealt two cards before any betting begins.
For an ordinary deck of cards (spades, hearts, diamonds, clubs, 4 aces, 4 kings, etc), find isthe
probability that a randomly chosen player has a pair in the first two cards received.

A) .0188 B) .0288 C) .0388 D) .0488 E) .0588

27. X hasamean of 2 and avarianceof 4. a X + b hasamean of 5 and avariance of 1.
What is ab assumingthat ¢ > 07?
A) 1l B) 2 C 3 D) 4 E) 5

28. X and Y havethe following joint distribution:

X
1 2
1 c 2c
Y
2 c/2 c

Find COV (X,Y).
A) -3 B) -2 ©O0 D)

wirno
o
[SUIP

29. X and Y areindependent continuous random variables, with X uniformly distributed on the
interval [0, 0] and Y uniformly distributed on the interval [0,26] . Find P(Y < 3X).
A B i O3 D: B2

30. Aninsurance company is considering insuring a loss. The amount of the lossis uniformly
distributed on theinterval [0, 1000] . Theinsurer considers two possible insurance policies.
Policy 1 - Theinsurer applies a deductible of 100 to the loss, and if the lossis above 100, the
insurer limits the payment to a maximum payment amount of 500.

Policy 2 - If the lossis above 500 the insurer pays 400. If the lossis below 500, thereis no
deductible.

Find the ratio  EXPected insurance payment with Policy 1

Expected insurance payment with Policy 2 *
4 5 6 5
A): B2 O1 D2 B3
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PRACTICE EXAM 7-SOLUTIONS

1. Wewill use B to denote the event that a randomly chosen person in the study has high blood
pressure, and C' will denote the event high cholesterol level.

Theinformation given tellsusthat P(C|B) = .50 and P(C|B) = .80.

Wewishtofind P(BNC|BUC). Thisis

P[(BNC)N(BUC)] P[BNO)] _ 1 - 1
= _ — PB+P(C)—P(BNC) — 1 1
P(BUC) P(B)+P(C)-P(BNC) — HEWHCL PBNC) ™ [ 4 + ez — |
1 _ 1 _ 4 :
ST T im0 Answer: B

2. We define the following events:

D - the athlete uses Dianabol

W - the athlete uses Winstrol

T D - the test indicates that the athlete uses Dianabol
TW - thetest indicates that the athlete uses Winstrol

We are given the following probabilities

P(DNW')=.05, P(D)NW)=.02, P(DNW)=.01,
P(TDNTW|DNW)=.75, P(TDNTW'|DNW) =15, P(TD'NTW|DNW) = .1,
P(TDNTW|DNW')=.2, P(TDNTW'|DNW') = .8,

P(TDNTW|D'NW)=.4, P(TD'NTW|D' NW) = .6.

Wewishtofind P(D 1 W|TDnTW") = ZECI oo

Thenumeratoris P(DNWNTDNTW')=P(TDNTW'|\DNW)-P(DNW)
= (.15)(.01) = .0015 .

The denominator is

PTDNTW')= PIDNTW' NDNW)+ P(TDNTW'NnD' NnW)

+ PIDNTW' NDNW')+ PIDNTW' NnD' NnW")

We have used therule P(A) = P(AN By)+ P(ANBy) + ---,where By, By, ...
forms a partition. The partitioninthiscaseis By =DNW , By, =D NW ,

Bs=DnW', By =D NnW', since an athlete must be using both, one or neither of the drugs.
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2. continued

Wehavejust seenthat P(TDNTW' N DNW) =.0015.

Inasimilar way, we have

P(TDNTW' ND' NW)=P(TDNTW'|D'NW)-P(D'nW) = (0)(.02) =0, and
P(TDNTW' NDNW")=P(TDNTW'|DNW')-P(DNW') = (.8)(.05) = .04, and
P(TDNTW' ND'NnW')=P(TDNTW'|D'nW')- P(D'NW') =(0)(.92) =
(notethat P(D'NW')=1—-P(DUW)

=1-P(DNW')=P(D'NW)—- P(DNW) =.92

Then, P(DNWI|TDNTW') = oz ors = -036,36%.  Answer: C

3. P(N =2)=pP(N; =2)+ (1 —p)P(Ny =2) = p(.5)? + (1 — p)6(.5)" = .375 — .125p.
We have used the binomial probabilities (7)¢"(1 —¢)™* . Answer: E

4. Suppose that the mean number of claims per day arriving at the officeis .
Let X denote the number of claims arriving in one day.

Then the probability of at most 2 claimsinoneday is P(X <2) =e™* + Xe ™ + % .

The conditional probability of O claims arriving on a day given that there are at most 2 for the day
P(X:O) e_)‘ 1

. — < — — - = .
'S PX=0X<2) =520 = S s B2~ 1ol

The conditional probability of 1 claim arriving on a day given that there are at most 2 for the day

. . _ P(X=1) e . by
IS P(X— 1|X S 2) — P(X§2) — 7)‘+/\67’\+)‘2 [ 1+/\+>\72 .
The conditional probability of 2 claims arriving on aday given that there are at most 2 for the day
2,—A 2
P(X=2) _ A &

i = < — = . "
is P(X=2[X<2) P(X22) ~ e 2 Tas

The expected number of claims per day, given that there were at most 2 claims per day is
2

A
1 A 5 AN
1 2 = .
(0)(1+A+%—f) + )(1+A+¥) + )(1+A+¥) 1A+
We aretold that thisis 1.2 .

Therefore A + A2 = (1.2)(1 + X + %2) , Which becomes the quadratic equation

A4X? — 2\ — 1.2 =0. Solving the equation resultsin A\ =2 or — 1.5, but weignore the
negative root. The probability of at most 2 claims arriving at the office on a particular day is

P(X<2)=e 2422+ 257 — 6767.  Answer: D
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5. The distribution function will be F(y) = [/ f(z)dz = [} 24+ dz =1~ f/—

The median m occurswhere F(m) = 5 . If o and 6 were known, we could find the median.
The average lossfor al lossesis aa—fl = 180, but both # and « are not known.

The conditional distribution of loss amount x given that X > 200 is

f(z[X > 200) = P()J;(jQ)OO) = :?aefl zgga = O

This random variable has a mean of w . We are given that this mean is 300,

S0 % = 300, and therefore o = 3

Then, from 2% = 180, weget 2/ =180, sothat ¢ = 120.

The median m satisfiesthe relation 3 = F(m) =1 £ =1 (120)3 sothat m = 151.2.

Answer: D

6. X = amount of loss claim, uniformly distributed on (1,2) ,s0 fx(z) =1for 1 <z < 2.
Y = amount of time spent verifying claim.

We are given that the conditional distribution of Y given X = 2 isuniformon (0,1 + x),
0 f(ylx) = 1+x for 0<y<l+zx.

Wewishtofind E[Y]. Thejoint density of X andYis
flay) = flylz) fx(z) = 5 for 0<y<l+zadl<z<2.

There are a couple of waysto find E[Y] :

(i) EY]= [ [y f(z,y)dydx or E[Y]= [[yf(x,y)dzdy ,withcareful setting of the
mtegral I|m|ts or
(ii) ElY]= [y fy(y)dy ,where fy(y) isthe pdf of the marginal distribution of V.

f 1+x )
1

(|||) Thedoubleexpectation rue, E[Y]| = E[E[Y|X]].

If we apply the first approach for method (i), we get

1+.L 2 (14x)? 2 1+ _5
f1 1+a: dy dx f1 2(1+x) dy = 1 * dx — 4

If we apply the second approach for method (i), we must split the double integral into
ElY —ffffy‘p%xdxdy%—f;ﬁfly‘l%ﬁda:dy

Thefirst integral becomes [y in(3)dy = 21n(3) .

The second integral becomes f2 (N3 — Inyldy = 5 In3 — f23ylnydy :

The integral f;y Inydy isfound by integration by parts.
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6. continued

Let [yinydy = A.

Let u=y and dv = Inydy,then v=ylny — y (antiderivative of In y), and then
A= [ylnydy =y(ylny — y)—f(ylgzy—y)dy:y%ny AL

so that A:fylnydy:%y”ny _yz_
=%m3 —2 (32 - 1)=3in3 —2in2 -2

. 1 213
Then f;ylnydy: §y2lny — yz ,
Finaly, B[Y]=2In(2) + 2 n3 — [ yinydy

=23 — 2In2 + 33— (33 — 22— 2)=2.

Thefirst order of integration for method (i) was clearly the more efficient one.

(ii) This methodisequivalent to the second approach in method (i), because we find fy (y) from
therelationship fy(y) = [ f(z,y) dz . Thetwo-dimensional region of probability for the joint
distributionis 1 <z <2 and 0 <y <1+ z. Thisisillustrated in the graph below

y 13 y=1+=x
2
11
1 2
bt

For 0<y<2, fy(y fl xydx:ffH_%d:c:ln(ﬁ)
andfor 2 <z <3, fy fylfxy)dm—fy11+ dr=1In3 — Iny.
Then E[Y nyln( )dy + f2 [In3 — Iny]dy , which isthe same as the second part of

method (|).

(iii) According to the double expectation rule, for any two random variables U and W, we have
E[U] = E[E[U|W]] . Therefore, E[Y] = E[E[Y]|X]].
We aretold that the conditional distribution of Y given X = z isuniform on theinterval
(0,1+z),0 E[Y|X]=14X .
Then E[E[Y|X]] :E[HX} lriex=1+1(3)=5

3

since X isuniformon (1, 2) and X hasmean 5 . Answer: B
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7. Thejoint distribution of X and Y haspdf f(x,y) = 5 7 3i

O<z<band 0<y<7. Theinsurer pays X +Y — 2 if thecombined loss X + Y is > 2.

on the rectangle

The maximum payment of 8isreachedif X +Y —2 > 8, orequivaently,if X +Y > 10.
Therefore, theinsurer pays X +Y —2if 2 < X +Y < 10 (thelighter shaded region in the
diagram below) , and the insurer pays8 if X + Y > 10 (the darker shaded region in the diagram
below). The expected amount paid by the insurer is a combination of two integrals:

J[(x+y— dy dz , where the integral istaken over theregion 2 < z +y < 10

(thelightly shaded reglon), plus

/8- % dy dz , where the integral is taken over theregion X +Y > 10

(the darker region).

16

The second integral is == (2) = 3= , since the area of the darkly shaded triangleis 2 (itisa

2 x 2 right triangle).

A+¥ <10

Thefirst integral can be broken into three integrals:

fgf;ym+y—2)-%dydaz+f23f07z+y 2) - dyd +f3 10

a:+y—2)-%dydx

5)? 7(22+3 5
_ 3_15 fOQ (l’+ ) dx + f23 ( ZL'+ ) dz + f 60+4$ 22 dax ]
1 7109 179 124
=5 l3 tB+F =53
The total expected insurance payment is + 13254 = 13450 =4 . Answer: C
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e 2.9k

8. The probability function of X is P(X = k) = ==
The general probability function of ageometric distribution on 0, 1, 2, ... isof theform

P(Y =k)=p(1 —p)* for k=0,1,2,...and themean is 1%’.

Since the mean is 2, we have 1%” =2, fromwhichweget p = %

so the probability function of Y is P(Y = k) = (£)(2)".

PX=Y)=P(X =Y =0)+P(X =Y =)+ =S P(X =Y = k).
k=0

Since X and Y are independent, we have

e—2.9k e~ b
PX=Y =k =P(X=h-PY =k =T (5)(3) =5 - 5"

o—2 (4/3)k _ 672 o
G =3

Nk

Then, P(X =Y) =

g
flngE:

PX=Y=k)=
k

Il
=)
o~
Il
=)

; : P - o (4/3)" 4/3
The Taylor series expansion for e is e :EOH , so it follows that kZ_O g =€
2

Then, P(X =Y) =5 -3 =

o-2/3
3

Answer: A

9. X =Y VF=h(Y).

According to the method by which we find the density of atransformed random variable, the pdf
of Yis g(y) = f(h(y)) - |k (y)| , where f isthe pdf of X.

Since X isuniformon (0, 1), weknow that f(z) =1.

y(k+1)/k y~(k+1)/k i o )
Therefore, g(y) = ’ - = B .Since y = 27" ,itfollowsthat y > 1, since
O<z<l1.
—(k+1)/k ~1/k (k=1)/k |y=00
- _ y _ oy _y
Themeanof Y willbe [y g(y)dy = [Ty - +—F—dy= [ 5—dy =5 -
Thiswill becoif k> 1. If k<1,then E[Y]= — 5 = .  Answer: B

10. If X and Y have abivariate normal distribution for which
X has mean p1x and standard deviation oy, and

Y has mean .y and standard deviation oy, and

the coefficient of correlation between X and Y is p, then

the general bivariate normal joint pdf is

f(SC,y) = 2 .e:L‘p[— 2(1ip2) . [(I—NX)Q + (y—NY)Q _ QP(MXM)] )

2noxoy/1—p Ox oy ox oy

We are given that f(x, y) — % . e T8125(2%— 6ay+.25¢%)
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10. continued
From the general form of the joint pdf, we see that 2 _ ,Sothat p=.6.

Ox0y

The covariance between X +Y and X —Y'is
Coo(X+Y,X-Y)=Cov(X,X)+Cov(X, -Y)+Cov(Y,X)+ Cov(Y, —=Y)
=Var(X) —Cov(X,Y)+ Cov(Y,X) = Var(Y)=Var(X) = Var(Y)=1—-4= —3.

. . . Cov(X+Y,X-Y)
The coefficient of correlation between X +Y and X — Y is TV ar(X1Y) Var(X V) °

Var(X+Y) =Var(X)+Var(Y) +2p\/Var(X) - Var(Y) =1+4+2(.6)\/(1)(4) = 7.4
and
Var(X =Y) =Var(X)+ Var(Y) —2p\/Var(X) - Var(Y) = 1+4 —2(.6)/(1)(4) = 2.6.

The coefficient of correlation between X +Y and X — Y is

Cov(X+Y,X-Y) o -3 B )
\/VGT(X-FY)'VQT(X—Y) — \/(74)(26) = — .684. Answer: A

11. Supposethat X isan exponential random variable with mean 1.

Thepdf of X is fx(z) =e™*, z > 0. Theinsurance policy for asingle risk with policy limit 2

. z f0<x<2
willpay v 5 it 59

The expected amount paid for one policy is
A:f02$fX($)d$+2P(X>2) :f02$-6_$d:1;+2.6—2

z=2
0+2€72:(_2672_672)_(0_1)"‘2672:1—672.

=(—ze =€)
Note that, for a non-negative random variable X > 0, with apolicy limit u, the expected
insurance payment is [;'[1 — Fx(z)] dz . In the case of the exponential distribution with
mean 1, Fy(x) =1 — e~ *, so the expected insurance payment with apolicy limit of 2 is
f02[1 —(1—e)]dx = fOQe_I dr=1—e2.

Suppose that X; and X, are the independent exponential 1osses on the two risks. The combined
lossis Y = X; 4+ X», and the insurance on the combined losses will apply alimit of 4to Y.
The sum of two independent exponential random variables, each with a mean of 1, isagamma
random variable with pdf  fy (y) = ye ¥, y > 0. This can be verified a couple of ways.

(i) Convolution:

) = [l fx(@) foly—a)de = [Je* eV da = [leVdo = ye
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(i) Transformation of random variables:

Since X; and X, are independent, the joint distribution of X; and X, has pdf

f(@1,22) = fx,(21) - [x,(@2) = €7 - e7™

U=X1,Y=X1+ X0 X1 =U,Xo=Y-U
g 0

- pdf of U,Y is g(u,y) = f(u,y —u) - ?u %—uy—u =e e WU ] =V,

a_y u a_y y—u

and thejoint distribution of U and Y isdefined on theregion 0 < u <y

(thisistrue because u = x1 < x1 + T2 = ¥).

The marginal density of Y is fy(y) = [Jg(u,y) du = [je ¥ dy =ye™ .

We impose alimit of 4 for the insurance policy on Y, the combination of the two exponential
y if0<y<4
4 if y>4

The expected insurance payment is f04y Fr(y)dy + 4-P(Y > 4) .
fo4y fy(y)dy = f04y ~ye Vdy = f04y2 e Vdy.

losses. The amount paid by the insuranceis {

Applying integrati on by parts, this becomes

- —f —e ) (2y)dy = —166_4+2f ye Y dy
y=4

0] = —16e*+2[—det—et—(0-1)]=2—26e1
y=

PY >4)= [FfH(y)dy= [Tyevdy=(—ye? —eY)
=(—=0-0)—(—4de*—e?) =5e".
Expected insurance payment of the combined policy is 2 — 26e™* + 4(5¢ %) =2 — 6e* = B.

Theratio B/ A is 21__6:__24 —2.186 . Answer: C

— er_U
Y=

= —16e 1 +2 - [—ye ¥ —eV

y=00

y=4

12. If theindex closes below 20, then Y = Max{X,20} = 20,

and if theindex closes above 50, then Y = Min{ Max{X,20}, 50} = 50.
If the index closes between 20 and 50, then

Y = Min{ Max{X,20}, 50} = Min{X, 50} = X .

20 X <20
Therefore, Y:{X 20 < X <50 .
50 X > 50

100

E(Y) = [20- fx(z)dz + [y o - fx(z)dz+ [,"50 - fx(x)de

X has pdf fX( ) =155 = 01,0
E(Y) = [°20(.01) dz + [y = - (.01)dx + [

Answer: E

150(.01) dz = 4+ 10.54 25 = 39.5 .
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13. There are 6 possible rankings that a surveyed fan can choose:
BEG, BGE, EBG, EGB, GEB, GBE
We are given the following:
P(BEG) + P(BGE) = .5, P(EBG)+ P(GBE) = .3, P(BEG)+ P(GEB) = .3,
P(BGE) + P(GBE) = .5, P(BEG) =

Wewishtofind P(EGB|EGBU EBG) = pramec)

(EGB)+P(EBG) *

Since 80% ranked England either second or third, it follows that 20% ranked England first, so

P(EGBUEBG) = P(EGB) + P(EBG) =

From the given information, we have .2 + P(BGE) = .5 - P(BGE) =

Then, .3+ P(GBE)=.5-» P(GBE) =

Then, P(EBG)+ .2=.3 > P(EBG)=.1,andthen P(EGB)+ .1 =.2 » P(EGB) =
P(EGB)

: 11 .
Findly, ppapyrpEBe) = 1912 -  Answer C

14. We define the following events:
B2 - asurveyed individual ranked Brazil second ,
G'1 - asurveyed individual ranked Germany first .

Wewishtofind P(G3|B2) = %

Wearegiven P(B2)=.3,
and we are given the conditional probabilities P(52|G1) = 2 and P(B2|G1") = %

From P(B2|G1) = P(%gf;l) = 2 Weget P(B2NG1) = g P(G1) , and from
(B2|G1) ; weget P(B2NG1) =1 -P(Gl') =1 -[1 - (Gl)] .
Therefore .3 = P(B2) = P(B2NG1) + P(B2 NGl)=2-P(G1)+ 7 - P(G1")
3 P(G1)+ % -[1 - P(G1)], fromwhichweget P(Gl) =.3.
Then, P(B2NG3) = P(B2NG1') = 1 - [1 — P(G1)] =
and P(G3|B2) = % = —% = % . Answer: B

15. In order to have no matching number on either ticket, the 6 randomly chosen numbers must
come from the 37 other numbers, 13, 14, ..., 49. The probahility in question is the ratio of the
number of random ticket draws that result in the event over the total possible number of random

ticket draws.

P(A) = (367) ___#randomly chosenticketsthat avoid 1,2,...,12  37!/(3116!) 166248
- (469) ~ total number of possible randomly chosen tickets — 49!/(43! 6!) — - )

Answer: C
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16. Y can be thought of as the conditional distribution of X given that X isnot 4, 5 or 6.
The probability function of Y is

P(Y =1)= P(X = 1|X #4,5,6) = % }43:%
_ _ _ P(X=2) 2/9 1

P(Y =2)=P(X =2|X #4,5,6) = m =3

P(Y =3) = P(X = 3|X #4,5,6) = %g’)ﬁ) 31?3:%

ElY] = <1>( )+@)(3)+3)(3) =2,

ElY? = (12)(3) + @)(3) + 3)(3) = 5

VarlyY ] E[Y?] - (E[Y])?’=5-2=3. Answer: C

17. Wewishtofind Var[Z] = E[2?] — (E[2])? = E[Z?] - (5.3)2.

Letusdenote P(X =0) =pp, P(X =1)=p1, P(X =2) = p, etc.

Then P(Y=0)=0, PY=1)=py+mpm, P(Y =2) =p, etc.

Then P(Z=0)=P(Z=1)=0, P(Z=2)=py+p1 + D2,

50=F[X]=p +2py +3ps +--- and

51=E[Y]= (po+p1)+2p+3ps+--- and

5.3 =FE[Z] =2(po +p1 + p2) +3ps + -+

Therefore, .1 =FE[Y]| - FE[X]=p) and 2=FE[Z] - E[Y]=po+ p1 = .1+ p1,

sothat py = .1.

From 10 = Var[X] = E[X?] — (E[X])? = E[X? — 25, we have

E[X?|=35=p +4p +9ps + -+

Then, E[Z%] = 4(po + p1 + p2) + 9p3 + -+ = 4po + 3p1 + E[X?]
=4(.1)+3(.1) + 35 =35.7, and

Var[Z] =35.7—(5.3)>=7.61.  Answer: D

18. Suppose that T isthe time until failure of the machine. P(a < T <b) = e /3 —e™b/3.
The fraction of the purchase price refunded is arandom variable X that can be described in the
following way:

1 0<T<1 prob.1—¢e /3

3/4 1<T <2 prob.e /3 —¢e2/3

1/2 2<T <3 prob.e 23 —e4/3

1/4 T>3 prob. ¢~*/3
Then, E[X]=1—-¢'/? + %(6_1/3 —e 23 + %(6_2/3 —e 13 + ie“‘/:‘
=1- 1 e 13 — }Le*"’/g — ie*‘*/g =.627.  Answer: D
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Var(Y)
EY) -

E(Y) = [y 3 (z —200)(.001) dz + [ [150 + (2 — 500)](.001) dz

19. The coefficient of variation of Y is

E(Y?) = [y [3(x — 200)](.001) dz + [50 [150 + F (x — 500)]2(.001) dz

— 2950 + 139,375 _ 152,875 .

6 6
152,875 515 427.325
Var(Y) = =% — (°7°)* = 55— = 8902.6 .
The coefficient of variation is Vlgg?f =.733. Answer: D

20. P[At least 4 tosses are needed] = 1 — P[at most 3 tosses are needed] .
It is not possible to reach the total of 14 on 1 or 2 tosses.
Thereare 6 x 6 x 6 =216 possible sets of 3 consecutive tosses.
The following sets of 3 consecutive tosses result in atotal of at least 14 on the faces that turn up.
(@ Three6's (6oneachtoss); 1 set.
(b) Two 6'sand 2to 5 ontheothertoss; 4 x 3 =12 sets
(6,6,2,and 6,2,6 and 2,6,6 , and the same with 3 or 4 or 5 instead of 2).
(c) One6 and either 5-5,0r 4-5,0r4-4,0r 3-5; 3+6+ +3+6=18 seis
(6,550r5,6,5 or 55,6, and 6,4,5in six arrangements, and 6-3-5 in six arrangements).
(d) No 6's, and either three 5's, or two 5'sand a4; 1+ 3 =4 sets.
Total of 1+ 12+ 18 + 4 = 35 sets out of 216 possible sets.

Probability is P[At least 4 tosses are needed] = 1 — % = .838. Answer: E

21. The exponential distribution with mean @ has pdf f(t) = %e‘t/" and cdf F(z)=1—e*/".
For anon-negative loss random variable L with cdf F'(y), if apolicy limit of » isimposed, the
expected payment by the insurer when aloss occursis f;'[1 — F(y)] dy .
For the exponential loss random variable with mean 800 and with limit «, the expected amount
paid by the insurer when aloss occursis  [i'e ™/ dz = 800[1 — e~/5%0] |
If the limit is 2u, the expected payment by the insurer when aloss occursis 800[1 — e~2%/8%]
We are given that  800[1 — e~2%/300) = 1.2865(800[1 — e~ */5%]) .
After canceling 800 and factoring the difference of squares

1 — o—2u/800 _ (1— e—u/800)(1 + e—u/SOO) ,
this equation becomes 1 + e /800 = 1.2865 , so that u = 1000 . Answer: C
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22. The mean and variance of the exponential loss with mean 1 are 1 and 1, and the mean and
variance of the exponential distribution with mean 2 are 2 and 4.
@ S, =X+ -+ Xy - E[S,] =400(1) =400 , Var[S,] =400(1) = 400 .

. S,—400 A—4007 _ A—400 _ _
PlS, < A] = P[P0 < L7008 = 95 - S0 = 1,645 A = 432.9.

(0) Sy =Yi+ -+ Y. E[S,] =400(2) =800 , Var[S,] = 400(4) = 1600 .

_ 5r5,—800 _ B-800; _ B—800 _
Pls, < B] = P27l < Zaih] = 95 » P00 = 1,645 - B = 865.8.

(© Se=X1+-+ X0+ Y1+ + Yoo .
E[S.] =400 + 800 = 1200 , Var[S.] = 400 + 1600 = 2000 .

. S5.—1200 C—12007 _ C—1200 _ _
PlS < C] = P[P0 < 7] = 95 S = 1645 » A = 1273.6

c 12736 _ .
A8 — 132018658 — 0807.  Answer: E

23. Since = <y < 2z, itfollowsthat § <z <y.

Also, since = > 1 it followsthat z > maa:{%, 1},and y > 1.

Therefore, if 1 <y <2,itfollowsthat x > 1,and if y > 2 then = > % .
Thejoint density of X and Y is f(x,y) = f(y|z) - fx(z) = % . % = % .
If 1 <y<2,thenthisjoint pdf isdefinedfor 1 <z <y,

andif y > 2, then thisjoint pdf is defined for % <x<y.

The shaded region below is the region of joint density.

»

MM W oA o ] ®

The pdf of the marginal distribution of Y is  fy (y) = [ f(z,y) dz .

y 1 11
For 1<y <2,weget fy(y) = [/5de= R
For y > 2, we get fy(y):fyyﬂ#d:p: 2iy2— %yz = 2%2 Answer: A
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24. Suppose that the covariance between X and Y isC. Then X — Y hasanormal distribution
withmean 1 — 1 = 0 and variance
Var[X —=Y] =VarX]|+ Var[Y] -2Cov(X,Y)=1+1-C=2-C.

. X-Y 1 _
Then, P(X —-Y > 1) = P(\/2—C > \/2_0) = .2119.
7z = XQ__YC has a standard normal distribution, and from the standard normal table,
1 _
we get 5 C = .80 .
_ _ _ X-Y 2 _ _
Then, P(X >Y +2)=P(X -Y > +2) P(\/z—c > \/2_0) P(Z > 1.6) = .0548.
Answer: B

25. N denotes the number of home runs hit in the game. E[N] = 4 and N has a Poisson
distribution. The amount donated X (multiples of 100,000) can be summarized as follows:
DefineYtobe Y = N — X.

N 0 1 2 3 4
X 0 0 0 1
Y 0 1 2 2 2 2

Weknow that X +Y = N sothat E[X]+ E[Y] = E[N]=4.

But we also can seethat Y can only be O, 1 or 2, and
P(Y=0)=P(N=0)=¢*, P(Y=1)=P(N =1) =4e*

and P(Y =2)=P(N>2)=1-P(N=0,1)=1-5¢e*.
Therefore, E[X]=4—-E[Y]=4— (1)(4e™*) — (2)[1 — 5e~*] = 2.11
and the expected amount paid by the Blue Jaysis211,000. Answer: D

26. There are 6 possible pairs of aces (Spade-Heart, Spade-Diamond, Spade-Club, Heart-
Diamond, Heart-Club, Diamond-Club, and there are 13 possible ranks (ace, king,...),
for atotal of 78 possible pairsin the first two cards. Thereare (%) = 522i = 1326 possible

two-card combinations that can be received in the first two cards. The probability of getting a pair

inthefirst two cardsis % = .058%. Answer: E
27. Var(aX +b) =a*Var(X) »4a*>=1 - a= % .

E(@X +b)=aBE(X)+b->22a+b=5-2b=4 > ab=2. Answer: B
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28. In order to be aproperly defined joint distribution, it must be true that ¢ + 2¢ + % +c=1.

Therefore, ¢ = % .

Then E(XY) = (1)(1)(3) + (1)(2)(5) + (2)(1)
The marginal distribution of X has P(X =1) =
0 B(X)=2.

The marginal distribution of Y has P(Y =1) =2+ 5 =32 , and P(Y =2) = 1,
s B(Y)=73.
The covarianceis COV (X,Y) = E(XY) - E(X)E(Y) = % - (%)(%) =0.

An aternative solution follows from the observation that X and Y are independent. Once we
have determined the marginal distributions of X and Y', we can check to seeif
P(X=2z,Y=y)=PX=ux) - P(Y =y) foreach (z,y) pair. For instance,
PX=1LY=1)=c= % and P(X=1)-P(Y=1)= % . % = % . Thisturns out to be true
foral (x,y) pairs. It followsthat X and Y are independent, from which it follows that the

covariance between X and Y isO. Answer: C

29. IfX> ,then 20 > 3X >Y ,s0
20/3 3z 1 1 1 1 2 .
P(Y <3X)= [P [F"4 g dyde+ [y gdr=35+5=2.  Answer D

30. For Policy 1, the maximum payment amount of 500 is reached if the loss is 600 or more
because the deductible of 100 is applied first.
Expected insurance payment with Policy 1is

10 (z = 100) - To= dz + 500P(X > 600) = 125 + 500(15) = 325 .
Expected insurance payment with Policy 2is

500 -
S - s da + 400P(X > 500) = 125 +400(+5) =325.  Answer: C
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PRACTICE EXAM 8

. . . . . . |z| for —1<z<1
1. X isacontinuous random variable with density function f(z) = { _
0, otherwise

Find E[ |X|].

A0 B i O2 D1 3}

2. As part of the underwriting process for insurance, each prospective policyholder is tested for
diabetes. Let X represent the number of tests completed when the first person with diabetes
pressure is found. The expected value of X is 8. Calculate the probability that the fourth person
tested is the first one with diabetes.

A) 0.000 B) 0.050 C) 0.084 D) 0.166 E) 0.394

3. If X hasanormal distribution with mean 1 and variance 4, then P[X? —4X < 0] = ?
A) Lessthan .15 B) Atleast .15 but lessthan .35

C) Atleast .35 but lessthan .55 D) At least .55 but lessthan .75

E) Atleast.75

4. Let X and Y be discrete random variables with joint probability function f(x, y) given
by the following table:

2 3 4 5

0 05 .05 .15 .05

y 1 40 0 0 0
2 05 .15 .10

Calculate Cov[X —Y, X +Y].

A) Lessthan — 1 B) Atleast — 1 but lessthan 0

C) Atleast 0 but lessthan 1 D) Atleast 1 but lessthan 2
E) Atleast 2
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5. Let X and Y be continuous random variables with joint density function
c(y—x) for O<z<y<l
flz,y) = {

What is the mean of the marginal distribution of X?

AV B O2 D3 B2

0, otherwise

6. According to NBA playoff statistics, if ateam haswon 3 games and lost 1 game out of the
first 4 games during a "best of 7" playoff series, that team has an 80% chance of winning the
series, Statistics also show that if ateam haswon 3 games and lost 1 game out of the first 4 games
and then loses the 5th game, that team has a 65% chance of winning the series. Find the
probability that ateam that has won 3 games and lost 1 game out of the first 4 games will win the
next game.

A2 B2 02 D

5 6
7 B3

7. A dtatistician for the National Hockey League has created a model for the number of goals
scored per 60-minute game by the Ottawa Senators and the Buffalo Sabres. According to the
model, the number of goals scored per game by the Senators has a geometric distribution,

Xorr =0,1,2, ... withamean of 3.5. The model also has asimilar geometric distribution for
the number of goals scored per 60-minute game by the Sabres, X gy, with amean of 3.0.
Assuming that Xorr and X gy r are independent, find the probability that Buffalo wins the game
in 60 minutes by at least 2 goals.

A)l B)2 0.3 D)4 ES5

8. n fair six-sided dice are tossed independently of one another.
Find the probability that the sumis even.

A Lo (n—?(n%)(n—? B) L % o
SEPNE S

9. A fair coin istossed 100 times. The tosses are independent of one another. The number of
heads tossed is X. Itisdesired to find the smallest integer value k which satisfies the probability
relationship P(50 — k < X <50+ k) > .95.

Find k& by applying the normal approximation with integer correction to the distribution of X.

A) 6 B)7 C)8 D)9 E) 10
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10. Thelossrandom variable X has an exponential distribution

. . . X if X<
with amean of 6 > 0. Aninsurance policy paysY, where Y = { 2 =
X ifX>0

Find E[Y] .
M) GA+e)  Bf+2eT)  Qf1-e) D)Fl-2) BI1-c)

11. X has a continuous uniform distribution on the interval [0, 1] and the conditional
distribution of Y given X = z isacontinuous uniform distribution on theinterval [z, 2] .
Find E]Y] .

A3 Bl 02 DI Bl

12. A lossrandom variable X has a continuous uniform distribution on the interval (0, 100).

An insurance policy on the loss pays the full amount of the lossif the lossis less than or equal

to 40. If thelossis above 40 but less than or equal to 80, then the insurance pays 40 plus one-half
of thelossin excess of 40. If thelossis above 80, the insurance pays 60. If Y denotes the amount
paid by the insurance when aloss occurs, find the variance of Y.

A) % B) % Q) 10360 D) 10380 E) 11310

13. A survey of alarge number of adult city dwellersidentified two characteristics involving
personal transportation:

* have adriver'slicence

* own abhicycle.

The following information was determined.

» 80% of those surveyed had adriver's licence or owned a bicycle, or both

. % of those who had adriver's license also owned a bike

. % of those who owned a bike al'so had a driver's license.

Of those surveyed who didn't own a bike, find the fraction that didn't have a driver's license.
Az B5 05 D Bj
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14. A particular large calculus class has two term tests and a final exam.

Students are not allowed to drop the course before the first term test.

Class records for past years show the following:

» 80% of students passthefirst test

» 30% of students who fail the first term test drop the course before the second test
» 10% of students who pass the first term test drop the course before the second test

* 90% of students who pass the first term test and take the second test pass the second test
» 80% of studentswho fail the first term test and take the second test pass the second test
* 50% of students who fail the second term test drop the course before the final exam

* none of students who pass the second term test drop the course before the final exam.
Find the fraction of students who drop the course.

A)Lessthan 55 B) Atleast 55 butlessthan 77 C) At least 15 but lessthan 5;

20 10 10 20
D) Atleast 5 but lessthan +  E) At lesst &

15. The graph below isthe pdf of a continuous random variable X on the interval [a, h] .
The numerical values represent probabilities for the subintervals.
Find the conditional probability Pb < X <e|(c< X <g)N (X <d)].

1]

2K 1 2
1 a0 13

A) Lessthan .15 B) At least .15 but lessthan .35 C) At least .35 but lessthan .55
D) At least .55 but lessthan.75  E) At least .75
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16. Anurn has 6 identically shaped balls. 4 of the balls are white and 2 of the balls are blue.
A ball is chosen at random from the urn and replaced with awhite ball. The procedure

is done repeatedly. Find the probability that after the n-th application of this procedure
thereis exactly one blue ball in the urn.

B) (2)"—(3)"  ©) 20(2)"+ ()"

<§>
— () B 2AD)"

17. X has a Poisson distribution with a mean of 1, so the probability function for X is
P(X=2)= % for 2=0,1,2,...
Y isanew random variable on the non-negative integers. The probability function of Y isrelated
to that of X asfollows. A number «isgiven, with 0 < a < 1.
PY=0=a,PY=x)=c-PX=xz)forx=12,..
The number ¢ isfound so that Y satisfies the requirement for being arandom variable

SP(Y =)= 1.
=0

Find the mean of Y in terms of o and e.

1—e1

18. The Toronto Maple Leafs have two suppliers for hockey sticks,

Crosscheck Lumber, and Sticks R Us. The Leafs get equal numbers

of sticks from each supplier, and since the team logo is branded on every

stick, after the sticks are delivered, it is not possible to tell what supplier

provided any particular stick. The team estimates that on average, 10% of the

sticks from Crosscheck lumber are defective and 20% of the sticks from Sticks R Us
are defective. A Leaf player examines 10 sticks from a recent shipment from
asupplier but doesn't know who the supplier was. The player finds 2 defective
sticks out of the 10 sticks. Find the probability that the supplier of those sticks

was Crosscheck Lumber.

A) Lessthan .11 B) At least .11 but less than .22 C) At least .22 but less than .33
D) At least .33 but less than .44 E) At least .44
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19. The Winnipeg Rangers hockey team is considering a one-time charitable program of making
adonation to the Winnipeg Children's Hospital. The donation will be related to how many goals
they score in their next game. The team statistician has determined that the number of goals
scored by the Rangersin a game has a Poisson distribution with a mean of 3.

The Rangers are planning donate $K for each goal they score up to a maximum of 3 goals.

Find the value of K that would make the Rangers' expected donations for game to be $5000..

A) Less than 2000 B) At least 2000 but less than 2100

C) At least 2100 but less than 2200 D) At least 2200 but less than 2300 E) At least 2300

20. X hasadistribution which is partly continuous and partly discrete.
X has adiscrete point of probability at X = 1 with probability p, where 0 < p < 1.
Ontheinterval (0,1) X has a constant density of % ,
and on theinterval (1,2) X has a constant density of p
Find the variance of X intermsof p

1-p 2-p 1-p 2-p 1+p
A) =3 B)=>~ O D) E)

21. X hasthefollowing pdf: f(z) =13 , , and O otherwise.
Toz+l ifl<z<2

The random variable Y is defined asfollows: Y = X?. Find Fy(2).
A)33 B)48 C).55 D).67 E).8

{J;—‘%Q if 0<x<1

22. You are given the following:

e X, hasabinomial distribution with amean of 2 and avariance of 1.
* X, has a Poisson distribution with avariance of 2.

* X; and X, are independent.

Y =X+ X5.

Whatis P(Y < 3)?

A) 1 1,2 B) 12 15 2 01 19 2 D) 2 23 2 E) & 27 2
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23. X haspdf f(z)=xz for 0<z<1.

Also, P(X =0)=a and P(X =1)=b,and P(X <0)= P(X > 1) =0.

For what value of @ is V ar(X) maximized?
A)0<a<.1 B).1<a<.2 C.2<a<.3 D)3<a< 4

24. You are given theevents A # () and B # () satisfy the relationships
(i) P(ANB)>0 and

(i) P(A|B) = P(B|A) (conditional probabilities) .

How many of the following statements always must be true?

I. A and B are independent. Il. P(A) = P(B)

E)a> .4

. A=0B

A) None B)1 ()2 D) All 3 E) None of A,B,C or D iscorrect

25. A loss random variable is uniformly distributed on theinterval (0, 2000) .
Aninsurance policy on thisloss has an ordinary deductible of 500 for loss amounts

up to 1000. If the lossis above 1000, the insurance pays half of the loss amount.

Find the standard deviation of the amount paid by the insurance when aloss occurs.

A) Lessthan 250 B) At least 250, but less than 300 C) At least 300, but less than 350

D) At least 350, but lessthan 400 E) At least 400

26. Random variables X and Y have ajoint distribution with joint pdf
flay) =2 for 0<z<2and 0<y <2
Find the conditional probability P(X +Y >2|X <1).

A)% B) 1 C)g D)% E)g

27. Thepdf of X is f(x) = ax + b ontheinterval [0,2] and the pdf is 0 elsewhere.

Y ou are given that the median of X is1.25. Find the variance of X.

A) Lessthan .05 B) At least .05 but lessthan .15 C) At least .15 but less than .25

D) At least .25 but less than .35 E) At least .35
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28. Inthe casino game of roulette, awheel with 38 equally likely spotsis spun, and aball is
dropped at random into one of the 38 spots. The 38 spots are numbers 1 to 36 along with 0 and
00. On a spin of the wheel, a gambler can bet that the ball will drop into a specified spot. If the
ball does drop into that spot, the gamble gets back the amount that he bet plus 36 time the amount
that he bet. If that spot does not turn up, the gambler loses the amount bet. A gambler can also bet
that the outcome of the spin will be even. If the ball dropsinto an even number spot from 2 to 36,
the gambler gets back his bet plus an amount equal to the amount that he bet (the bet islost if the
spot is0 or 00). On every spin, Gambler 1 always bets 1 that the ball will drop in the spot with
the number 1, and Gambler 2 always bets 1 that the ball will drop into an even numbered spot. X,
denotes the net profit of Gambler 1 after n spins, and X, denotes the net profit of Gambler 2 after
then spins. Find E(Xs — X,) .

A)—lﬂ9 B)—?:l—8 C)o D)?:l—8 E)lﬁ9

29. A loss random variable X has a Poisson distribution with a mean of A

An insurance policy on the loss has a policy limit of 1.

The expected insurance payment when aloss occursis .8892 .

Find the expected insurance payment when aloss occurs for a policy on the same loss variable if
the policy limit is 2.

A) Lessthan .35 B) At least .35 but less than .70 C) Atleast .70 but less than 1.05

D) At least 1.05 but lessthan 1.4 E) Atleast 1.4

30. Aninsurer has two lines of business: auto insurance and home fire insurance.

People with ahome fire insurance policy can add flood insurance coverage, but only if the policy
already has fire coverage. Y ou are given the following information about the insurer's customers:
» 80% of al customers have an auto insurance policy

40% of all customers have afire insurance policy

25% of customers with an auto insurance policy aso have afire insurance policy

50% of customers with afire insurance policy also have flood insurance

50% of customers with flood insurance coverage also have auto insurance

Of the insurer's customers that have fire insurance, find the fraction that have neither auto
insurance nor flood insurance coverage.

A) .05 B) .10 C) .15 D) .20 E) .25
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PRACTICE EXAM 8- SOLUTIONS

L Bl|X|] = [1) |2] f(x) dz = [} ]a] - |2|da = [*)|aP de = [ a?de =2 .
Answer: C

2. This problem makes use of the geometric distribution. The experiment being performed isthe
diabetes test on an individual. We define "success' of the experiment to mean that the individual
has high diabetes. We denote the probability of a success occurring in a particular trial by p.
Since X isthe number of persons tested until the first person with diabetesisfound, it isaversion
of the geometric distribution, where Y isthe trial number of the first success (the trial number of
thefirst successis1, or 2, or 3, ...).

The probability functionif P(Y =k) = (1 —p)*'p, k=1,2,3,...

The mean of this form of the geometric distribution is % , SO that

% = 8 and therefore p = % The probability that the first success occurs on the 4th trial (first

case of diabetesisthe 4th individual) is (1 — p)3p, since there will be 3 failures and then the first
success. This probability is (%)3(%) = .08374. Answer: C

3. Since X ~ N(1,4), Z = % has a standard normal distribution. The probability
in question can be written as
P[X? —4X <0 =P[X?-4X +4<4]=P[(X -2)?<4]=P[-2< X -2<72]
=P[-1<X-1<3]
=P[-5<3 <15 =P[-5<Z <15 =®(L5) — [L - &(5)]
=.9332 — .3085 = .6247 . (from the standard normal table). Answer: D

4. Coo[X =Y, X +Y]=Cov[X,X]+ Cov[X,Y] — Cov[Y,X] — CovlY,Y]
=Var[X] —Var[Y]

The marginal distribution of X has probability function
P(X=2)=5,P(X=3)=2,P(X=4)=.25,P(X=5)=.05.
[X]=(2)(.5) 4+ (3)(-2) + (4)(.25) + (5)(.05) = 2.85..

[(X?] = (4)(.5) + (9)(.2) + (16)(.25) + (25)(.05) = 9.05 .

Var[X] = E[X?] = (B[X])? = 9.05 — 2.85% = .9275 .

E
E
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4. continued

The marginal distribution of Y has probability function
P(Y=0)=.3,P(Y=1)=.4, P(Y =2)=.3.
E[Y] = (1)(4) + (2)(:3) = 1.0.

E[Y?] = (1)(4) + (4)(:3) = 1.6.

Var[Y] = E[Y) = (E[Y])?=16—-12= 6.

Cov[X -Y,X+Y]=VarX]| —Var[Y] =.9275 — .6 = .3275. Answer: C

5. In order for thisto be a properly defined joint pdf, we must have

fof y—x)dydr = 1.

1—z? 1—2)2
[re—aydy = e['55 — a1l —a)] = 57 -
Therefore, ¢ = 6.
= [l6(y—2)dy=31-2)*, 0<a<1
B[X] = [y32(1 — 2)?dz =3[ [z — 22% + 2] dz = 3[5 — 2(3) + 1] = .25.

Answer: B

6. We define the following events and probabilities:

W = team wins the best-of-7 series,

G = team loses game 5,

T = team wins 3 of the first 4 games,

q = probability team wins 5th game given that it has won 3 of the first 4 games.
Our objectiveisto find ¢ = P[G'|T].

Wearegiven PW|T]=.8 and P[W|T'NG] = .65.
PIWNGNT]  PWNGNT] P[GNT
PwnGr) = PIT] - [P[GmT] 2 1[D[T] }

= P[W|GNT]- P[G|T] = (.65)(1 — q) .

8= P[W|T] = P[W NG|T] + P[W N G'|T] = (.65)(1 — q) + P[W N C&'|T].
PWNG'NT]  PWNG'NT] P[G'NT]

PWNGT = =—pgr — = ~porr] P

— P[W|G'NT]- P[G'|T] =

(thisistrue, since P[W|G' NT] =1, because winning 3 out of the first 4 and then winning the

5th game results in winning the series) . Therefore, .8 = (.65)(1 —¢)+q¢ = g = % %
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6. continued

An alternative solution is as follows.

PW'|T] = .2 and P[W'|T NG| = .35 (these are the complement of the given probabilities
P[W|T] = .8 and P[W|T'NG] = .65).

First notethat P[W'NT] = P[W' NG NT],becausein order to win 3 of thefirst 4 games and

lose the series, it must be true that the team loses the 5th (and all subsequent games). Therefore,
— PIW'IT] = PW'nT] _ PW'NGNT] _ PW'NGNT] P[GNT]
(WT] = P[T] — P[T] — T P[GNT] P[]

= P[W'|T'NG] - P[G|T] = (.35) - P[G|T] . Itfollowsthat P[G|T] = <= = 2,
andthen ¢ = P[G'|T]=1—- % = % . Answer: B

7. The geometric distribution X = 0,1,2, ... has probability function P[X = k] = (1 — p)¥p

and has mean % For the Senators, we have 1p(’)’;)TT =3.5,s0that porr = % :

1-ppur _ _1
For the Sabres, we have e 3,sothat porr = 7 .

P(Xorr] = k= (1~ 15)"(15) = (§)"(5) ad PXpup = k] = (1- (1) = (D) -

P Xpur > Xorr + 2]
= P[Xpur > 2| Xorr = 0] - P[Xorr = 0] + P Xpur > 3| Xorr = 1] - P Xorr =1] + - -

o0
=Y P[Xpur > n+2|Xorr =n] - P Xorr = n|
n=0

=Y P[Xpyr > n+2]- P[Xorr = n| (because of independence of Xpyr and Xorr)
n=0

—> @G = GGG = i = 30, Answer:

n=0 n=0 12

8. The probability of an even outcome when tossing asingle (n = 1) dieis %

The probabilities for the sum when tossing two dice are

Sum 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 5 4 3 2 1
Prob 55 35 36 36 % % % % 3% 36 36

- . . 18 _
The probability that the sumisevenis 6 + 36 + 36 + 36 + 6+36 36 —

=
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8. continued

To see that the probability is always % suppose that F,,_; isthe event that sum of thefirstn — 1
tossesis even. Then in order for the sum of the . dice to be even, we must have either E,,_;
occurring and the n-th tossis even, or E! _, occurring (complement) and the n-th toss is odd.
Because of independence of the tosses, we get

P(sumof n tossesiseven) = P(E,-1)(3) + P(E,_1)(3) = (5)(3) + (3)(3) = 3 -
Since P(Ey) = % ,itfollowsthat P(E}) = % forany k. Answer: C

9. X hasahbinomial distribution with 100 trials and probability 3 1 of success. The expected
number of headsis 100(4) = 50 and the variance of the number of headsis 100(3)(5) = 25 .
Using the normal approximation with integer correction, we want to satisfy the relationship
PBO—k—-5<X<50+k+.5)>.95.

Applying the normal approximation, we have

PB0—k—5<X<50+k+.5)= (\’;_5<)f/2i;0 ’f\/+_5) P(—-c<Z<e),

where Z is standard normal. In order for this probability to be at least .95, it must be true that
®(c) > .975 . Thisistrue because we want to eliminate less than .025 probability from the left
and right side of Z.

From the standard normal table, ®(1.96) = .975 , and therefore, we must have ¢ > 1.96 .
Then, k+5'5 > 1.96 » k > 9.3. Thesmallestinteger is k = 10..

Using the normal approximation, P (40 < X < 60) > .95 but P(41 < X <59) < .95.
Answer: E

10. E[Y] = f09§ —e‘“"/" dz + [z —e‘T/e dx

=0
(— e */0 — Ge=/9) + (= ze 0 — 96_””/9)

T

(1—2e 1)+ 20! =

NI N
Il
N|D LS

(1+2e™1) Answer: B
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11. Thepdf of X is fxy(x) =1 for 0 <z < 1, and the conditional pdf of Y given X =z is
Frix(ylz) = 3= for e <Y < 2.
Thejoint density of X andY'is fxy(z,y) = fyix(y|z) - fx(x) = ﬁ defined on the region
0<x<1anda;<y<2

fofy 7 dydr = fol;é;—f;d 012+zd =3
An aternative, solution makesuse of therule E[Y] = E[E[Y|X]].
Since the conditional distribution of Y'|X = z isuniform on theinterval from = to 2, it follows
that E[Y]X]= %12 . Then,
E[Y] = E[E[Y\XH = B[22 = 1p[x)+1
Since X isuniform on theinterval from0to 1, E[X] = % .
Then, E[Y] = (%)(%) +1= % . Answer: C

X X <40

12. Y = {40 +1(z—40) 40<X <80 . VarlY] = E[Y? - (E[Y])?.
60 X >80

100

ElY] = [’z (01)de + [;(20 + .52)(.01) dz + [, 60(.01)dz
= 8420412 =40.
E[Y?] = ['22- (01)dz + [ (20 + .52)2(.01) dz + [o 60%(.01)dz
_ 6§0 + 3040 3040 +720 = %
VarlY] = % —40% = % . Answer: B
13. A = havedriver'slicense B = own abike
P(AUB) = 8 = P(A) + P(B) — P(AN B)
PBIA) = =502 PaB) = § = T
P(AUB) 3 P(A)+P(B)-P(ANB) 1 . 1
P(ANB) — P(AnB) — P(ANB) =13tz 1=4,

andit followsthat P(AN B) =

Then P(A)=3P(ANB)=.6 and P(B) =2P(ANB) = 4.

and P
Wewishtofind P(A'|B) = Zppf) = HEE — PULD) 1=

1
-~ PB) ~— 1-P(B) ~— 1-4 3
Answer: A
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14. A student can drop the course after the first test but before the second test.
The fraction of the original group of students that drop the course after the first test but before the
second test is
P[drop after 1st test but before 2nd test]
= P|drop after 1st test but before 2nd test N pass 1st test]
+ P[drop after 1st test but before 2nd test N fail 1st test]
= P[drop after 1st test but before 2nd test | pass 1st test] - P[pass 1st test]
+ P[drop after 1st test but before 2nd test | fail 1st test] - P[fail 1st test]
=(1)(8) +(.3)(.2) =.14

A student can drop the course after the second test but before the final exam.
P[drop after 2nd test but before final exam|
= P[drop after 2nd test but before final exam N pass 1st test N take 2nd test N pass 2nd test]
+ P[drop after 2nd test but before final exam N pass 1st test N take 2nd test N fail 2nd test]
P[drop after 2nd test but before final exam N fail 1st test N take 2nd test N pass 2nd test]
+ P[drop after 2nd test but before final exam N fail 1st test N take 2nd test N fail 2nd test]

We find these probabilities in the following way:

P[drop after 2nd test but before final exam N fail 1st test N take 2nd test N fail 2nd test]

= P|drop after 2nd test but before final exam|fail 1st test N take 2nd test N fail 2nd test]

x P[fail 2nd test|take 2nd test N fail 1st test] x Ptake 2nd test|fail 1st test] x P|fail 1st test]
= (.5)(.2)(.7)(.2) = .014.
Similarly,
P[drop after 2nd test but before final exam N pass 1st test N take 2nd test N fail 2nd test]

= (.5)(.1)(.9)(.8) = .036 .

P[drop after 2nd test but before final exam N fail 1st test N take 2nd test N pass 2nd test] and
P[drop after 2nd test but before final exam N pass 1st test N take 2nd test N pass 2nd test]

are both 0, since anyone who passes the 2nd test does not drop the course.

The probability of dropping the courseis .14 4 .014 + .036 = .19. Answer: D
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15. Theregion (¢ < X < g)N(X < d) is ¢ < X < d, so the probability is
Pl(b<X<e) N (e<X<d)]

Ph<X<e|le<X<d] = Ple<X<d]

Theregion (b<X <e) N (ec<X<d) is c<X<d,s0
Ple<X<d] )

P[b<X<e\c<X<d]:m:1. Answer: E

16. In order for there to be one blue ball in the urn after the n. application, it must be true that
ablue ball was chosen exactly once in the n applications of the procedure. The blue ball could
have been chosen on the 1st, or 2nd, . . ., or n-th application.

P(blue ball chosen on 1st application and no blue ball chosen in next n — 1 applications)

1 /5\yn—
:g'(€>n1.

P(1st blue ball chosen on 2nd application and no blue ball chosen in next n — 2 applications)

P(1st blue ball chosen on k-th application and no blue ball chosen in next n — & applications)
_ (Z)kfl L (é)nfk _

3 3°\6
P(1st blue ball chosen on n-th application) = (%)”‘1 : % :
The probability in question is the sum of these:

ICHUSEE MRS HORROEPIEL

winy
\_/
/\
(=[]
\_/

1

=5 G X G =g (L (8 = <%>n-<.8>§1<.8>’f-1
:(.4)'(2)" 192 = [(%)”—(%)”] Answer: D

17. Since Y. P(X ==x) =1, itfollowstha > P(X=2)=1-P(X=0)=1—-¢!.
=0 =1

Then, SSP(Y =a)=c- S P(X —a) = ¢(1 — e 1) .

r=1
Butitisasotruethat > P(Y =2)=1-PY =0)=1—-«.

=1

Therefore, ¢(1—e')=1—-a,sotha c = 11__60,‘] )

Themeanof Y is

E[Y]zix-P(Y:x)zix-P( x) = Zx c-P(X )—c-ix‘P(X:x)
=c E[X]=c= 19, Answer: C
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18. We define the following events:

C' - shipment is from Crosscheck Lumber

S - shipment isfrom Sticks R Us

2D - 2 sticks are defective

Wewishtofind P(C|2D) . Thisis %

The numerator can be formulated as P(2D|C) - P(C) .

Wearegiventhat P(C) = .5 . For ashipment from Crosscheck Lumber,

the number of sticks that are defective in a batch of 10 sticks has a binomial
distribution with n = 10 and p = .1 (prob. of a particular stick being defective).
Therefore, P(2D|C) = (120)(.1)2(.9)8 = 193710 .

The numerator is P(C' N 2D) = (.193710)(.5) = .096855 .

The denominator can be formulated as P(2D) = P(C N2D) + P(SN2D)
since the shipment must be either C' or S. Wefind P(S N 2D) inthe same way
as P(C'N2D). P(SN2D)=P(2D|S)- P(S) = ( 20) (2)2(.8) - (.5) = .150995 .

__ P(Cn2D) P(CN2D) _ .096855 _
Then, P(C[2D) = P(2D) ~ P(CN2D)+P(SN2D) — .096855+.150995 — 39
Answer: D
0 Prob. e 3
o K  Prob.3e7?
19. Thedonationis 9K Prob. 9e2*3
3K Prob. 1— (e +3e™3+ 96773)
The expected donation is
_3 Q¢ 3 -3 -3 9e~3
K -3¢ +2K - “5— +3K - [1— (e’ +3e™ + 55-)] = 2.328K .
Setting this equal to 5000 resultsin K = 2148. Answer: C
20. Since X has asymmetric distribution about the point X =1,
it followsthat E[X] = 1. The second moment of X is
E[X’] = [ja® 5Ldz+12 p+ (2 2 de
_ 1 1=p 7. 1-p _ 4
=5 3 TPty T =55
The variance of X is Var[X] = E[X?] - (E[X])* =3 — £ —1= 12 Answer: A
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Lt if0<t<1
21. Thecdf of Xis Fx(t) = [ f( =31 1 £

st — 5 tt-1 ifl<z<2
Thecdf of Vis Fy(y) = P(Y <y) = P(X? <y) = P(X < /y) = Fx(\/2).

Since 1 < /2 < 2, weget
3_ 2_
FY(Q):FX(\@):§+(‘/56) 1—(@ L V/2-1=255. Answer:C

22. X, isbinomia with np =2 and np(l—p)=1.

Itfollowsthat 1 —p=3,and p=5 ,andn=4.

The probability function of X, is P(X; = k) = <4>(%)k(%)4*k = (4>(%)4.

The probability function of X» is P(X, = j) = 2% |
P(Y<3)=P(Y =0)+P(Y =1)+P(Y =2).

P(Y =0)=P(X;=0NX,=0) = P(X; =0) x P(X; =0)

= (0) @' x B = e

PY=1)=P(X;=0NXy,=1)+P(X; =1NX, =0)

=P(X,=0)x P(Xy=1)+ P(X; =1) x P(Xy =0)

)& H 4 (1) @) H = fe g = e
PY=2)=PX;=0NnXy=2)+P(X;=1NXy=1)+P(X; =2N X, =0)
=P(X; =0) x P(Xo=2) + P(X; = 1) x P(Xo = 1) + P(X; = 2) x P(X, = 0)
=(0)@ < Hr+ (D@ Ho+ ()@ < B

:% —2_|_% —2_|_% -2 _ o2

Then, P(Y <3) = qge >+ 166 24e2=2c2  Answer D

23. In order to be a properly defined random variable, we must have
PX=0+PO0<X<1)+P(X=1)=1,s0that
a-l—folxdx-l—b:a-l-%-l-b:l. Therefore, a-l—b:%

Var(X) = E(X?) — [E(X)]?.
E(X):Oxa+f01:c><:pda:+1><b:%—i—b , and
E(X2):O><a2+f01:v2><wdw+12><b:%+b.

Then, Var(X) =1 +b— (3 +0?> =2+ 5 .

36 3
Var(X) will bemaximizedif 4[24+ 2 2] =1 -2p=0
This occurs at b:%. Then a—%—b:%. Answer: D
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24. P(A|B) = (ﬁf) and P(B|A) = %

Since P(AN B) > 0 itfollowsthat P(A) = P(B),soll istrue.

If A={1,2,3} and B = {3 4,5} when tossing afair die then the conditions are satisfied, but
lisfasesince P(ANB) = ¢ L P(A) x P(B),and Il isfalse.

Answer: B

0 if X <500

25. The amount paid by the insuranceisY’, where Y = {))g =500 if 500 < X <1000

5 if 1000 < X < 2000

Var(Y)=EY%)-[EY)]?.

1000 1 2000 125 875
E(Y):froo (z —500) x mdx"‘fooo% 2000d$_ 5 T3 =5

O

1000 2000 1 62,500 875,000 937,500
E(Y2) = Js00 (55 - 500)2 2000 dx + f1000 2 x 2000 dr = 3 + 03 - 3 )
Var(v) = 2200 _ (8152 _ 191 093.75 .

Standard deviation of Y is /Var(Y) = 4/121,093.75 = 348 .Answer: C

P(X+Y>2nX<1)
PX<1)

26. P(X+Y >2|X <1) =

2a+
P(X<1)= [y [y T dyde = 3

P(X+Y>2nX<1) :folffxzﬁgydyd:ﬂ— o Srdn g, L

1/8

3= Answer: C

P(X+Y >2X<1)=

27. Since f(x) isapdf, we know that fo d:c—2a—|—2b— 1.

t t? 25 _1

= [y f(t)d :“7+bt,soF()_32“+ 2.

Solving these two equationsresultsin a = 14—5 , b= %.
. 2 4 7 53
Themeanof X is E(X) = [jz(75 + 35 dm—ﬁ

and the second moment of X is E(XQ) 02 2( + 3l)da: = % :

2
The variance of X is E(X?) — [E(X))? = 1 — (@) 6l1 _ 302 . Answer: D

45 5 452 —
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28. Let Y denote the net profit of Gambler 1 for one spin.

ThenY iseither — 1 with probability 3% or V" is 36 with probability 5 .
37 1 1

Then E(Y)Z —1)(@ +36X%: T

The net profit after n spinsfor Gambler 1is X; =Y+ Yo +---+Y,,

and the expected profit is

E(X))=EM)+EYa) + - +BE(Y,) = — g xn= — 3.

Let Z denote the net profit of Gambler 2 for one spin.

Then Z iseither — 1 with probability 23 or Z is 1 with probability 55 .
Then E(Z) = —1><% +1x%: _%_

The net profit after n spinsfor Gambler 2is Xo =21+ Zo + -+ Z,,,

and the expected profitis

E(Xy) = E(Z))+ E(Zy) + -+ E(Z,) = —% Xn = —?,)—g’.
Then E(X, — X)) = E(Xs) — E(X)) = _g_g_(_gl_g): - a

Answer: B

29. The expected insurance payment is P(X > 1) = .8892.

Therefore P(X =0) =.1108 = ¢ , and it followsthat A = — In(.1108) = 2.200 .

The expected insurance payment on a policy with adeductible of 2 is
1-P(X=1)+2-P(X >2)
=PX=1)+2-1-P(X=0o0r1)]

e M 7)\-)\]

=S 2 [l-e = 5

= (.1108)(2.2) + 2 - [1 — .1108 — (.1108)(2.2)] = 1.53 . Answer: E

30. We use the following notation:

A - customer has an auto policy

F - customer has afire insurance policy

L - customer has flood insurance coverage

5, P(A|L) = .5

Wearegiven: P(A)=.8, P(F)=.4, P(F|A)= .25, P(L|F)
Weasoknow that LN F = L,sofrom .5 = P(L|F) = Plgzgl;) - =

weget P(L)=.2.

Wewishtofind P(4' 0 L/[F) = PALOE)

P(L)
P
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30. continued

P(ANLNF)=P(F)—P(AUL)NF] = P(F) - P[(ANF)U (LN F)]
= P(F)— P[(ANF)UL] = P(F) = [P(ANF) + P(L) — P(ANF N L)]
=P(F)—[P(ANF)+ P(L) - P(ANL)]

From the given information we have .25 = P(F|A) = Pg(“z)A) = P@QA)

(’?E)L) = PUOL) wtha P(ANL) =

sothat P(FNA)=.2,and .5=P(A|L) =

Then, P(A' N I/|F) = P(A]’Drzg)ﬂF) _ P(F)—[P(Aﬁl?&?(L)—P(AﬁL)} _ .4—[.2:2—.1] _ or

Answer: E
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