












































































































































































































































































































































































































































































































































































































































































































303 IMPLEMENTATION METHODOLOGY 

3.301 General 

This area of the study investigates some of the aspects of 

electronic system implementation and change of greatest interest to 

Naval System Plannerso For convenience, the work is separated into 

the slightly more abstract subject of "System Change" and the 

slightly more concrete subject of "System Implementationo" This is 

done with the real ization that the two subjects are in practice 

indistinguishably intertwined. 

The effort is divided as follows: 

1) System Implementation Process 

a) 

b) 

c) 

d) 

System Design 

System Implementation 

System Specification and Documentation 

Naval System Implementation 

i) Who are the Naval System Planners? 

ii) What is the Naval System Planning Envisioned? 

iii) What is the Naval System Design Channel? 
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iv) When and how should Fleet and USMC operational inputs 

be included in planning and design? 

v) What are ANTACCS· test cell requirements? 

In this report material is presented from areas a) and b)o 

2) System Implementation Process 

a) Planning For the Evolutionary Introduction of EDP 

b) Design Change Control 
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c) The Naval Design Change Control Channel 

d) Testing Design Changes 

In this report material is presented from area a)o 
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3.3.2 System Design 

3.3.2.1 Introduction 

This material is presented as a series of very short sections, 

each addressing an important concept in System Design, System Engineering 

or System Analysis. There has been no attempt made to be exhaustive 

in each section nor all-encompassing in the selection of subjects to 

be mentioned. Rather, the purpose is to touch upon many of the most 

important concepts in System Design, provide a general understanding of 

each point, and direct the reader to some 1 ittle-known but very sub­

stantial references. 

The subjects touched upon in this report are: 

1) Systems Engineering and System Analysis 

2) Engineering as Art 

3) So 1 vi ng the Entire Prob 1 em 

4) Practice Versus Theory 

Subsequent short papers will address the topics of: 

1 ) The System Design Process 

2) The Design Process for EDP Systems 

3) The System Cost Concept 

4) Difficulties in Evaluating Large Systems 

5) The Role of Analysis in Design 

3.3.202 System Engineering and System Analysis 

System Engineering is that portion of the engineering art-k which has 

to do with the design, production, installation, analysis and operation 

of those accumulations of men, procedures and equipment popularly 

known as systems. 

-k A discussion of the "art" of engineering wi 11 follow in the next 
section. 
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It is important to fix clearly upon the concept that System 

Engineering treats of four main types of problems (design, production, 

installation, operation) and in the treatment of portions of these 

problems uses certain analytical techniqueso In this respect it is 

no different from any of the older fields of the engineering art such 

as Mechanical, Electrical, Civil or Industrial Engineering. 

The topical 1 iterature of System Engineering at times emphasizes 

System Analysis to the extent that it begins to seem a subject of its 

own, rather than an extremely valuable tool for use by system engineerso 

This emphasis is quite natural since analysis and analytical techniques 

may be thought of and taught in a styl ized and orderly fashion and are 

therefore more easily discussed in many circ1eso 

Analytical techniques are used by engineers in all phases of their 

work to evaluate as precisely as possible the complex interactions of 

various parts of systems, proposed systems, and changes to systems. 

A more thorough discussion of the role of system analysis in design 

wi 11 be presented in a subsequent papero 

This particular set of papers wi 11 discuss primarily the more 

non-numerical aspects of System Designo An over-all view of System 

Design, System Production (to include procurement), and System 

Installation will be covered in a similar set of papers entitled 

IISys tem Imp 1 ementat i on" 0 

3.3.203 Engineering as an Art 

This is a concept which fl ies in the face of much of our culture, 

nourished as it is by the popular press. That the concept of engineering 

as an art is not widely understood nor, upon occasion, even popular. 

has no bearing upon its truth. An understanding of the design 

process requires an appreciation of this concept. 
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It is quite 1 ikely that any confusion as to the "scientific" 

nature of engineering results from the popular misapprehension as to 

the role of mathematics and science in engineering. Much engineering 

practice is based upon the use of mathematics, and engineering (as an 

art) uses any available means to accompl ish its ends, including 

scientific procedure or data. This tends to obscure the fact that 

engineering is essentially synthetic, that, although engineers use 

many mathematical and analytical tools, most of them spend their 

professional 1 ives putting things together to make their work. How 

they do this is a matter of touch, style, instinct and training. 

For the good engineer it is also an art*o 

The artistic requirements of all phases of engineering are high, 

but perhaps the highest requirement exists in the design phaseo In 

this phase the engineer operates almost exclusively with concept, 

ideas, and relationships until most of the critical decisions are 

made. Only then can he see the tin being bent and the wire pulled. 

By the time people can "see" the product, it is usually too late to 

rectify mistakes by anything other than patchingo Occasionally, 

blunders are made which cannot be fixed at all 0 

303.2.4 Solving the Entire Problem 

It is self-evident that any engineering project, design or in­

stallation should solve the entire problem, but we only have to look 

around us to see that they do not always do so. The gantry that will 

not fit over its missile; the spacecraft that does not send back its 

TV picture, and the tactical system that can't be assembled in the 

dark, are all examples of a failure to solve the entire prob1emo 

ok For an excellent discussion of the philosophy of engineering the 
reader should read the collected papers of Professor Hardy Cross. 
Engineering and Ivory Towers, Goodpasture, R. Co, ed., McGraw Hill, 
New York, 1952. 



In almost every instance these fai lures belong to one of the 

three following classes: 

1 ) Fai lure to meet m iss ion requirements 

2) Fai lure to stay within design parameters 

3) Fai lure to provide adequately for human contact wi th the 

system 
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Any of these failures may result for one of three reasons. In the 

fi rst instance the customer does not know or refuses to tell (as hard 

as that may be to bel ieve) adequate information about the mission, 

design parameters and human engineering requirements0 If the engineer 

must guess about data he must use, then the customer must abide by 

the results of this guessworko The system engineer cannot design 

effectively if he must work at armis length from the customero When 

the customer needs additional information about his requirements, the 

money invested in investigation and study is wel l-spent to prevent 

having to cope with an inadequate systemo 

The second reason for failure is that the customer and the system 

engineer do not always have the same impl icit meaning to their vocabularyo 

"Rel iabil ity" means one thing to the system engineer in his laboratory. 

It means something else entirely to the electronic technician working 

in close quarters behind some rotating machineryo The customer and 

his designer must make sure that they have a firm mutual understanding 

of their vocabularies. Words like light-weight, flexible, expansible, 

rel iable, etco must have understood meanings before the designer can 

hope to succeed. The responsibil ity lies in both directions. 

The third reason for failure is poor performance on the part of 

the system engineer, and failure of the customer to reject this 

poor performanceo Unfortunately, not all engineers are equally good, 

and not all engineering errors can be found by inspection. A bridge 

may be a thing of beauty and structurally perfect, but if it doesnlt 

clear the next generation of warships at high tide it is a failure 

as a well-done projecto This type of blunder cannot often be found 



by inspection. The prevention of such errors can only come from a 

combination of painstaking study, talented designers and an alert 

interested customero 
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A number of expensive errors in systems may be traced to the lack 

of competent operational input early in the design stage by the 

eventual user of the system. There is some danger of this in an 

environment where one organization designs and buys, while another 

organization uses the end product. As competent as the designer and 

buyer may be, he cannot feel 1 ike the user does. 

The system designer, the procurement agency and the actual 

operational user must establ ish a qual ified informal design committee 

early in the design effort to ensure that the mission, the design 

parameters and the human engineering requirements are approximately 

stated and fulfilledo 

3.302.5 Practice Versus Theory 

In the practice of engineering (particularly design), there is 

a constant necessity to integrate various standard practices, fundamental 

theory, "horse-sense", and ingenuity to the end of producing the most 

appropriate system, structure or product for an appropriate price in 

an appropriate time. 

The proper balance, obviously, 1 ies between the two extremes 

of all theory or all field practice. We used field men with their 

muddy shoes and their test gear. We also require the numerical analysts. 

But good design is not an "either-or" proposition. We must have our 

designs created, not by theoreticians, nor by pragmatists, but by men 

with a good appreciation of both the theoretical and the practical. 

As obvious as this point is, it has been overlooked in the design 

and implementation of many mi 1 itary systems. Some systems which are 

theoretically acceptable cannot be taken down, moved and reassembled 

with any degree of convenience, although they are supposed to be 



mobile. The striking of this proper balance, which includes both 

theory and practice, is not as simple as it may seem*. 
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Analysis goes hand-in-hand with design, and the process of 

analysis must ultimately provide the designer with data of some 

practical impact upon the design problem at hand. The designer is 

not interested in the small differences between various methods, but 

in the calculation of a result which will be meaningful in operation 

in the field. The theoretical human 1 imit of the number of interceptors 

one air controller can handle by voice is of 1 ittle real interest if 

it far exceeds the radio channel capacity of the station he mans, or 

if all intercepts in this time period wi 11 be control led by data 1 ink. 

The intellectual challenge of developing new tools or theories is 

thrill ing, but the customer in a design contract is paying for a 

workable design. 

During the operation of any system temporary conditions will develop 

such that components will operate close to or in excess of their theoretical 

1 imitation. This is particularly true of the man-machine interface. 

Much of the art in good system design 1 ies in determining where these 

overloads can be tolerated and where we must spend the money to 

el iminate them. The reverse of this 1 ies in recognizing those field 

conditions which reduce theoretically allowable operational loads 

upon equipment, operators or communication. 

Another facet of system stress is that which deals with how systems 

are handled in the field. They are over-heated, over-cooled, dusted, 

moistened, bumped, jolted, etc., often far in excess of what the 

requirements anticipate. A good designer will allow for as much of 

* An excellent discussion of this problem is found as Chapter 1 of 
Design of Modern Steel Structures, Grintner, L. F., Macmillan Co., 
New York, 19410 
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this treatment as possible and often will reduce the physical load of 

a certain part, sl ip in an extra gasket or an extra spring to protect 

the critical part or assembly. 

Tactical systems' operating environments probably cannot be 

predicted with any high accuracy, and the concientious system designer 

will do what he can to anticipate field abuse and abnormal conditions. 

Certain theoretical practices must be tempered by a great deal 

of judgment when designing field systems. Very large and very small 

parts, such as Cannon Plugs are difficult to assemble at night or 

with very cold hands. Certain types of patented huts or shelters may 

be erected only twice before critical parts fail, though theoretically 

(and in the sales brochures) they are satisfactory. These types of 

1 imitations upon the appl ication of design theory to actual practice 

must be carefully considered by the system designer. 

The extension of these remarks seems clear. Tactical Mobile 

Command Control Systems should be judged partially (but critically) 

by their susceptibil ity to being assembled at night in a rainstorm 

under blackout conditions. For exercise, one should apply this test 

conceptually to MTDS or ARTOC and use hungry, tired men who have 

been shot at seriously that same day. 
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30383 System !molementation 

Implementation is a v~:y ~raad 2~d i] J-defined subject which deals 

with the problems and processes of de~igning, producing, testing, and 

install ing sysIemso A senera: Gescri~tion of the process is applicable 

to the implementation of weapons systems, electronic systems, and EDP 

systems. However, the subject matter of the ANTACCS effort in this area 

is the im?lementation of EDP systems, and particularly those for tactical 

command-control systemso 

Detailed preliminary analysis defined some 150 steps, decisions, 

processes and products involved in the implementation of command control 

EDP systems. The complex linkages and relationships between these steps 

made study and analysis quite diffIculto In addition, any sort of 

graphic representation was unwieldy in the extremeo To discuss the area 

properly and build concepts correctly these 150 items were abstracted 

and combined into 80 major steps. These concepts are presented only 

graphically in this report. 

implementation is divided into seven phases according to Air Force 

System Command Terminology, and this terminology is used in this report. 

The use of this terminology is not a final choice, but some substantial 

portion of industry and the military is acquainted with its meaning~ 

Very considerable work remains to be done in the implementation 

area to develop and correlate concepts of particular interest to ANTACCSo 

It would be a simple thing to adopt AFSC-ESD-Mitre-SDC terminology en 

masse, but that is not the purpose of the implementation area1s efforto 

Substantial changes will be made to this data, although it does 

approximately represent what must occur in the implementation of EDP 

systems for command controlo 
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3.3.3.2 Discussion 

The figures which fo 11 ow show the imp 1 emen ta tim cycle divided 

into the following seven phases: 

a) Sys tem Definition 

b) Sys tem Design 

c) Program Design 

d) Program Production 

e) Program Test 

f) System Test 

g) System Operation 

The definition of these phases has long been established by custom 

and usage, but our only concern here is to follow the general concept of 

each phase and its place in the overall scheme of implementation. 

An open style of notation has been used to portray the contents 

of each phase. This was used for two reasons which deserve mention here: 

a) I n ne a r lye v e r y p ha s e mo s t act i v i tie s h ave i n put s for a 1 I 

activities that follow in time. This makes for too much ink -

that transmits too little meaningo In every system all parts 

are closely inter-related in many different respects. This 

holds true in implementation of systems. 

b) Arrows and lines convey the impression that the data shown 

is accurate or final or that it should be related in the 

manner demonstrated. This is not the case hereo 

Events progress in time from left to righto Events stacked top 

to bottom take place about the same time, although one or more blocks 

can move right or left in any phase - and in actuality do so when real 

systems are implementedo 
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System Definition Phase (Figure 3-15): 

This activity is concerned with finding out what the problem is 

and what the resources are that may be applied to its solutiono This 

is not the same phase as Mro McNamara's Program Definition Phaseo After 

requirements are defined, a System Manager is appointed and he sees that 

the overall system requirements are further defined according to the 

various subsystems to be used. 

System Design Phase (Fioure 3-16): 

This phase begins with selection of sourceso It defines 

schedules and quality criteria. During this phase, the Operational 

System Description is prepared, evaluated and concurred upon. Changes 

to the OSD are reflected by changes to the System Requirements. 

program Design phase (FiGures 3-17. 3-18): 

This phase is shown on two figureso The phase begins with 

comprehensive agreement upon computer, hardware and software design 

constants and details. Work is commenced on the overhead computer 

facil ity. The program system design is set, and comprehensive plans 

are begun for over-all system testingo Whatever work required on program 

conventions and standards is done, and the data base is designedo 

As the phase continues, the EAM support facility is begun, the 

program system design is evaluated, and the collection of data base 

information is begun. At about the half-way point of the phase, EAM 

operating procedures are set, and the procedures for processing program 

design changes are established. 

The planning for system testing has been continuing and now 

matures into defined system tests and schedules for their performance. 

At about this point, program design activity is initiated for operational, 

util ity, data base, and system exercise production programs. 
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As the program design phase closes, program designs are evaluated 

and changed, and data base preparation begins. 

Program Production Phase (figyre 3-19): 

The purpose of this phase is to actually bring into being the 

coded computer programs. During this phase util ity programs, exercise 

programs, data base programs, facility programs, and operational programs 

are all coded. The computer is delivered shortly after the beginning of 

this phase and is made available as soon as possible. Standardized 

assembly tests are designed in preparation for the next phase, and system 

test design is begun. 

program Test Phase (figure 3-20): 

In this phase all five families of programs are parameter, assembly 

and system testedo Operational system test materials are prepared. 

System Test Phase (figure 3-21): 

In this phase the data base is loaded and the exercise generation 

program is system tested. The entire operational system (including 

procedures and hardware) is tested. following operational system testing, 

the customer (either the purchaser, the user, or both) performs acceptance 

tes ts. 

System Oeeration Phase (figyre 3-22): 

After acceptance testing, the user puts the system "on-line" and 

begins to accumulate the experience and data which will enable him to plan 

for changes to his system. 

Comment: 

This approach to EDP system implementation is quite complex (in 

its detail) and organizationally has been made quite monolithic. There 

has been some question as to its slow reaction time and high cost. Still, 
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it has produced large-scale working EDP systems on time for AFSCo While 

most of these functions must be accomplished in some manner, this 

discussion should not be considered a recommendation for precisely this 

approach for al I new systems, particularly those for ANlACCS. 
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3.3.4 planning For the Eyolutionary Introduction of EDP 

3.304. I General 

The general trend of system planning has become one of evolution 

in the past few years. This is particularly true for those systems 

which lend EDP support of any sort to the commander while he executes 

his command tasko This is primarily true since command tasks are so 

complex that it is hard to define completely what help the commander 

really needs, and it is then often difficult to develop those EDP tools 

and facilities which provide that command assistance. 
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Not only is the evolutionary approach appropriate for the initial 

design and installation of systems, it is also most appropriate for the 

introduction of improvements to existing systems. Both the SAGE system 

which was abruptly revolutionarily installed, and the NMCSSC which 

was very evolutionarily developed now incorporate changes by an 

evolutionary process similar to the one described below. 

This section presents a relatively complete description of the 

evolutionary process and how any command or headquarters may begin to 

plan for the evolutionary introduction of EDP assistance for command 

function. The same evolutionary planning may be applied to the entire 

system for those systems with large non-EDP sub-systems~ 

3.304.2 Description 

The planning of an evolutionary process for introducting EDP 

into a command organization is unique. For identifying the process 

as evolutionary emphasizes that EDP development will be dominated by 

uncertainty. We cannot anticipate sufficiently how the problems will 

change, how commanders and their staffs will profit or suffer from 

automated assistance, how the organization will be restructured or 

gain new tasks, or modify its scope. These are a few of the unknownsG 
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On the other hand, when we demand planning, we commit ourselves 

to ~ understanding of the future, to identification of a range of 

plausible and implausible goals, and to the need to decide early on 

long lead-time items such as facil ity space, hardware funding and 

procurement, and areas for further researcho Accordingly, planning for 

evolution is a process of attempting to ensure an appropriate capability 

for growth without disrupting current capabil ities; but also without 

foreclosing on future capabil ities (either by being too specific too 

early or, equally dangerous, by not undertaking some specific activities 

early enough.) 

Accordingly, an EDP evolutionary plan handles different problems 

in different ways. In some cases it establishes an organization for 

attacking the problems without anticipating what the specific solutions 

will be. In these cases, the key questions are the size and nature of 

the supporting organizations, their interrelationships, and the 

procedures for applying and evaluating their effortso In other cases, 

the planning process must recognize long lead-time implementation 

choiceso Although it attempts to delay, as much as possible, the time 

when these decisions are made, excessive delay will impede future progress; 

accordingly, the time selected for making these decisions must consider 

trade-offs between uncertainty and delay. Finally, the initial plan 

must anticipate the continual need for replanning. It can only do this 

if it projects assumptions, milestones, and expected measures of 

performance. Over time, these assumptions prove valid or inval id, 

schedules are bettered or missed, progress is greater or less. A good 

plan will suggest when replanning is ca]led for and, possibly, even the 

nature of the corrective action. 

Probably the most difficult problems which will need to be faced 

in the initial EDP planning is the first area discussed above, that is, 

the organizational arrangements for evolving EDP. Before discussing 

a possible outline for an EDP Plan, it might be useful to mention some 
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of the issues that must be considered in organizing for the EDP support 

of an operating command. It is more illuminating to do this in the 

context of a specific arrangement. 

Evolutionary implementation involves a three-stage development 

process. In the first stage, short range improvements are made to 

current operational capabi 1 ity and to exercising and evaluation 

capabil ity. The lead-time from identification of a needed improvement 

to its incorporation in current capabilities is less than six months. 

(By incorporation in current capabil ities we mean that the indicated 

improvement has at least reached the stage of development and testing 

that it can be run in parallel with current operational capabil itieso) 

In the second stage, medium range improvements are developed 

and evaluated where these improvements are expected to need a three 

month to two year lead-time before they become operational 0 An 

"experimental operations" capability and associated experimental exercise 

and evaluation capabi 1 ities are maintained to stimulate ideas for medium 

range improvements and to provide a test-bed for evaluating these 

improvements. 

In the third stage, an analytic and experimental center is 

operated whose concerns and tools are at a much more abstract level than 

those used in the centers in the first two stages. The outputs of this 

third center assist all agencies in planning and analyzing requirements 

and designs. Certain major EDP techniques may be shown to be tentatively 

feasible and ready for further development and experimentation in the 

second stageo Also, a development program in EDP technical tools is 

conducted as a part of this stageo The third stage looks as much as 

five years into the future and none of its developments would likely be 

operational in less than a year (and then only if they were expedited 

with highest priority through the second and first stages). In support 

of these three stages, EDP functional design, program design and 
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implementation activities specify and develop the short and medium range 

improvements, and the experimental models. 

In planning the allocation of resources to these various 

activities, it is essential to remember that this organization is 

intended to provide an almost continuous flow of products and data. 

For example, the activi ty Ilexperimental operations ll receives EDP programs 

and procedures from two sources; by operating on these it rejects some 

products, modifies others, passes them on to current operations, and 

develops data for evaluation and further designo 

If resources are not properly allocated among the various stages 

and activities, serious bottlenecks or gaps can occur. For example, if 

relatively inadequate resources are provided to experimental operations, 

then it will not have the capability to develop and evaluate the medium 

range improvements and inputs from analytic operations. Something will 

have to give. The rate of absorbing new techniques from analytic 

operations may be sharply curtailed so that this latter activity is 

providing only marginal improvements to the system. The analysis 

and verification of medium range improvements may not be adequately 

performed so that a higher than appropriate flow of unval idated 

techniques is passed on to current operations. Finally, such high 

standards for validation may be maintained that the flow of products 

to current operati ons becomes very small, and as a result, the entire 

developmental effort is providing few operational improvements. 

Fortunately, such a multi-stage development process is partially self­

adapting so that a somewhat balanced flow of products and design data 

is achievedo A major role of EDP planning is to monitor the flow of 

products through these diverse activities and to adjust the allocation 

of resources and the interrelationship between the activities so that a 

reasonably efficient and appropriate development organization is 

achieved. 



Accordingly, an initial plan for this development organization 

would have to consider such questions as: 

J) What resources should be allocated to each stage? 

2) What relative emphasis should be placed on design and 

development versus exercising and evaluation? 

3) Can some of the same facil ities be used for both current 

operations and experimental operations? 

4) What types of experience are required to perform each of 

the activities: user, user representatives, analyst, data 

processing designers, etc? In managing them? In 

planning for them? In monitoring them? 

5) How can operational needs be made to guide the development 

of technical tools? To what extent are these tools 

operationally substantive (eog., planning models) versus 

general (e.g., executive systems), versus operational 

(e.g., artillery fire support systems.) 

6) What documents are required to describe plans, needs, 

products, evaluations and tools? 
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Although these questions have been posed with respect to the three 

stage development mechanism depicted in the attached figure, they will 

also have to be addressed in the EDP Plan. The plan must also consider 

these additional (and possibly more difficult questions): 

1) How many stages does the user need in the development process? 

2) What is the lead-time for the various stages? 

3) What is the role of present agencies in the proposed 

mechanism? 



4) New documents will have to be designed, and responsibil ity 

for producing these documents assigned. What is the 

relationship of present documents such as Technical 

Development Plans and Fiscal Year Functional Requirements 

to these new documents? 

303.4.3 Contents of the Plan 

The EDP Plan should address the following areas: 

1) Goals and phasing objectives for EDP. 

2) Organization and activities for EDP Development. 

3) Measures for Change, Allocation and Planning. 

4) Current and Imminent Progress. 

5) Software Development. 

6) Hardware Planning and Procurement. 

7) Problem Areaso 

8) Proposed Activitieso 

9) Plan Modificationo 

A brief discussion of the contents of each area follows: 

1) Goals and Phasing for EPP. To what extent, over time, 
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will EDP support be required in ANTACCS to serve operations, 

intelligence, logistics, communications, gaming, and planning? 

To what extent, over time, can the data bases and processing 

routines in support of these functions be integrated? What 

other developments wi 11 be taking place during the coming 

five or so years which will have a major effect on the role 

of EDP support? What functional needs should guide early 

development activities? Given significant alternate long 

range configurations, what intermediate milestones would 



would have to be achieved to attain each long range goal? 

What critical decision points exist over time in selecting 

between alternate configurations? 
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2) Organization and Actiyities for EDP DeyeloPment. How many 

stages should be planned, over time, for developing ANlACCS 

EDP? What is the relationship between these various stages? 

What documents and other products must be generated in 

performing each of these functions? What agencies are 

responsible for originating, reviewing, coordinating and 

approving the various documents? 

3) Measures for Change, Allocatjon and PJannjngo What 

quantitative measures can be applied in planning or 

reviewing the growth or change of EDP support? What are 

present planning factors for supporting resources (including 

various types of personnel) needed to achieve the above 

measures? What guidelines exist for allocating resources 

devoted to current operations, current exercises and 

evaluation, analyses of potential improvements, operational 

specification of EDP functions, computer program design and 

implementation, development of exercise and evaluation support 

and tools, maintenance of EDP systems (including minor 

modification), and development of utility systems? 

4) Current and Imminent Progress. What is the current manning, 

experience and history of the various units using tactical 

EDP in the Navy? What EDP capabilities are currently 

operational? What EDP developments are scheduled for early 

operation? What are the current relationships between the 

various services using and developing tactical EDP? How do 

present accomplishments compare with past plans and why? 



5) Software OeyeloQment. How much and what research and 

development in software tools should be sponsored by the 

Navy? How would these research and development activities 

be related to non-Navy R&D in this area? What developments 

can be undertaken which are not operationally specific; for 

example, executive programs, time sharing systems, query 

languages, data base management systems, modeling ideas, 

etc? What user or operational guidance is required in 

initiating such efforts and in subsequently monitoring 

their development? When might significant new developments 

be ready for incorporation in experimental or operational 

EDP systems? What steps must be undertaken to ensure that 

such new capabilities can be introduced into experimental 

or operational systems with minimum disruption? 
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6) Hardware planning and Procuremento How should the 

procurement of improved data processing, display, communica­

tions and input devices be programmed? What constraints 

does the normal programming cycle impose on procurement of 

these improved capabilities? Should the programming cycle 

be somewhat modified to facilitate the timely procurement 

of both major and minor hardware improvements? At the time 

of initial installation, how much processing capability 

should be reserved to facil itate growth over time? 

7) problem Areas. In preparing any plan, the planning process 

generally illuminates problem areas or uncertainties which 

fall outside the scope of the planning group or which ca~not 

be resolved during the planning cycle. What are these 

areas? What specific issues and alternatives are involved? 

How does the plan cope with these problems? (How soon does 

it assume they wil 1 be resolved? Does it inhibit certain 

specific resolutions?) Can the EDP planning activity propose 

a means of resolving some of these problems? 



8) pronosecl !\r:t i \I it i 8S ~ ! n 1 i ;::'~ of the above) what chc:nges 

are reco~mended to pr2S~n{ ?~2nS including changes in 

organizational relal::o.'.shI:):::;" ?:-ocurement specifications 

9) ?'C::l ;'':\~;=;ificati~,n" :-:0':,' sho~~clche ini'c:ial p12n be revised? 

3y 'vJ;--;o~:? \.Jit:l '..<;=~ COO.-di.;2":lon 2:id concurrence procedures? 

;-:0'.'1 of ten? 

A nu~ber of these plann:~9 quesc:ons are within the scope of the 

curren~ ANTACCS and MTACCS effortsu O(~ers remain to be answered as 

the Navy cevelops more information aDou,:: ;''::S future operations) '.::ne 

~hreat ~od the technolosy~ 

1 i tc 1 e conf t..!S i ng to be faced \'1; '..:.:che 5 i r::: ] a r i '~y between the To :a1 

System Algorithm and the EDP Sys~~~ Also:irh~o They are quite similar 

in most respects~ Subsequent reports w:1 1 show in detail how these 

two processes are relatedo 
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3.4 SPECIFIC METHODOLOGY 

This area is concerned with the investigation of a few pressing 

design problems, primarily those in which the designer is faced with 

making choices among alternatives. Very 1 ittle effort has been expended 

in this area so far. The effort is scheduled to be directed as follows: 

1) Storage and Transmission of Data 

2) The Assignment of Tasks - Man or Machine 

3) Special Purpose vs General Purpose Displays 

4) The Organization of Information Processing 

5) Quantitative Design Tools 

One paper is presented here on Quantitative Design Tools. 

3.4.1 Qyantitatiye Design Tools 

This section will eventually consist of a few papers, not necessarily 

closely related to each other, but each relating to subject matter of 

high interest to the System Planner or System Manager. This particular 

paper shows one technique which is of value to system planners in evaluating 

the capability of various computing central processes at early stages of 

design or planning. 

3.4.2 The Calcylation of Figures of Merit For The Comgarjsop of Digital 

Comgyters 

3.4.2.1 Abstract and Summary 

This paper discusses the theory, construction and application of the 

Figure of Merit technique for the evaluation of contemporary computer 

system's central computers and high speed memories. Four currently 

available methods are presented and analyzed (Class Method, Information 

Channel Capacity Method, Efficiency Index, and Babbage Method). A new 

method is presented (Highland Method) which avoids many of the short­

comings of previously used Figure of Merit Methods. 

3.4.2.2 Introductory 

This paper discusses several approaches to determining arbitrary 

numerical measures for comparing the "computing capabil ity" of electronic 
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digital computers. Measures of this nature are often called "Figures of 

Merit". The measures discussed here, and others like them, consider 

only the "main frame" and high speed memory capability of the computer 

being examined. That is, they consider only the size of high-speed 

memory, the speed with which data is transferred into the computer from 

memory, and the speed of computation. 

Since one of the crucial limitations of modern data processing 

equipment is often input-output capability, these IIFigures of Merit" 

approaches clearly leave much to be desired. However, we must bear in 

mind that normally the gyrgose of computer installations is not to perform 

input-output functions but to manipulate data. Regardless of I/O (input­

output) limitations, this work is done by the central computer, and 

figures of merit have real value in the comparison of central computer 

capability without regard to type of computer or the application for which 

the computer is used. 

To complete any worthwhile analysis, considerations such as instruction 

repertoire, I/O capabil ity, amount and type of low speed storage, mean 

time between failures, mean time to repair, etc. must be studied analyti­

cally. Nevertheless, figures of merit offer substantial advantage to the 

system analyst who understands their rationale and limitations, and who 

confines their use to "rough-cut" first approximations."'( 

3.4.2.3 Rationale 

There are two distinct general approaches to measuring the capabilities 

of computing machinery. Only one of these (the figure of merit) is 

discussed in this paper. To understand this one technique fully it is 

necessary to understand the other (the "bench-mark" technique) to a 

I imi ted degree. 

An unpublished paper by Mr. Ronald W. Rector is acknowledged. In this 
paper (Measyring the "Capabilityll of COIDgytjng EgyiQOlent) he cites a 
number of figure of merit techniques. A part of this paper draws upon 
these. 
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1) The Bench Mark Technique 

This approach to measuring computer capability is problem 

oriented. That is, machines are evaluated on their abil ity 

to perform certain problems or selected parts of the total 

task proposed. These problems may be entire real problems, 

parts of real problems or synthetic problems made to resemble 

real problems closely. This technique is called the "bench­

mar~1 method since it compares machines by examining their 

differential capability (normally speed) to perform the same 

"benchmark" problem. 

The bench-mark technique (if carefully executed) can be quite 

accurate, but it is very costly in talent and time, and requires 

an accurate and precise definition of the total task to be 

performed. In addition, any bench mark problem which is not 

the com~lete task ultimately to be demanded of the computer 

takes on certain aspects of simulation and is subject to many 

of the limitations of simulation. 

2) The Figure of Merit 

This approach attempts to evaluate the capability of an in­

dividual machine without regard to how that capabil ity will be 

used. This is much the same thing as a power station being 

given a kilowatt rating without regard to how much electricity 

is used or how it is used. At first, this may seem a little 

foolish since the only reasonable purpose of computers is to 

solve real problems. However, system planners find it very 

useful to be able to think of and measure main frame and memory 

capability in the abstract. Figures of merit permit them to do 

this. 

Figures of merit may be used to provide ~re]iminary answers to a number 

of problems without the need to prepare a bench mark analysis. Among 

these problems are questions such as: 
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1) I am now processing data at rate Ro My work load will increase 

to about 7R. What various machines should consider acquiring? 

2) My old machine needs to be replaced. What will I have to pay 

for a new machine, and how much capability could I have left 

for expansion? This is really a new statement of question #1. 

3) Company A charges $5,000 per month for machine 1. Company B 

charges $7,500 for machine 2. Is the difference worthwhile in 

terms of data processing? 

4) The new system I am planning should have the computing load of 

about half that of System X, which uses a CDC 6600 at about full 

capacity. Allowing for 20% expansion what machines should I 

think of for my system? I plan to split the computing load 

among four computers, A, B, C, and D. 
A A 

B = ~ and C = ~ 

These and other important questions of a preliminary planning and design 

nature can be answered by using some figure of merit technique. 

The entire figure of merit approach is based upon the premise that 

"more" is "better". The question Ills 10% more also 10% better?" wi 11 be 

discussed later. The more fundamental question "More what?" is answered 

(depending upon what figure of merit we consider) by ilmore internal speed", 

"more high speed memory" or some combination of both. How these qualities 

are juggled or combined differs from case to case and is discussed by 

individual case. 

In general, we can say that more speed is better in direct proportion 

to the increase. That is, a four-fold increase in speed is four times 

"better", and a six-fold increase is six times "better". Another way of 

looking at this is, a machine which can do work in four hours that was 

previously done in eight is twice as beneficial to the user. This is 

particularly true of machines used "on-line". 

Considering the usefulness of high speed memory to a user, we can 

say that more is better, but DQl in direct proportion to the increase. 
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That is, to go from a size of 500,000 bits to 1,000,000 bits is ~ 

beneficial to the user than to go from 1,000,000 bits to 2,000,000 bits -

even though the increase is by the same factor. 

There is however some difference in opinion as to how much the worth 

of memory changes as size of memory grows larger. The manner in which the 

incremental utility of larger memories decreases is generally felt to be 

logarithmic (or some function so close to logarithmic that the difference 

is not worth worrying about). Remember we are searching for some numerical 

way to express professional opinion, so accuracy is greatly to be preferred 

to precision. Accuracy is faithfulness of conceptual replication, while 

precision refers to the degree of refinement of the measurement. It is 

easy to have one without the other, but precision without accuracy is 

misleading, at best, while accuracy without precision is often very useful. 

For some applications, perhaps one such as message switching, memory 

requirements may be thought of as absolute. That is, the high-speed 

memory must be big enough to do the job - but size increments beyond that 

point are of little use. For these applications, and those where time 

constraints are severe, more attention should be paid to the efficiency 

of the computation process than is normally done. 

With this introduction to the rationale of figure of merit, we may 

proceed to the technical discussion of several types of figures or merit, 

their applications and shortcomings. 

3.4.2.4 The "Class ic Method" 

Rector I has applied the name to this method, and while it may not 

be "classic" in the most pristine sense of the word, the method has been 

applied in much of the literature. The calculation is a simple one: 

Class Figure of Merit (CFM) = log
10 

M 
T 

Where M = High speed memory capacity in bits 

and T = Access time is seconds 
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Various forms of memory arrangement must be converted to give a 

total reading in bits. Sign bits and parity bits should not be included. 

Access time is the time required to fetch a word (or character or 

set of characters) from memory. In destructive-readout memory machines 

the data cannot be operated upon until that small portion of memory is 

restored with the data just read out destructively. This takes one 

more memory access time. The two times together are cal led a memory 

cycle. Most data are given in cycle time and must be divided by two. 

However, in non-destructive memory machines operations begin immediately 

after access time. 

Since most tabular data presents the time in microseconds (The 

Adams Chart, for instance) it is most convenient to use, and subsequent 

calculations in this paper wi 11 use, microseconds. Since there is no 

standard, we can use what we wish, but microseconds are more widely 

used and more convenient. 

By using this method, we can caloulate the CFM for many storage 

and access cevices, not just computers alone. Some values calculated 

in this manner are shown in Table 3-J. 



TABLE 3- 1 CLASSIC FIGURE OF MERIT 

Storage 
Max. Wds. Bits/Wd Total Bi ts Cycle Time 

(in musecs) 

CDC 6600 262 K 60 15,720,000 0.7 

IBM 7030 262K 64 16,768,000 2.2 

Hughes H-330 181K 48 6,288,000 1.8 

Ph i 1 co 212 65K 48 3, 120,000 1.8 

RCA 601 32K 56 1,792,000 1.5 

Univac 1107 65K 36 3,340,000 4.0 

SDS 9300 32K 24 768,000 1. 75 

CDC G-20 32K 32 1,024,000 6 

Packa rd 8.440 23K 24 672,000 5 

CDC 160A 32K 12 384,000 6.4 

SDS 910 16K 24 384,000 8 

C:tc 1 e Ti me Bits Bits Log
10 2 Access Access 

0.35 44,910,000 7.6523 

1. 10 15,240,000 7.1829 

0.90 6,969,000 6.8432 

0.75 4,160,000 6.6191 

0.75 2,389,000 6.3783 

2.00 1,170,000 6.0682 

0.87 882,800 5.9459 

3.00 341,300 5.5332 

2.50 269,900 5.4313 

3.20 120,000 5.0792 

4.00 96,000 4.9823 

Basic Data From Adams (Nov., 1963) 

W 
I 

to 
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Several points must be completely understood by the system planner 

contemplating the use of measures such as this one. These are: 

1) The logarithmic nature of the CFM number. 

2) The equal treatment of memory and speed increases. 

3) The implicit relationship of computation speed and access time. 

The CFM is, by definition, the logarithm of a decimal number. Its 

being logarithmic has several implications for a user. 

The human mind apparently thinks in linear terms as a normal course 

of events. Even when presented with a table and the certain knowledge 

that the CFM is a logarithm, it somehow seems more real to think of terms 

varying from 100,000 to 45,000,000 than from 4.9 to 7.6. Our world of 

experience is linear, and dealing with logarithms can be quite illusory 

for those not on guard. 

Therefore, when we look at Table 3- 1 we may note casually that the 

910 is 4.9+ and the 6600 is 7.6+. This would mean to many persons that 

two 910's are a little better than one 6600. Of course this is not 

true, and the error comes from treating logarithms as decimal numbers. 

In reality, the table tells us that the capability of the 6600 is three 

decimal places greather than the capability of the 910. And that says 

that the 6600 is between 100 and 1,000 times as powerful as a 910. 

This is useful information, but it cannot be said that it is 

intuitively obvious, as good as the 6600 is. It would have to be worked 

out very carefully and for a particular example. We find, then, that 

direct comparisons between the very high and very low ratings on the 

scale may be open to some question. It is also open to question as to 

how meaningful this 1,000 to 1 ratio could be even if it were quite accurate. 

The illusory nature of logarithms and the seeming abnormal compression 

of the scale should be looked at again. This time look at three computers 

clumped at the center: 

Hughes 330 

RCA 601 

Univac 1107 

CFM = 6.8432 

CFM = 6.3783 

CFM = 6.0682 
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These machines appear to be very close together in capability, 

particularly since they have the same first digit in their CFM. One 

might imagine that they are indistinguishably close. By reference to 

column A we see that the quotients prior to the taking of the logarithm 

lie in the relationship of 6.9: 2.4: 1.2. This is a considerable 

difference, indeed, and it is in adjacent areas of this long table that 

comparisons of CFM's have a great deal of usefulness and reasonable 

credibility. 

We have just backed into three fundamentals of logarithmic tables 

which must be thoroughly understood by any system planner who uses the 

CFM technique. 

1) Logarithmic representations must be used to place extremely 

large numbers and very small ones in the same table conveniently, 

and to allow these numbers to be manipulated pleasantly. 

2) The use of logarithms obscures the true linear relationships of 

many types of data, and can simulate logical errors by all but 

the most cautious users of these types of tabular datao 

3) Arithmetic operations must be performed upon the Antilog of the 

CFM UQi the CFM itself, that is, the quotient before the 10910 

is obtained. 

Using the data in Table 3- I we will solve problem 4 in Section 

3.402.3. This will crystallize the points discussed so far. 

The proposed system will have a load of about one half of System X 

which uses a CDC 6600 to about full capacity. Allow for 20% expansiono 

Use four machines A, B, C, and C, with B = ~ and C = ~ We will 

confine ourselves to machines from Table 3- I. 

CDC 6600 CFM = 7.6523 (1) 

Antilog lO 706523 = 44,910,000 (2) 

44,910,000 
22,455,000 (3) = 2 

120% x 22,455,000 = 26,946,000 (4) 
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We intend to split the load derived in (4) among four machines. 

The load must be allocated 6/13 to A, 3/13 to B, 2/13 to C and 2/13 to 

C. 

26,946,000 = 2,072,769 
13 

A = 6 x 2,027,769 = 12,166,614 

B = 3 x 2,027,769 = 6,083,307 

C = 2 x 2,027,769 = 4,055,538 

10910 12,166,614 = 700853 = CFMA 

10g 10 6,083,307 = 607841 = CFM B 

10910 4,055,538 = 6.6580 = CFMC 

From (9) we see that a smaller than maximum size 

we 11 for machine A. From (10) we see that an H-330 is 

right for machine B, and from (11) we see that the 212 

for machine Co 

( 5) 

(6) 

(7) 

(8) 

(9 ) 

(10) 

(11) 

7030 will do 

close to exactly 

should be used 

The outstanding shortcoming of the Classic Figure of Merit is that 

it treats increments in storage as being equally beneficial. 

Let us state the CFM equation again: 

CFM = 10g 10 
(High speed storage in Bits) 
(Access Time in Microsecs.) 

The 10garithm
10 

does not apply to either the numerator or the 

denominator, but to the quotient, and therefore treats increases in 

speed and increases in memory as equally beneficial. For speed this is 

desirableo For memory size this is not really acceptable. 

The worth of machines is often estimated by specialists to look 

something like 

Me r i t = __ 1 o_g~x~(_h_i_g_h_s_p_ee_d_s_t_o_r_a_g_e_i _n_b_i t_s_) 
access time in microseconds 
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This expression satisfies much of the discussion here and some­

thing like it will be treated later. 

In the Classic Figure of Merit and in some others, the only computer 

speed considered is cycle or access time. In destructive readout machines, 

cycle time equals two access times. Most instructions also require 

integral numbers of access times for their execution. This is because 

internal speeds are governed by a clock {in synchronous machines} and 

hence by how fast that clock will permit instructions to be executed. 

Normally, the fastest tasks of logical testing or shifting control 

unconditionally will occupy one access time, and more complex instructions 

more integral units of access time. Thus, a reasonable approximation of 

the internal processing speed may be had by looking at access time. 

However, for a really accurate estimate of the internal computational 

speed of any machine, reference must be made to instruction timeo This 

is treated in a subsequent section. 

In asynchronous machines, front parts of each instruction may be 

thought of as overlapping with the final parts of preceding instructions, 

and therefore access time is not as reI iable a measure of computation 

speed. Still, computation is wedded to the speed with which numbers can 

be shifted into and out of memory, and access time is a reasonable 

indicator of that speed. 

When these techniques are used with non-destructive readout machines, 

extreme care must be taken to use access time for non-destructive machines 

and cycle time for destructive machines. This is because in non-destructive 

machines computation can begin as soon as the number is brought in, while 

in destructive machines one additional access time is required to restore 

the number to its original memory location. 

In figure of merit computations, considerations other than those of 

the main frame, memory and some approximation of computation speed are 

entirely ignored. The capabilities of input/output peripheral equipment 

for each system must be studied in detail according to the requirements 
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of each system, and they are not amenable to approximation before the 

requirements of a system are reasonably well known 0 It must be remembered 

that some relatively slower machines have fine input/output and peripheral 

equipment and, thus, more than make up for their so-called "speed 

deficiencies". 

3.4.2.5 Information Channel Capacity 

Data processing machines that are used primarily for switching 

purposes and have memories which meet the absolute minimum required by 

the problem, may be compared by the use of a slightly more involed tech-
~' .. 

nique which treats only the internal speed of the computer." 

Channel Capacity or C = L 

N + T 
-P-

Where L = Word length in bits 

.Q 

N = Number of bits required for the execution of an operation 

P = Clock rate in bits per second 

T = Average wait time 

Q = Number of simultaneous operations performed. 

This approach does yield a good measure for the internal effectiveness 

of a computer used solely as an information switch. Its shortcoming is 

primarily that, since the approach does not consider memory requirements 

as other than absolute, the approach has little general application. 

This method also has the disadvantage of considering word length 

{longer = better} without considering memory size. The result of this 

is two-fold. First, machines with long words come out better than machines 

with short words - even if they have the same number of bits in memory, 

which is hardly reasonable. Second, it is quite possible for a machine 

with the longer word to be ~ efficient {even given an equal-sized 

memory} than a short worded machine, for the following reasons. 

* This technique was developed by Amelco, Inc. in a study performed for 
Douglas Aircraft as a part of the Army/Navy Instrumentation Program. 
Data processing. ANIP Research, June 1961, Amelco, Inc. 



3-125 

Most command contro1 processing, indeed much business processing, 

consists of setting and testing items (parts of words) not of making 

arithmetic computations using fu11 words. 2,3,4 To do this, a word 

with many bits must be shifted or cyc1ed a 1arger average number of bit 

positions than a word with fewer bits. This takes more time. There 

are machines having specia1 1ogica1 circuitry which a110ws the testing 

and setting of a few bits without manipulating the entire word. In 

other than those machines, it is mis1eading to say lithe longer the word, 

the better". Often this may be completely incorrect. This argument 

assumes the same number of bits in memory, of course. 

However, the reason for including this number (L) in the computation 

here is: The more bits in the word, the more data can be transferred in 

from memory in parallel, and this is an advantage - though somewhat 

diluted sometimes by an increase in shifting time. 

As with other figures of merit, this one does not evaluate input/ 

output or peripheral equipment. It is included here primarily to show 

a good method for evaluating internal timing. 

3.4.2.6 Efficiency Index 

The general concept of indices of efficiency is that they measure 

the ability of the device examined to produce output equal to the input 

provided. A steam engine1s efficiency is the ratio of the BTU per hour 

output to the BTU per hour input in fuel. 

When we compute the "efficiency index" of digital computers, dollar 

cost is used as input in the place of BTU/hr input, and the efficiency 

measure is supposed to show how much "computational ability" per dollar 

cost is delivered by various machines. 

One of the many possible manners of computing an index such as this 

is shown below. 5 

Efficiency (E) = n 

t Ca 

Where n = Number of bits per word 

t = Add time + 0.01 Multiply time 

Ca = Cost of arithmetic and control units 
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This measure has several shortcomings. Nearly any measure using 

the same terms will have the same disabilities, regardless of how the 

terms are accumulated arithmeticallyo 

1) Using the word length alone in the numerator has the same weak­

nesses it had in Channel Capacity measurement. 

2) Using cost in the computation of the index itself has three 

serious disadvantages 

a) It is very difficult to obtain the bare cost of the arith­

metic unit and of the control unit by themselves for a 

large array of computers. Granted that it can be done for 

any particular computer at will - it is still a formidable 

task for the 75 odd computers now available in the U.s. 

The G.S.A. electronic supply catalog will have the prices 

of the pieces, but customer engineers will have to be 

questioned to make sure the correct set of prices is added 

up to produce the total cost. 

b) The total cost of the various systems is not any constant 

function of the arithmetic and control unit. Some computers 

have low priced units, others high, and any system must sll 
be bought and installed to obtain whatever efficiency is 

inherent in the two units discussed here. It is only the 

whole cost of the whole system that is of any importance to 

us. 

c) Regardless of what cost is used, it is subject to considerable 

fluctuation, irrespective of what is published by G.S.A. 

This is true since costs are not physical constants of the 

machine itself, but are derived by management fiat. By 

using rather vague and fluctuating data in the computation, 

particularly in multiplication or division, the entire result 

is open to the most serious question. Of course, prices 

should be considered, but they should be considered separately 

from the physical constants of the machine itself. 
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3) The most serious consideration in this type of measurement is 

the use of 

t = Add time + 0.01 Multiply time 

Naturally, internal computational speed should be considered in 

evaluating any computer. The Classic Figure of Merit does this 

indirectly as stated earlier. In this instance, the construction 

of the factor t implicitly states that the programs, yet to be 

designed and coded, will call for two times access time instruc­

tions (like add) 100 times as often as they will call for 8, 10, 

12 or more times access time instructions (such as multiply and 

divide). We must not interpret the construction of "t" to mean 

that add and multiply themselves will be most popularly used or 

will occur with this relative frequency, only that instructions 

requiring that number of access times will occur with that freq­

uency. The consideration is this. By constructing Ilt" in this 

way we are, in effect, simulating (or guessing at) the future 

use of the computer. If we are close to correct in our guess, 

our answers will be very good indeed (barring other flaws in the 

computation of these indices). If we are not close to correct, 

our answer will be terrible. 

It is desirable, however, to get a better reading of internal 

computational speed than is done indirectly by the CFM and this 

is a very reasonable way to do so. Analysts using this technique 

should be aware of its possible shortcomings. That there is some 

possibility of error should not prevent the consideration of the 

technique. 

4) This figure of merit cannot evaluate the efficiency of the entire 

computational system since it cannot estimate the input/output 

and peripheral equipment accurately (indeed, at all) before the 

system is planned. This shortcoming is not peculiar to the 

efficiency index alone, but is shared by all figures of merit. 
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3.4.2.7 Babbages 

c. J. Shaw of SOC has developed, but not documented, a figure of 

merit which avoids many of the shortcomings of those discussed previously. 

The numerical answer is in terms of "Babbages", a unit of measure he 

originated. 

The Babbage rating of a computer is obtained by using the following 

equat ion: 

Where: 

B = L 1092 M 

T 

L = Length of word (in bits) transferred to/from 

memory during the access time, T 

M = Total number of bits in high speed memory 

T = Access time in microseconds for transferring 

in L bits in parallel 

The introduction of the term L in the numerator as a multiplier 

gives a much higher rating to those machines which transfer more bits 

per access time. This does not mean that, all other things being equal, 

longer words mean better computers. It means simply that the more bits 

that are transferred in at each access, then the more information reaches 

the computer each accesss. In this respect more is better. As was stated 

earlier, there is a possible shortcoming here. Machines with proportionally 

longer words consume more time cycling and shifting data into the correct 

position (once it is transferred in) if they do not have some character 

and/or partial word logic, as well as full word logic. The consideration 

of this term, then, while highly desirable, is capable of producing some 

error if the analyst does not guard against it. 

The 1092 M term in the numerator states that each successive bit of 

storage added to memory is 1/2 the benefit to the user of the immediately 

previous bit of storage. This is probably too severe a judgment upon the 

marginal value of increments of storage. In most discussions with pro­

grammers and systems analysts, the author has found that the feeling is: 
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IIEach bit is almost as valuable as the preceding bit. Almost - but not 

quitell
• In all fairness to Shaw, he has admitted that incremental bits 

of memory were probably more valuable than 0.5 of the preceding bit, but 

that he chose 1092 for ease of calculation. There is a mathematical way 

around the difficulty of using logarithms to other than the base 10 or 2. 

This will be shown in detail later. 

There is, however, one real difficulty in the construction of Shawls 

IIBabbage110 It is an obscure mathematical shortcoming, but one which has 

a tremendous effect upon the resultant rating. In the Babbage computation, 

the principle is applied inadvertently and is, therefore, a severe short­

coming. This will now be explained. 

When the logarithm of a number is multiplied by another number, the 

product is the logarithm of the original number, but to a ~ base. 

What this new base is is determined by the number used as the multiplier. 

A different number - a different base. The equation governing this rela­

tionship is: 

log Y = 
x • 10910 y (12) 

This means that we can handi ly find the logarithm of any number to 

any base we desire, given the presence of a table of common logarithms 

(10910)0 But it also means that in the Babbage computation the logarithmic 

base used to evaluate the size of memory varies inversely as the size of 

the word transferred from memory during the access time. 

Stated another way, the error says that as the number of bits trans­

ferred from memory gets larger, the more valuable to the user is each 

succeeding bit of memory. How valuable is dependent upon what size the 

word is; but here are three examples: 

If the multiplier 

6.8 

12.6 

24.1 

is; 
The percentage value to the user of each 
new bit in terms of the preceding bits is: 

71% 

83% 

90% 
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Now it is very likely that each succeeding bit is something from 

0.7 to 0.9 as valuable as the preceding bit, as discussed before. 

However, it is poor technique to have this value function fluctuate 

between computers - depending upon something else entirely. There is 

a method to consider word length transferred without encountering this 

difficulty, which is discussed later. 

An interesting point is that since the log of the numerator is 

operated on arithmetically by the formula, the resultant Babbage reading 

can be manipulated arithmetically without the logarithmic difficulties 

mentioned in the discussion of the CFM. 

The Babbage Method goes far toward providing a very useful measure­

ment. It has produced reasonable comparisons when the result was tempered 

by some professional judgment. It is clearly the best Figure of Merit 

method developed to date. It is worthwhile, however, to examine one 

more attempt to provide a Figure of Merit measurement. 

3.4.2.8 The Highland Method 

The Highland Method of computing figures of merit has been developed 

by Eo K. Campbell over the past two years. It represents an attempt to 

produce a Figure of Merit method which obviates the internal logical and 

mathematical difficulties which appear in those approaches mentioned pre­

viously. This method was developed in an intermittent and evolutionary 

fashion. It does not suffer from most of the logical and mathematical 

difficulties of other techniques, but is still subject to the inherent 

limitations of Figure of Merit. 

HM = K {10910 M} 
A • -I-

B 

Where: K = Conversion Constant (see below) 

M = Total Bits in High Speed Memory 

A = Add Time {in microseconds} 

T = Memory Access Time (in microseconds) 

B = Bits Transferred in parallel during one access time 
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K is the constant required to change the 10910 M to the log of M 

to another base depending upon what value is selected for K. Table 3-2 

which follows, shows some values to use for K, depending upon what 

value is selected for the marginal utility of additional memory. 

TABLE 3- 2 VALUES OF THE MULTIPLIER IKI 

Incremental Value of Value of 
Additional Bits of Memory My 1 tip 1j er "K" 

0.40 2.5 

0.50 3.3 

0.71 6.8 

0.77 807 

0.83 12.6 

0.90 24.1 

The use of K allows the analyst to adjust the evaluation to reflect his 

professional judgment as to the incremental value of memory for the 

application at hand. It is reasonable to believe that for most applica­

tions the value of K is somewhere in the vicinity of 0.7 to Dog, though 

for some it could be much higher (or lower). The method of computing 

new values for K is as follows: 

log Y = x 

The incremental value is 
x 

Therefore: if the incremental value of bits added to memory 
is to be 0.4, 

Then, 

= 0.40 
x 

x = 2.5 
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and, from the first equation, 

= 
10g]0 2.5 

0.39794 

K = = = 2.5 
10g]0 2.5 0.39794 

M is the total number of data bits in memory. That is, the total number 

of bits excluding sign and parity bitso Log
lO 

is used since tables of 

this function are easily obtained, and multiplier K changes 10910 to 

whatever base we wish to use. 

A is the add time of the machine. It is necessary to use some 

direct measure of instruction time since it is possible for a machine to 

have a fast access time and a much slower instruction time than comparable 

machines. Add time is used since the type of circuit logic which makes 

add slower or faster also makes most other instructions slower or faster. 

In addition, two access-time instructions are very frequently used, and 

add time by itself is not an unreasonable representation of computational 

speedo 

T The term is used to allow consideration of the number of bits 

transferred in ~n parallel (B) in the denominator and thus avoid the diffi­

culties involved in mUltiplying logarithms. T is in the denominator since 

a smaller time is better and this increases the size of the answer. As 

T is divided by B, the result grows even smaller as B increaseso 

-I- is multiplied by A to remove any undue advantage which might accrue 

to ve~y cheaply built machines having a very fast transfer rate and some­

thing slow like a ripple-shift add logic. In addition, any slight advantages 

in computational speed by one machine over another should be fairly portrayed, 

since it is computation and not transfer rate that gets the task accomplished. 

Table 3- 3 shows the machines evaluated by the Highland Method. 
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In the Highland method there are a number of improvements over the 

other methods. An examination of Table 3-3 may rock some of our pre­

conceptions, but reference to columns M, T, A and B will show why machines 

are ranked as they are. 

As with the Babbage, the resulting Highland number may be operated 

upon arithmetically for purposes of solving analytical problemso This 

may be done since the rating number scale, after having been both mul­

tiplied and divided, is now linear (or very close to it) instead of 

logarithmic. 

The Highland Method measures what we wish to consider in a logical 

and mathematically consistent manner. The resultant ratings may be 

manipulated analytically. Finally, the analyst has a method for adjusting 

the marginal value of incremental memory to the potential user for the 

task at hand. 

3.4.2.9 Conclusion 

It must be understood that Figures of Merit have severe limitations 

both in their field of application and in the scope of factors which they 

consider. However, they are of great value to the analyst who understands 

them thoroughly. They can be at the same time, professionally threatening 

to the executive or administrator who uses them casually - - without an 

understanding of what they mean or measure. 

There is no satisfactory way at this time to bridge the gap between 

having a data processing requirement and selecting the appropriate machine 

for it, except to perform a detailed analysis of the task at hand. This 

analysis will necessarily include a bench-mark analysis unless the require­

ments are well-known in relation to the capability of a particular computer. 

Only then will a Figure of Merit comparison yield any meaningful results 

directlyo Even so, the next step is often a benchmark analysis. 

The next limitation of Figures of Merit is that they necessarily 

cannot evaluate input/output capability or peripheral equipment configuration 

since these are system (or problem) oriented and cannot be adequately 

determined in advance of problem definition. 



Access Time Add Time K log 10M 
Total Bits Mem. (T) Bits Transferred (A) log 10M 

(M) Microsecs. in Parallel (B) Microsecs. (K = 12) 

CDC 6600 15,720,000 .35 60 .7 7.19645 86.3574 

Ph i lco 212 3, 120,000 .75 48 .6 6.49415 77.8298 

IBM 7030 16,768,000 1. 10 64 1.5 7.22453 86.6944 

Hughes 6,288,000 .90 48 1.8 6.79851 81 .5821 H-330 

SDS 9300 768,000 .87 24 1. 75 5.88536 70.6243 

RCA 601 1,792,000 .75 56 5.7 6.25334 75.0401 

P-B 440 672,000 2.50 24 1.0 5.82737 69.9284 

Univac 2,340,000 2.00 36 4.0 6.36922 76.4306 1107 

Univac 960,000 3.00 30 4.8 5.98227 71.7872 490 

CDC G-20 1,024,000 3.00 32 15.0 6.01030 72.1236 

SDS 910 384,000 4.00 24 16.0 5.54158 66.4990 

CDC 160-A 384,000 3.20 12 12.8 5.54158 66.4990 

HIGHLAND METHOD FIGURE OF MERIT (With K for-'.8 Value) 

TABLE 3- 3 

Al 
B 

.00408 

.00936 

.0256 

.0337 

.0633 

.0752 

.104 

.222 

.480 

1.40 

2.67 

3.42 

K log 10M 

Al 
B 

(The Highland Rating) 

21,166 

8,315 

3,386 

2,420 

1 , 115 

997 

762 

344 

149 

51.5 

24.9 

19.4 

W 
I 

W 
~ 
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Some additional key factors which are not considered by Figure of 

Merit methods are; instruction repertoire, amount and type of low speed 

storage, mean time between failure, mean time to restore, and amount of 

memory cycle overlap. These factors must all be carefully weighed in 

any complete analysiso 

Figures of Merit may be used quite well to evaluate the relative 

power of various central computers and their high speed memories indepen­

dent of their application to a specific problem. Not only can they be 

used to solve the analytical problems posed earlier and other problems 

closely related, but also they can be used very effectively to evaluate, 

from a cost-effectiveness point of view, proposed changes to data pro­

cessing systems. 

When memory size is considered, parity bits and sign bits should be 

excluded from the total since they store little or no informationo 

Some are required but others may be superfluous for the task at hand. 

The number (M) to be used is the largest memory size that the particular 

machine can be expanded to. 

The illusory potential of logarithmic scaJes was more than completely 

covered in a previous section. This quality must always be kept in mind 

by the analyst. It begins to fade as linearity is restored by operating 

on the log arithmetically. Unintentional changing of the base of the 

logarithm will result, however, if care is not exercised with these 

manipulations. 

Access Time and Cycle Time must be used carefully in evaluating 

destructive and non-destructive readout machines. 

Another effect must be guarded against. In some machines memory 

banks may be arranged so that access time may be reduced by referring to 

these banks in rotationo This is called "overlapping". Some machines 

have this capability - others do not. The amount of overlapping al10wable 

varies among models and as a function of how many blocks of memory are 

purchased. Since the number of memory blocks to be required cannot often 
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(if ever) be accurately determined at this stage of analysis, overlapping 

should be considered by the analyst; but not in the figure of merit 

computation. 

One of the very low access times quoted by one manufacturer results 

from maximum overlapping (which cannot be used unless all possible memory 

banks are acquired), while a very low access time quoted by another manu­

facturer can still be reduced to about 2/5 of that quoted by the use of 

his maximum overlapping capabilityo So much for the technical content 

of descriptive literature. The competent analyst must be certain where 

each of his numbers came from and why. 

Add time is probably as good an indicator of internal computational 

speed as can be found, and using it alone does not inject the tincture of 

simulation mentioned earlier. In certain situations where the internal 

speed of the machine is quite critical, the Information Channel Capacity 

technique should be considered. Often, however, the technique used in 

the Highland Method should be adequate. 

The concepts concerning word size have been treated adequately in 

previous sections, but it is important to remember that big words are not 

tantamount to better machines in all instances. 

Since cost cannot accurately be predicted early in the analysis, and 

since costs are subject to change due to the pressures of competition, 

costs must remain outside the computation. This is true even though they 

must be considered in any worthwhile analysis. 

When only a very small proportion of the high speed memory of a 

particular machine is of a very much higher speed than the balance, such 

as 128 registers of thin film vs. 32 K registers of core, then the thin 

film speed may be neglected entirely for the Figure of Merit computation. 

However, if we begin to postulate machines which have 5-10% or more of 

main memory operating ultra-high speed, then this clearly must be con­

sidered in the computation. Just how to do this best is open to discussion 

at the moment. In the Highland Method this factor would likely appear as 

some sort of mUltiplier in the denominator. 



3-137 

References - Calculation of Figures of Merit - Section 3.4 

1. Rector, R. W. Measuring the Capabi lity of Computing Equipment. 
Private Communication - unpublished. 

2. Picket, R. S., Investigation in Search of a Measure of Data 
Processing, Unpubl ished, Apri 1 1962. 

3. Campbell, E. K., The Determination of the Meaningful N-Tuples of 
Instructions in a Computer Program, TM-865, 30 Nov., 1962, The 
System Development Corp., Santa Monica, California 

4. Anon, Dynamic Instruction Count of a Real Time Program, IBM 
Federal Systems Division, Kingston, N. Y., 21 Oct., 1960. 

5. Anon, Mathematical Models for Information Systems Design and 
Calculus of Operations, Magnavox Research Laboratories, MRL 
Report#R-451, 27 Oct. 1961. 



4. STUDY INTEGRATION TASK 

4.1 SCOPE AND OBJECTIVES OF STUDY INTEGRATION TASK 

4.1.1 Merge Outputs of Requirements, Technology, and Methodology 

4-1 

The ANTACCS Study Integration Task merges the outputs from the 

Requirements, Methodology, and Technology tasks; and develops and 

demonstrates a set of approaches to ANTACCS system design. The in­

tegration task examines the outputs from the other tasks with the purpose 

of system synthesis, and evaluating and comparing alternatives. Among 

the major parameters to be considered are: 

1 ) Missions 

2) Command Levels 

3) Timel iness 

4) Operational Tasks 

5) Information Processing Tasks 

6) Data Flow 

7) Standard Operating Procedures 

The inputs to Integration may be classified as follows: 

1) From Requirements: 

a) All mission requirements for Naval Tactical Command 

Control systems for the 1970 - 1980 time period. 

b) A substantial documentation of the interrelationships of 

these mision requirements. 

c) Projections of tactical concepts and procedures for the 

missions and time period stated. 

d) Projections of the naval forces available to carry out 

these missions, their formations, numbers, etc. 



2) From Technology: 

a) Current and Projected Hardware and Software Technology 

as it appl ies to information processing systems_ 

b) The impl ications of this technology to the design and 

operation of Naval Tactical Command Control Systems. 

3) From Methodology: 

a) The methods for properly planning and designing an 

information processing system for command control. 

This will include explanations of or references to 

appropriate numerical or analytical tools. 
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b) The methods and techniques which may be used to plan and 

control the implementation of information processing 

systems - and possibly by extrapolation - command control 

systems. 

c) Examinations of a few external areas of interest (such as 

simulation, model ing, and simulation languages) which, 

though not an integral part of design or implementation, 

are of interest to command control personnel. 

The aim of integration is not to develop a prel iminary design of ANTACCS 

but to illustrate the procedures and analytic techniques which can be 

appl ied by Naval system planners who will be synthesizing and evaluating 

alternate approaches to ANTACCS. 

401.2 Comparison of Impl ications of Alternate System Operating Concepts 
for ANTACCS 

On the basis of the ANTACCS system requirements which characterize 

the various system operating concepts, the Integration task describes 

hardware/software impl ications and puts together a system configuration 

for each operating concept. These alternate configurations will be 

compared by applying the techniques and procedures developed and 

specified by the Methodology task. The following comparison parameters 

will be used: 
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1) Data processing equipment requirements 

2) Software requirements 

3) Manpower requirements including cal ibre of personnel required 

and training requirements 

4) System Costs (using the Total Force Cost Concept) 

5) Intership Communication Requirements 

6) Vulnerabil ity to Natural Interference 

7) Vulnerabil ity to Man-made interference 

a) Unintentional 

b) Intentional 

i) Active 

ii) Passive 

ii i) Spoofing 

4.1.3 Demonstration of Appl ication of Techniques and Procedures to the 
Synthesis and Evaluation of a System Node 

Part of the Integration effort is to demonstrate the appl ication 

of Methodology (techniques and procedures) to the synthesis and 

evaluation of a system node. In the process, the information needs 

and level of detail required for anlaysis becomes apparentQ Because 

the level of detail required for a complete analysis of a system node 

is greater than for a system comparison, and this level of detail cannot 

be provided for every node, the node to be analyzed will be selected 

jointly by the Requirements and Integration tasks on the basis of 

availabil ity of detailed data to adequately describe a node, completeness 

of nodal description and appropriateness of the node to ANTACCS. 

Procedures to estimate system performance will be selected from 

the methodology outputs, and appl icable constants will be determined 

by the Integration Task. Boundary conditions describing the nodal 

requirements, inclusive of concurrency of missions, will be establ ished 

and used subsequently to estimate hardware/software/procedures configura­

tions which satisfy the ANTACCS operation requirements. Each hardware/ 

software/procedures configuration will be used as a basis for estimating 
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the intra-node system impl ications and communication requirementse 

System boundary conditions will be isolated from the system require­

ments by analyzing system stress conditions; timel iness, traffic 

volume, processing routines, etc.,and will be used to synthesize 

alternate configurations. The trade-off parameters for estimating 

system performance will be selected from the point of view of critical 

system performance, and measurabil ity. Parameters that cannot be 

measured or observed are useless in system design or evaluation. The 

system performance characteristics will then be estimated by considering 

the hardware/software/procedures configuration, the system boundary 

conditions, and estimated value or range of values on the system 

trade-off parameters. Estimated system performance characteristics 

will be tabulated for quick comparison, and used to compare one system 

against another. 

401.4 Discussion of System Planning Items 

The integration task will also examine the items covered in a 

TOP and will isolate the information developed by the ANTACCS study 

that specifically appl ies to the development of an ANTACCS/ACDS TOP. 

Topics to be included in this discussion are: 

1) Management of the program 

2) System design and specification 

3) System test and evaluation 

4.105 Summary of Study Integration Tasks 

In summary, the Study Integration task will: 

1) Merge the outputs from the Requirements, Technology, and 

Methodology tasks. 

2) Demonstrate the appl ication of these outputs to the synthesis 

and comparison of the attributes of various system configurations 

resulting from the system operating concepts as hypothesized 

and described by the Requirements taskv 
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3) Demonstrate the appl ication of the outputs from the Require­

ments, Technology, and Methodology tasks to the synthesis and 

evaluation of an ANTACCS system node. 

4) Isolate and discuss the items developed by the ANTACCS study 

which are directly appl icable to the preparation and speci­

fication of an ANTACCS/ACDS TOP. 
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4.2 COMPARISON OF IMPLICATIONS OF ALTERNATE SYSTEM OPERATING CONCEPTS 

4.2 .. 1 General 

A candidate system is a complex of men, hardware, and software 

that functions in concept according to prescribed procedures to accompl ish 

given objectives. The prescribed procedures and objectives are embodied 

in the descriptions of the input data, output data, data base, data 

processing functions, decision points, and data displays. The require­

ments of a candidate system are completely defined by specifying the 

parameter details within the above categories. However, the hardware­

software-human relationships (HSHR) are not determined. Indeed, only 

the boundary conditions are del ineated .. The HSHR are functions of the 

state-of-the-art in hardware and software, space and power 1 imitations, 

personnel 1 imitations, economics, etc. It should be noted also, that 

the candidate systems as defined apply equally well to a data display, 

a ship, a level of command, or even a complete task force. Different 

system operating concepts are reflected in the detail definition of 

system parameters .. 

In this manner the Requirement task will define the command 

structure for alternate system operating concepts by specifying the 

levels of command, command activities and the interconnecting information 

flow 1 ines. Direction of flow, type of traffic, volume of traffic, 

and timel iness of each type of traffic would be associated with each 

information flow 1 ine. 

The command structure will serve as a framework for developing 

the mission descriptions and candidate systems. Each mission, its 

objectives, functions, etc., will be defined by the Requirements 

task for each command level, from the top command level which interfaces 

with the strategic command net to the lowest level of command which 

interfaces with the sensor and weapons systems. 
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4.2.2 ANTACCS Structure and Organization 

4.2.201 Objectives of Structuring and Organizing 

The first step in the comparison of alternate system operating 

concepts is the structuring of the ANTACCS information which characterizes 

these operating concepts. The areas to be covered in the structuring 

process are: 

1) Structuring of the operational elements making up ANTACCS with 

respect to command, mission, platforms, and operational 

concepts. 

2) Identifying concepts of system operation. 

3) Identifying the information sets needed by Integration to 

perform the design function which brings together technology 

and requirements. 

4) Presenting a structure and procedure for developing an information 

model for command and control which will assist in formulating 

alternate system configurations, and will facil itate performing 

trade-off analyses. 

This process will show the direction to be taken and the information 

requirements that will be needed to fulfill the basic project objective 

of identifying and evaluating alternate approaches to system design of 

ANTACCS. These alternate designs will be approached from the point of 

view of: 

1) Postulating an operating concept (e.g., central ized, 

decentral ized). 

2) Representing the requirements of ANTACCS command levels. 

3) Hypothesizing hardware/software/man configurations for 

elements or nodes of the ANTACCS system. 



4-8 

4) Evaluating each alternate configuration in terms of criteria 

such as cos t, capac i ty, capab i 1 i ty, flex i b i 1 i ty, etc. 

Specifical ly, the nodes that would be included are those of the 

four command levels of ANTACCS: Task Force Commander, Task Group 

Commander, Task Unit Commander, and Task Element Commander. 

4.2.2.2 Platforms - Missions - Command 

At any point in time, the U.S. Navy has an aggregate of platforms 

to perform the many missions within a current Naval command organization. 

The platforms represent at least a twenty-year span of marine engineering 

construction techniques and weapon technology. The missions include 

the traditional Navy missions (of which AWS, AAW, STRIKE, and AMPHIB 

wil 1 be the objects of ANTACCS study) along with the requirements of 

responding to the threat of new technological weapon developments. 

The naval command structure remains essentially the same, but the 

information needs and response time requirements for different levels 

of command vary widely with mission, weapons, and threat. 

Responding to any and every threat is a formidable task that 

requires experienced personnel, exercising timely and effective control 

over the U. S. Navy units participating in assigned operations. 

4.2.2.3 Platforms 

The ANTACCS structure will be consistent with and conform to the 

1 imitations of the existing and anticipated U. S. Naval platforms. The 

primary classes of platforms to be considered in the development of 

alternate configurations of command and control systems for the 

ANTACCS study are: 

Aircraft Carriers: CVA, CVAN and CVS 

Command Ships: AGMR 

Cruisers: CA, CAG, CG, CGN, CGL 

Destroyers: DD, DDE, DDG, DDR, DL DLG, DLGN 

Submarines: SS, SSG, SSGN 

Aircraft: Airborne Command and Control Centers 
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Supporting platforms wi 11 be included in the alternate 

system descriptions whenever necessary for completeness in the 

analysis and evaluation. Glasses of platform information 

desired are: weapons, sensors, communications, mission performance 

capabilities, command level associations, etc. 

4.2.2.4 Missions 

The ANTAGGS study is directed to the analysis and evaluation 

of an amphibious operation which includes a detai led analysis of the 

following missions (and to others as they are determined to be 

appropriate) . 

Anti Air Warfare (AAW) 

Anti Submarine (ASW) 

STRIKE 

AMPHIB 

The information requirements for each mission will be described 

by BAARINC for every level of command within the purview of ANTACCS 

to provide a basis for effectively integrating the existing and proposed 

Naval subsystems (NTDS, ATDS, etc.) into an integrated command and 

control structure. 

4.2.2.5 Command Structure 

The U.S. Naval command structure has traditional ly been super­

imposed on the platform oriented elements of the Navy which occurs 

naturally because each ship can be considered as a single entity. 

Because of the platform orientation, and the need for flexibility within 

a naval organization, each ship must be capable of performing multiple 

missions, both sequentially and concurrently. Sequentially, whenever a 
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primary mission is changed, and concurrently whenever multiple missions 

are assigned. The multiple mission-multiple command level capabi1 ity 

of the ships provide great flexibi1 ity for making up a Task Force, for 

mission assignment and re-assignment and for uti1 izing a Task Force for 

new missions other than the ones for which it was initially formed. 

The thread which coordinates and unites these diverse, mission-oriented 

complexes of ships and men is the Naval command and control structure. 

The basic command structure which will be used by the Integration 

Task in synthesizing and evaluating candidate systems for ANTACCS is 

illustrated in Figure 4.1 Naval Operational Chain of Command for 

ANTACCS. 

This structure illustrates six levels of command which extend from 

the Fleet Commander in Chief down to the Element Commander. The lower 

four levels of command represent the command span covered by ANTACCS. 

ANTACCS will interface with the Numbered Fleet Commander above, and 

will extend to the Element's Combat Information Center at the lower end 

of the command structure. 

ANTACCS will integrate the existing and proposed Naval weapon, 

sensor, and command systems such as NTDS, MTDS, ATDS, SEAHAWK, CAPE, 

FRISCO, lOIS, etca into a unified Naval command structure within 

which the future navy will operate. These systems will have a unique 

interface within ANTACCS at each level in the command structure. Each 

interface will be defined by data transfer and timel iness response 

required for effective inter-system operation. Intuitively, one is 

led to bel ieve that each of these weapon and sensor systems will 

interface within ANTACCS at several levels of command. For instance, 

the NTDS system will interface with ANTACCS on the element commander 

level by providing raw and/or processed sensor data which reflects 

dynamic environmental conditions, and by receiving weapon and sensor 

assignments from the element commander. 
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NTDS wil I also interface on a higher command level where decisions 

affecting area of coverage and target responsibi 1 ity between NTDS and 

ATDS are to be made. The information necessary to support area of 

coverage assignments certainly wi 1 1 not be raw sensor outputs, but 

processed environmental summaries which reflect mag~itude and direction 

of raid instead of individual aircraft locationo Changes in area of 

coverage will probably be based upon a number of factors, some of which 

might be: size of raid, threat axis, probable enemy reserves, etco 

In conclusion, each level of command wi 11 have its unique interface 

with the weapon and sensor systems, and will have its unique problems 

associated with control and util ization of the weapon and sensor 

systems. 

The information requirements will be del ineated by the breadth of 

command responsibil ities within each level of command, and by the 

extent of direct control exercized over sensors and weaponso Breadth 

of command is a function of the number and type of missions assigned, 

and of the mission objectives. As a general rule, the greater the 

breadth of command, the greater becomes the probabil ity that only 

summary data will be provided as a routine basis, with detailed 

supporting data to be made available on short notice. Also, the larger 

the number of simultaneously assigned missions, the more diverse and 

less detailed becomes the information needed to support the commander 

in the execution of the missions. In the development and evaluation 

of the alternate system for ANTACCS, the information requirements for 

each level of command and mission will be determined and compared with 

the requirements for other missions. The flexibil ity of the ANTACCS 

alternate systems and operational efficiency for multiple mission 

performance will be estimated through the techniques of comparing 

information, personnel, and equipment requirements for each level 

of command. 



4-13 

4,2.3 Concepts of System Operation 

4.2.301 General 

I nit i all y two phi los 0 phi e s 0 f s y stem con t r 0 l, c en t r ali zed and 

decentral ized,will be analyzed and evaluated. Whi le central ized and 

decentral ized control represent extremes in system control, a modified 

and perhaps more real istic interpretation of each concept wil 1 be used 

in the ANTACCS Analysis. 

4.20302 Central ized Control 

The central ized system control concept is illustrated by Figure 4.2, 

Central ized System Control. This figure is grossly simpl ified, however, 

the concept of centralized control is clearly depicted. First, it is 

assumed that each ship in the task force is capable of performing the 

control function of each assigned mission, and that each ship can 

satisfactorily perform the target detection and weapon control operations 

associated with the assigned mission. In the figure, Ship number 3 has 

been designated Force Anti Air Warfare Commander (FAAWC) for the task 

force. In this capacity, FAAWC would receive processed and semiprocessed 

outputs from the AAW sensors throughout the task force, evaluate the 

environmental data, and initiate management directives for the assign­

ments of AAW weapons to targetso Actual control of the weapons would 

be exercised by Combat Direction Centers located on each ship. Since 

each ship would be equipped to perform the AAW control function of the 

Task Force, this function could be immediately transferred from one 

ship to another, if necessaryo 

A similar situation prevails for the Force Anti Submarine Commander 

(FASWC). The FASWC would receive processed and semiprocessed outputs 

from the ASW sensors throughout the Task Force, evaluate the ASW 

environment and initiate management directives for the assignment 

of the ASW weapons to the targets. The FASWC would exercise manage­

ment control over the Task Force ASW sensors and weapons, but active 

control would be exercised by the Combat Direction Centers on each shipo 
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While each ship would be capable of assuming the Force mission 

control function of each mission, this does not mean that the mission 

control would be performed equally well by each shipo Differences in 

available space, equipment, and personnel, would affect the efficiency 

of mission control from one ship to another. Another factor which 

would also influence the efficiency of mission performance would be the 

number of concurrent missions which would be performed on a single 

shipo Larger ships could and would probably perform more than one 

concurrent mission. However, each ship would have a saturation point, 

which is a function of the equipment, personnel, and data volume and 

beyond which the system performance would begin to deteriorate rapidly. 

The saturation point would probably differ for each ship because of the 

normal variation in equipment and personnel, but the variations in 

saturation point conditions should be small and should 1 ie within a 

yet undetermined but small range of parameter values. 

4.2.3.3 Decentral ized Control 

The decentral ized system control cpncept is illustrated by Figure 4.3 

Decentral ized System Control 0 It is assumed that each ship would be 

capable of performing the control functions for all missions simultaneously, 

and one ship within each sector would be assigned total responsibil ity 

for the section. Within the sector, Sector Warfare Commander (SWC) 

would perform the management control function for all missions and 

would initiate directives for assigning sensors and weapons to targets. 

Each SWC would inform other SWC of the current environmental conditions 

on a timely basis through a routine interchange of information and 

through special messages for handover of target assignment and weapon 

control. The area of responsibil ity for a damaged or inoperable SWC 

would be reallocated among the remaining SWC's to maintain total area 

coverage. Enlarging the area of control might result in degradation of 

system performance. Incremental increases in area of coverage and 

number of targets would result in incremental degradation of the system 

until a saturation point was reached. Beyond the system saturation 
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point, system performance degrades much more rapidly than the in­

cremental increase in system load. The saturation point wi 1 1 probably 

differ for each environmental condition and force configuration, but 

the variations in the saturation point conditions should be small and 

should lie within a yet undetermined but small range of parameter values. 

4.2<3.4 Impl ications of Central ized/Decentral ized Philosophy 

There are several impl ications of the Central ized/Decentral ized 

control concepts which will be enumerated, but not evaluated at this 

time. 

1) Both concepts imply that a trade-off between computer 

facil ities and communication facil ities will be effected. 

That is, the input data to each level of command will be 

summarized and edited before data will be transferred to 

the next level of command, and the amount of data transferred 

will be influenced by command level needs, communications 

facilities, and data processing facilities. 

2) Control and Appl ications 

a) Central ized control concept permits appl ication of ships, 

equipment, and personnel to missions for which they are 

best suited. 

b) Decentral ized control concept requires a jack-of-all-trades 

abi 1 ity for each command level. 

3) Area of Responsibil ity 

a) Area of responsibil ity is greater for each mission in the 

central ized control concept which might introduce 

problems with long rang~ high volume communications 

especially under ECM. 

b) Area of responsibil ity is smaller for each mission in the 

decentral ized control concept which impl ies shorter range, high 

volume traffic. 



4) Central ized control concepts would probably require fewer 

computers and displays per ship because fewer missions 

would be simultaneously assigned to a single ship. 

S) Decentral ized control concepts would be more flexible 

because each command level ship would be capable of 

assuming and discharging the responsibil ities of sector 

control, which would include command and control of 

multiple missions. 

4.2.4 Basis for Comparison of Alternate System Operating Concepts 

402.4.1 Attributes of Each System Operating Concept 
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The initial step in comparing the alternate system operating 

concepts is to assemble and organize the informatiGn which charac­

terizes these conceptso The assembly of this information will be by: 

1) Inter-node information flow characteristics which will relate 

mission, data quantity, direction of flow, timel iness criteria, 

inter-ship distance, communication facil ities, etc" 

2) Command level and procedures which wi1 1 relate mission, 

operational tasks, data needs, decisions, timel iness 

criteria, information processing tasks, etco 

3) Task force complement and disposition which will relate ship 

type, command level, intership distances, communications 

facilities, etco 

Another purpose of the analysis associated with this task, other 

than organizing the data, is to isolate similarities and dissimilarities 

among the various information characteristics of the various system 

operating concepts. The similarities are representative of the invariant 

attributes among the system operating concepts, and system design 

solutions based upon these attributes should show a degree of consistency. 

The dissimilarities are representative of the variant attributes among 
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the system operating concepts, and system design solutions based upon 

these attributes should be examined to determine their impact on the 

systems. Variations in system performance and operation should be 

primarily reflected in design solutions which satisfy the variant 

system attributes. 

This effort was not completed for this reporto It wi I I be 

fully discussed in the ANTACCS Study final Report. 

4.2,4.2 Estimate Hardware/Software Impl ications 

The variant and invariant attributes of the system operating 

concepts wil I be translated into their hardware/software impl icationso 

The analysis steps included in this sub task are briefly discussed 

below, and will be fully discussed in the final report. 

1) Estimate quantity of data to be stored on each command level 

which would include: classes of data, quantity of data, 

data base update cycle, data retrieval cycle, mission, and 

command level. 

2) Estimate information processing functions to be performed on 

the various classes of data which would include; processing 

functions, classes of data, quantity of data, processing 

time, concurrence of processing, mission, and command levelo 

3) Develop general system hardware/software configurations for 

each system operating concept. 

4.20403 Comparison of Alternate System Operating Concepts 

The analysis steps to be included in this sub-task are briefly 

discussed below and will be fully discussed in the final report. 

1) Define the basis for comparison of alternate system 

operating concepts. 

a) Hardware/software/procedures/personnel 

b) Cos t 



c) Intership communications 

d) Vulnerabi 1 ity to natural and man-made interference 

2) Compare the alternate system operating concepts 

This comparison will be made against the hardware/software 

configuration developed in task 4.2.402(4) and comparison 

parameters defined above. 

3) Document the results of comparison of alternate system 

operating concepts 

These results wi 1 1 be discussed in the ANTACCS Study final 

report. 
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403.1 Nodal Deyelopment 

M node is an element of ANTACC3 which can be described relative to 

its posi tion in the command structure, the communication system, the 

platform which carries it and a set of special command and control 

functions. A node is completely defined by characteri zing its inter-
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and intr.J-nodal parameters. Inter nodal parameters include: infor­

mation movement between nodes, relationships among nodes, nodal inputs, 

and nodal outputs. Intra-nod~l parameters include: mission, platform, 

operJting concept, command level, technical functions, command elements, 

and oper.3tional tasks. The structure for organizing these par,]meters 

will be ,1 multidimensional array as described in parJgr.lph 4.3.1.: .• 

Multidimensional arrays will be used to org~nize the background infor­

mation into .~ suitable structure for analysis of ~lternate system con­

figurJtions. Examples of these arrays to organize background information 

·.3re: platforms vs command levels, p1.~tforms vs primary missions, plat­

forms vs weapons and sensors, command levels vs informdtion requirements, 

command levels vs oper3tion~1 tasks, etc. In addition to the background 

information, the multidimensional arrays will also be used to organize 

the mission requirements information for each level of command. The 

structured information will then be used as a basis for synthesis and 

evaluation of the alternate configurations for ANTACCS. 

The methods of information structuring will be amenable to analysis, 

within I imits, by applying set theory. Such concepts as null sets, 

congruence, and intersection can be usefully employed to isolate related 

and non-related technical operations and data baseso The applications and 

1 imitations of set theory to information structuring will be investigated 

and used wherever set theory techniques are found to be appl icable. 

4.3.2 Information Structuring 

Past experience in planning and implementing on-line, real time infor­

mation processing systems has led to various information structuring tools 

to guide the transition from broad requirements to specific implementations 
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of hardware, software and user procedures. Continuing work in this 

field will undoubtedly produce more techniques in the future, however, 

no universal techniques or methodology exist in this problem area at 

this time. These considerations, however, do not mean that the analyst/ 

planner should not attempt to use the most objective techniques available. 

In recognition of the current state of information structuring methodology 

and technology, Informatics has selected a structuring technique as a 

starting point which has been used successfully in a recent on-line 

information processing system analysis and design. The basis of this 

technique is a structure which depicts the information movement and pro­

cessing in the system under analysis in a framework consistent with the 

particular problem, yet independent of particular configurations, echelons 

or geographic divisions of the system in the real world. 

In ANTACCS this means that the structure should depict the current 

(seconds, minutes) and historical (hours and longer) environmental infor­

mation movement and processing, and the command information movement and 

processing within the system in a framework which is consistent with, 

yet independent of, four variables: particular command level, mission, 

platform, or operational concept. 

A structure thus developed is applicable as an analytical tool for 

integration of intra-nodal requirements under differing combinations of 

the four variables and for isolating the necessary data processing and 

display operations after successful integration. 

A structure which meets this criterion is a multidimensional frame­

work which details system operational tasks on one axis, elements of 

command and control on the second axis and a series of definable and, 

to the exlent possible, logically separable information processing 

functions on the third axis. Each of the information processing functions 

is defined by its inputs, outputs, historical data banks or criteria, and 

internal processeso The functions thus defined are linked by information 

flow from function to function, feedback among functions and recycl ing 

of some or all functions. This linking allows the structure to depict 



the dynamics of the decisions and information flow for each operational 

task. Figure 4-4 is an example of the structure. One axis represents 

some elements of command and control: estimate of the situation, develop­

ment of plan preparation and issuance of directives, and monitoring 

planned actions. Another axis shows some examples of system operational 

tasks; surveil lance, weapons assignment, weapon employment and movement 

of forces. The third axis shows the information processing functions as: 

1) Data Collection and Classification: 

a) Monitoring static and dynamic parameters which define the 

enemies, political objectives, and military capabilities 

and actionso 

b) Monitoring static and dynamic parameters which define our 

own pol itical objectives, mil itary capabil ities, and actions. 

c) Monitoring static and dynamic parameters which define the 

neutrals' pol itical objectives and mil itary capabil ities. 

d) Monitoring static and dynamic parameters which define the 

weather, and other physical phenomena 0 

e) Segmenting the data collected into various definable classes. 

2) Data Conversion and Selection: 

a) Converting 1 ike data to common base (all time to Z-time, 

locations to common, etc c). 

b) Separating pertinent mission data from the total input datao 

3) Information Correlation and Significance Determination which is: 

a) Combining information from within a source or from various 

sources to structure a partial or complete description of 

events or situationso 

b) Determining possible event or situation outcomes by comparing 

current partial description of events and situations with 

past events and situations (prediction) 0 

c) Determine the relative worth, redundance, confl ict, and/or 

importance of various informationo 

d) Feedback to data collection and selection to make a change 

in emphasis or input needs. 
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4) Event/Situation Relevancy Determination which is: 

a) Relating events/situations within the environment to particular 

task, etc. 

The Complete Description for Each Function Should Include: 

1) Technical Function Title including expected level of analysis 

2) Input to Function 

a) Qualitative 

i) types of input 

(class definition down to specific formats, etc.) 

i i) source of input 

(forward from previous function, feedback from other 

functions, etc.) 

b) Quantitative 

i) frequency or occurence rate of inputs 

ii) timeliness of input 

(related to origination of data) 

iii) concurrence of multiple sources 

3) Historical and/or Criteria Files of Function 

a) Qualitative (data type description) 

b) Quantitative 

i) amount of data 

ii) update frequencies 

c) Retrieval or use times/frequencies 

4) Logical Processes within Function 

a) Qualitative 

i) information/data relationships 

(derivable or inferable classes) 



4-26 

i i) logical algorithms 

iii) use of historical data, criteria, or thresholds 

iv) decision results 

b) Qu ant ita t i ve 

i) f requenc i es 

ii) concurrences 

iii) time delays 

5) Outputs 

a ) Qu ali tat i ve 

i) types 

ii) formats 

iii) rou t i ng 

b) Quantitative 

i) lengths of messages, information groups, etc. 

ii) frequencies by types, etc. 

iii) timel iness required and/or timeliness achievable by types 
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4.3.3 Structure Use 

Structures developed in the pattern described above can be used to 

illustrate the basic qual itative and quantitative aspects of information 

flow and processing at many levels of detail within a node and many 

levels of abstractness, depending on the stage of problem requirements 

definition. For instance, functions should be defined for a complete 

task force engaged in every mission at a general level to establ ish a 

point of reference for starting a detailed analysis, as wel I as 

completely detail ing the flow and processing that should occur for a 

node at a particular command level (Task Group) performing a particular 

mission (decentral ized AAW) using particular platforms (OLGls and ~ORis). 

Once an intra-node structure has been defined, the data processing 

operations can be defined. Some typical operations are: 

1) input - on 1 ine from machine 

- manual entries 

2) output - on 1 ine displays 

- printouts 

- alarms 

- to another machine on line 

3) computing - arithmetic 

- logic 

4) fil ing and collecting 

5) sorting 

6) f i 1 e pu rg i ng 

7) fi Ie searching 

This statement of the data processing operations which must be 

performed, along with all the various file sizes and an indication of 

the complexity of the logic, allows an estimate of the equipment 

characteristics (dp and display and comm.), program specifications, and 

procedures necessary to meet the node requirements. Alternate projected 

hardware, software, and procedure descriptions can now be assembled and 

evaluated. 
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4.3.4 Example of Integration Approach 

A prel iminary illustration of the structuring technique described 

in section 4.3.2 has been constructed using the BARRINC TFC nodal 

description. It is presented below under the two primary headings of 

intra-nodal parameters and inter-nodal parameters. 

4. 3 • 4. lin t r a - Nod alP a r ame te r s 

1 ) 

2) 

Node to be Described 

Command Level - TFC 

Platform - Not Given 

Mission - AAW (1 imi ted 

Concept of Operation - Centralized 

Elements of Command and Control 

Estimate of the Situation 

Development of the Plan 

war) 

Control 

Preparation and Issuance of Directives 

Supervision of Planned Action 

3) System Operational Tasks 

Allocation of Support Units 

Relative Disposition of Forces (Position, Time, Movement) 

Determination of Threat Axis, Magnitude 

Surveillance of Current Force and Threat Status 

4) Information Processing Functions 

a) Estimate of the Situation, Relative Disposition of Forces, 

Threat 

i) Data Collection and Classification 

Inputs - Intelligence Report, Movement Report, Own Forces 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks or 
C rite ria 
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i i) Data Conversion and Selection 

Inputs - Not Given 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks,Criteria 

iii) Information Correlation and Significance Determination 

Inputs - Not Given 

iv) Outputs-

Printout - Enemy Forces Information 

Printout - Friendly Forces Information 

Plot - Enemy Forces Time and Position Plot 

Plot - Friendly Supporting Forces Time and Position Plot 

Printout - Relative Combat Power 

Printout - Opposing Characteristics 

v) Processes - Sort, Search 

vi) His to rica 1 Ban ks , C rite ria 

vii) 

Enemy Forces in Area of Operation 

Friendly Supporting Forces in Area of Operations 

Area of Operations Data 

Area Communications Facil ities 

Event/Situation Relevancy Determination 

Inputs - Not Given 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

b) Development of the Plan, Allocation of Supporting Units, 

Determination of Threat, Relative Disposition of Forces 

i) Data Collection and Classification 

Inputs - Component Operations, action statements, 

threat axis, schedule, coordination instruction 



Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

i i ) Data Conversion and Se I ec t i on 

Inputs - Not Given 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

iii) Information Correlation and Significance Determination 

Inputs - Not Given 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

iv) Event/Situation Relevancy 

v) 

Inputs 

Outputs 

Processes 

- Not Given 

- Events by operation, forces, formation, 
tactical net plan 

- Search 

vi) Historical Banks -

Own Forces and Status 

Own Forces Characteristics 

Enemy Forces 

Format ions 

Current Disposition 

Future Events 

c) Preparation and Issuance of Directives 

Not Given 
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d) Supervision of the Planned Action, Surveillance 

i) Data Collection and Classification 

Inputs - Own Forces Status Position 

Enemy Forces Status Position 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

i i) Data Conversion and Selection 

Inputs - Not Given 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

iii) Information Correlation and Significance Determination 

Inputs - Not Given 

Outputs - Not Given 

Processes - Not Given 

Historical - Not Given 

Banks 

iv) Event/Situation Relevancy Determination 

Inputs 

Outputs 

- Threshold Ps 

- Time of Threat Onset 

Significant forces change 

Time Required to Change Disposition 

Maximum Weapon Release Range and Time 
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Ps at Maximum weapon release and threshold test 

Alerts 

Processes - Not Given 

Historical - Own Forces 



Current disposition 

r.nemy Forces 

Relative Combat Power 

Formations 

4.3.4.2 Inter Nodal Parameters 

1) l~lputs - Not Given 

2) Outputs - Not Given 

3) Relationships Among Nodes - Not Given 
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NOTE: A node has not been selected for complete analysis to 

date, however, the selection will be made soon and an analysis 

presented in the final report. 

4.305 Boyndary Conditions 

1) Statement of Bounds for each Node in the System 

2) Technology Limits 

3) Requirements Limits 

NOTE: To be accomplished in final report to a detailed level 

for one node as indicated and to a general level for all nodes. 

4.306 Trade-Off Parameters 

4.3.6.1 Operation Parameters 

1) Level of Capability Achieved 

2) Comprehensiveness of Node Solution 

3) System Operation under Degradation Conditions 

4) Time, Volume Capacities 

5) Saturation Points 

403.6.2 Implementation Parameters 

1) Time to Implement and obtain operational capabi lity 

2) Complexity of implementation 

3) Cost of subsystem and total 

4) Cost of operating system (maintenance and supplies peculiar to 
alternative) 
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NOTE: The Trade Off Parameter definition will be improved and 

figures provided in the final report for the node selected for 

intensive study. 

4.3.7 Description of Hardware/Software/Procedures Alternatiye~ 

1) Configuration Descriptions 

2) Measures of Performance for Alternatives 

3) Configuration Capabilities 

Methods for analytically evaluating alternates of the complexity of 

ANTACCS are yet to be fully developed, but will fall in the class of 

techniques which assign relative values to the various criteria levels 

achieved by alternates and form resultants for each candidate. The 

resultants will then be compared using an appropriate numerical scale to 

arrive at a best choice. 
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4.4 DISCUSSION OF SYSTEM PLANNING ITEMS 

The present work by Informatics is intended to demonstrate, by 

example for one node, the appl ication of methodology and analytical 

techniques to system design as a guide for the system planners who 

wi 1 1 be responsible for complete system design and preparation of the 

Technical Development Plan (TOP) for ANTACCS. With this view in mind, 

Informatics has provided a discussion of several system planning items 

which form part of a TOP. Items of particular interest are: 

1) Narrative of Requirements and Brief of the Development Plan 

2) Management Plan 

3) Block Diagram of System 

4) Subsystem Characteristics 

5) Associated System Characteristics 

6) Test and Evaluation Plan 

Most of the work in the study integration task must necessarily 

be done in the final months of the study effort. Accordingly the 

discussion of this task in this midway report is of an introductory 

nature only. 
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5. BIBLIOGRAPHY 

5. 1 I NTRODUCT I ON 

Bibl iography is organized generally in the sequence of the technical section 
of the report. This section thus collects the bibl iographical references 
under the following main headIngs. 

1) Technology 

a) Oisp:ays 
b) Input/Output Devices 
c) 1'.~ejT;Or i es 
d) Co~ponents and Packa9~ng 
e) Advance Usage Technique 
f) Machine System Organization 
g) Programming 

2) t<e thodo 1 09Y 

a ) C 011 put e rs and H a r d Sci en c e 
b) S i mu 1 a t ion 

At this point in the ANTACCS study, the bibl iographical data has not 
been completely cross-checked and merged. This will be done for the final 
report. 
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