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## CHAPTER 1

## 1. INTRODUCTION TO THE MC6800 MICROPROCESSOR

Motorola has elected to provide a microprocessor family of parts headed by the MC6800 Microprocessing Unit (MPU). The MC6800 MPU is an eight-bit parallel microprocessor with addressing capability of up to 65,536 words. It is TTL compatible requiring only a single five-volt supply and no external TTL devices for bus interface in small systems.

In support of the MPU are several memory and I/O interface devices. To date, the family consists of a 128 X 8 RAM (MCM6810), a 1024 X 8 ROM (MCM6830), a parallel I/O interface (MC6820 PIA), and an asynchronous serial I/O interface (MC6850 ACIA). In keeping with the family concept, each operates on a single five-volt power supply and is compatible with the system bus signals. The family of parts is not a chip set in the sense that the MPU operation is dependent upon other family elements; the MC6800 is a self-contained microprocessor capable of operating with virtually any MOS or standard TTL device. The significant point is that the other family members merely add additional capability and/or flexibility. They provide excellent tools in configuring a full microprocessor operating system.

## 1-1 SYSTEM ORGANIZATION

Before describing the individual parts in any detail, an explanation of the MPU bus and control structure will serve to demonstrate how a system is brought together. Figure 1-1-1 is organized to show the processor's inputs and outputs in four functional categories; data, address, control, and supervisory.

The width and drive capability of the Data Bus has become a standard means of measuring microprocessors. The MC6800 has an 8-bit bidirectional bus to facilitate data flow throughout the system. The MPU Data Bus will drive up to 130 pf and one standard TTL load. As a result of the load characteristics of the RAM, ROM, ACIA, and PIA, the MPU can drive from 7 to 10 family devices without buffering.

Using the family I/O interface devices allows the 16 -bit Address Bus to assume additional responsibility in the M6800 system. Not only does the Address Bus specify memory, but it becomes a tool to specify I/O devices. By means of its connections to the Data Bus, Control Bus, and selected address lines, the I/O interface is allocated an area of memory. As a result, the user may converse with I/O using any of the memory reference instructions, selecting the desired peripheral with a memory address.

In addition to the Data and Address Bus, a Control Bus is provided for the memory and interface devices. The Control Bus consists of a heterogeneous mix of signals to regulate system operation. Following is a brief review of the designated Control Bus signals shown in Figure 1-1-1. $\phi 2$ is one phase of the system clock applied to the MPU. It is applied to the enable or chip select inputs of the family parts to insure that the devices are enabled only when the address bus and VMA are stable. $\overline{\text { Reset }}$ is used to reset and start the MPU from a power down condition. It is also routed to the $\overline{\text { Reset }}$ inputs of the PIAs for use during power on initialization. $\overline{\text { Interrupt }} \overline{\text { Request }}$ is generated by the PIA, ACIA, or user defined hardware to notify the MPU of a request for service.

Read/Write (R/W) and Valid Memory Address (VMA) are MPU outputs characterizing the Data Bus and Address Bus, respectively. R/W designates whether the MPU is in a Read or Write mode for each cycle. VMA indicates to memory and I/O that the MPU is performing a read or write operation in a given cycle. This signal is applied to the enable or chip select inputs of each family device in order to disable data transfer when VMA is low.

The last set of signals in Figure 1-1-1, the MPU Supervisory, is used for timing and control of the MC6800 itself. Note that three of the Supervisory signals are shared with the control bus and affect the memory and I/O devices as well.
$\phi 1$ is one of the two clock phases to the MPU. $\overline{\text { Non-Maskable Interrupt }}(\overline{\mathrm{NMI}})$ is similar to the interrupt request input mentioned earlier, except that NMI will always be serviced regardless of the state of a programmable interrupt mask contained within the processor. Data Bus Enable (DBE) is the three-state control signal for the MPU data bus. Normally, this signal will be $\phi 2$, derived from the clock. Three-State Control (TSC) affects the address bus and the R/W line in the same manner that DBE controls the data bus. This signal can be used, for example, to accomplish a direct memory access by putting the Address Bus and the R/W line in the high impedance state. The last supervisory input is the $\overline{H a l t}$ signal. When $\overline{\text { Halt }}$ is low, the MPU will stop processing. In the $\overline{H a l t}$ mode, all three-state signals will be in a high impedance state (address, data and $\mathrm{R} / \mathrm{W}$ ), VMA will be low, and Bus Available will be high.

The Bus Available supervisory output from the MPU is normally in an inactive low state. It is brought high by the occurrence of the $\overline{\text { Halt }}$ input low or by execution of a WAIT instruction. In either case, the MPU stops program execution and sets Bus Available high, indicating that all the three-state buffers are in the high impedance state. If the MPU has stopped as a result of the $\overline{\text { Halt }}$ signal, Bus Available will remain high until the Halt input is again taken high. If the MPU has stopped as a result of the WAIT instruction, it is waiting for an interrupt and Bus Available will remain active until a non-maskable interrupt or interrupt request occurs. Bus Available may be used to signal external hardware that the MPU is off the bus for multiprocessor or direct memory access applications.


FIGURE 1-1-1. MC6800 Bus and Control Signals

## 1-1.1 M6800 FAMILY ELEMENTS

With the MC6800 as the focal point, a variety of memory and I/O devices may be tied onto the bus network. The busses will provide TTL compatible voltage levels ( $\mathrm{VoH}=2.4$ volts, $\mathrm{VoL}=0.4$ volts) while driving capacitive loads up to 130 picofarads with current loads of up to 1.6 ma sink current and $100 \mu$ a source current.

## 1-1.1.1 Memory On The Bus

Memory is connected in a straightforward fashion by tieing directly to the MC6800 busses. Motorola currently provides two byte oriented memory devices as part of the microprocessor family: The 128 X 8 RAM (MCM6810) and the 1024 X 8 ROM (MCM6830). Block diagrams of the RAM and ROM are shown in Figures 1-1.1.1-1 and 1-1.1.1-2, respectively. Notice that the data lines have three-state buffers permitting the memory data signals to wire-OR directly onto the system data bus. Address decoding is minimized by providing multiple enable ( E ) inputs. The enable inputs, when active, select the specified device as defined by the address inputs. For a small to medium size system, no additional address decoding is necessary. The memories operate from a single 5 V power supply and are TTL compatible. Static operation eliminates the need for clocks or refresh.


FIGURE 1-1.1.1-1. MCM6810 RAM Functional Block Diagram


FIGURE 1-1.1.1-2. MCM6830 ROM Functional Block Diagram


FIGURE 1-1.1.2-4. MPU Serial I/O Interface


## 1-1.1.2 I/O On The Bus

The family I/O devices are also tied directly to the bus network. In the M6800 architecture, I/O is configured to respond to MPU instructions in the same fashion as memory. This is accomplished by tapping off the MPU busses such that I/O has a "memory" address that the MPU references. Two devices available for interfacing the microprocessor with the outside world are the MC6820, Peripheral Interface Adapter (PIA), for parallel interface, and the MC6850, Asynchronous Communication Interface Adapter (ACIA), for serial interface. Both are designed to tie directly to the MPU busses and transfer signals between peripherals and the MPU under program control.

Interfacing the MPU to a variety of I/O devices is straightforward with the Peripheral Interface Adapter (PIA). It is a programmable general purpose parallel interface device designed to interface the MPU to peripherals through two 8 -bit bidirectional peripheral data busses and four control lines as shown in Figure 1-1.1.2-1.

The MPU/PIA interface consists of three elements: 8 data lines, 5 address lines, and 5 control lines (see Figure 1-1.1.2-2). The data lines are bidirectional common to the MPU data bus. The PIA taps off 5 bits from the 16 -bit MPU address bus. These 5 inputs are utilized to select the PIA (CS0, CS1, $\overline{\mathrm{CS} 2}$ ) as well as registers within the PIA (RS0 and RS1).

The PIA uses all of the signals on the MPU Control Bus. The R/W input ties directly to the MPU R/W output to control direction of data flow. The PIA has two independent Interrupt Request outputs that may be wire-ORed together and tied to the $\overline{\mathrm{IRQ}}$ line of the Control Bus or applied separately to prioritizing circuitry. The $\overline{\text { Reset input may be tied directly to the MPU control bus to initialize the PIA to an all zero condition when }}$ required. Finally, the Enable input is the timing signal to be supplied to the PIA. This input is typically the $\boldsymbol{\phi} 2$ clock.

The PIA is programmable in the sense that the MPU can Read and/or Write into its internal registers. There are a total of six 8 -bit registers in the PIA. They are separated into an A and B side, each side containing a Control Register, Data Direction Register, and an Output Data Register (Figure 1-1.1.2-3). To define operation of the PIA control lines, an 8 -bit word is loaded into the Control Register. Likewise, to define the PIA/peripheral data lines to be inputs or outputs, an 8 -bit word is loaded into the Data Direction Register. Finally, data being transferred to peripherals may be saved in the PIA Output Data Register.

Motorola has also made available a serial interface device to accommodate asynchronous data transfer. The MC6850 Asynchronous Communications Interface Adapter (ACIA) is a general purpose programmable interface for use between the MPU and asynchronous I/O as shown in Figure 1-1.1.2-4. The ACIA ties into the MPU Address, Data, and Control Busses enabling the MPU to handle the serial I/O using memory reference instructions.

The MPU/ACIA interface consists of three elements (see Figure 1-1.1.2-5): 8 data lines, 4 address lines, and 3 control lines. The data lines are bidirectional common to the MPU data bus. Four of the sixteen MPU address signals are used to select a particular ACIA (CS0, CS1, $\overline{\mathrm{CS} 2}$ ), and to select registers within the ACIA (RS).

The control signals from the bus are Read/Write (R/W) and Enable (E). The R/W input is common to the MPU control bus R/W signal and the E input in a typical application is the $\phi 2$ clock.

The internal structure of the ACIA is centered around four registers (Figure 1-1.1.2-6): Control, Status, Transmit Data, and Receive Data. The ACIA is programmed by storing an 8 -bit word into the write only Control Register. This register controls the function of the receiver, transmitter, interrupt enables, and the


FIGURE 1-1.1.2-5. MPU/ACIA Interface


FIGURE 1-1.1.2-6. ACIA Registers
modem control signals. ACIA status and error conditions are monitored by reading the 8 -bit Satus Register. The ACIA also has independent transmit and receive data buffers to save data and perform serial/parallel transformation.

## 1-1.2 TYPICAL SYSTEM CONFIGURATION

With the preceding material as background, the family devices and bus structure can be combined in a system configuration. Figure 1-1.2-1 shows a system controlled by the MC6800 containing one each RAM, ROM, PIA, and ACIA. With the exception of suitable peripherals, this block diagram represents all of the hardware required for a fully operational MPU system. The family of parts represents 5 devices, clock circuitry can be designed with 2 devices, and start-up can be accomplished with one device ${ }^{1}$. Therefore, a functional system can be configured with as few as eight devices and have both parallel and serial I/O capability.

The configuration of Figure 1-1.2-1 represents typical interconnections regardless of the size of the system. The data bus is shared fully between all devices in the system. The control bus is shared by all devices, with each tapping off signals as required. The I/O devices wire-OR all interrupt request signals to the MPU $\overline{\mathbb{I R Q}}$ input. The PIA has two interrupts and the ACIA, one. VMA and $\phi 2$ are both required inputs to the family devices and are, therefore, applied to the inputs as shown in Figure 1-1.2-1. $\phi 2$ guarantees that all busses are stable and VMA designates a valid memory cycle whenever a memory or I/O device is enabled.

## 1-1.2.1 Memory Allocation

The Address Bus lends itself to very flexible memory allocation. Different combinations of signals may be tapped off the Address Bus to define where in "memory" each device is located. The chip select signals (CS0, CS1, $\overline{\mathrm{CS} 2}$ ) of the PIA/ACIA and the enable inputs of the RAM/ROM are used to select specific devices. In Figure 1-1.2-1, for example, A2, A14, and A15, are used to enable the PIA for MPU data transfer. The least significant address bits (A0, A1) are then utilized to select a memory word or I/O register within the selected device. Therefore, a given address will specify the device, and a location within the device.

Table 1-1.2.1-1 shows the "memory map'' of the example system. This map represents the area in memory where each device is located, including I/O. For example, address bits A14 and A15 are both tied to the $\overline{\mathrm{E}}$ inputs of the RAM. Therefore, whenever both of these address signals are low, the RAM will be conversing with the MPU on the data bus. It should be noted that without address decoding, the devices will be allocated a block of memory because the "don't care" address bits may be either logical " 0 '" or ' 1 "', thereby widening the devices apparent address band. Having defined the memory map, the user may then determine the address of registers in a specific I/O device. Table 1-1.2.1-2 shows the corresponding register addresses for each ACIA and PIA register. Notice that bit 2 of the control registers (CRAb2 and CRBb2) and R/W are used to assist the address signals to select PIA and ACIA registers, respectively.

## 1-1.2.2 Hardware Requirements

The final point to consider is that the example configuration represents a minimum system. To expand the system, the user need only make further use of the bus network. If, for example, an additional PIA is required, A4, A14, and A15 may be tied to CS0, CS1, and $\overline{\mathrm{CS} 2}$, respectively. This procedure could be continued to add multiple memory and I/O devices without address decoding.

[^0]

FIGURE 1-1.2-1. MPU Minimum System

The MC6800 microprocessor complemented by its family of parts was designed with ease of use in mind. Interfacing peripherals to the microprocessor with PIAs and ACIAs eases the burden of hardware design and minimizes software requirements by distributing intelligence to these interfaces. Power supply requirements are uncomplicated: one five-volt supply throughout the family. Neither decode nor buffering circuitry is required in systems containing less than 7 to 10 family devices. As the system grows, the design may require buffers to prevent overloading or address decoders to more precisely define memory blocks. Be that as it may, the rules don't change and bussing continues to be straightforward.

| ADDRESS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | DEVICE | MEMORY MAP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |  |  |
| 0 | 0 | - | - | - | - | . | . | . | X | X | X | X | X | X | X | RAM | 0000-007F HEX |
| 1 | 1 | - | . | - | . | X | X | X | X | X | X | X | X | X | X | ROM | C000-C3FF HEX |
| 0 | 1 | . | . | . |  | . | . | . | . |  | . |  | 1 | X | X | PIA | 4004-4007 HEX |
| 0 | 1 |  | - |  |  |  |  |  | , | . | . | 1 | - |  | X | ACIA | 4008-4009 HEX |
| $\mathrm{X}=$ Variable address |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| = Don't care $\quad 1=$ Logical |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

TABLE 1-1.2.1-1

| ADDRESS(HEX) |  | I/O REGISTER |  |
| :---: | :---: | :---: | :--- |
| $(4004-4007)$ | RS1 | RS0 | (PIA) |
| 4004 | 0 | 0 | Data direction register A (CRAb2 =0) |
| 4004 | 0 | 0 | Peripheral interface register A (CRAb2 = 1) |
| 4005 | 0 | 1 | Control register A |
| 4006 | 1 | 0 | Data direction register B (CRBb2 $=0)$ |
| 4006 | 1 | 0 | Peripheral interface register B (CRBb2 = 1) |
| 4007 | 1 | 1 | Control register B |
| $(4008-4009)$ | RS |  | (ACIA) |
| 4008 | 0 |  | Control register (write only) |
| 4008 | 0 |  | Status register (read only) |
| 4009 | 1 |  | Transmit data register (write only) |
| 4009 | 1 |  | Receiver data register (read only) |

TABLE 1-1.2.1-2

## SOURCE STATEMENTS AND ADDRESSING MODES

A hardware configuration similar to that described in the preceding Section provides the nucleus for a system based on the M6800 Microprocessor Family. Three additional elements are required to complete a typical system design: (1) the actual peripheral equipment that is dictated by the system specification; (2) any auxiliary electronics required to control the peripherals; (3) the "intelligence"' that enables the MPU to perform the required control and data processing functions.

In an MPU based design, 'intelligence" refers to the control program, a sequence of instructions that will guide the MPU through the various operations it must perform. During development, the designer uses the MC6800's predefined instruction set to prepare a control program that will satisfy the system requirements. The program, usually called "software" at this point, is then stored in ROM memory that can be accessed by the MPU during operation, thus becoming the system's intelligence. Once in ROM, the program is often called "firmware", however, it is common to find the terms software and firmware used interchangeably in this context.

Definition of suitable peripheral interfaces is discussed in detail in Chapter 5. The remainder of this Chapter provides the background information necessary for generation of the control program. Source statement format and the MPU's addressing modes are introduced in this section. The instruction set is described in Section 1-3.

The MPU operates on 8-bit binary numbers presented to it via the Data Bus. A given number (byte) may represent either data or an instruction to be executed, depending on where it is encountered in the control program. The M6800 has 72 unique instructions, however, it recognizes and takes action on 197 of the 256 possibilities that can occur using an 8 -bit word length. This larger number of instructions results from the fact that many of the executive instructions have more than one addressing mode.

These addressing modes refer to the manner in which the program causes the MPU to obtain its instructions and data. The programmer must have a method for addressing the MPU's internal registers and all of the external memory locations. The complete executive instruction set and the applicable addressing modes are summarized in Figure 1-3-1, however, the addressing modes will be described in greater detail prior to introducing the instruction set later in this chapter. A programming model of the MC6800 is shown in Figure 1-2-1. The programmable registers consist of: two 8-bit Accumulators; a 6-bit Condition Code Register; a Program Counter, a Stack Pointer, and an Index Register, each 16 bits long.


FIGURE 1-2-1. Programming Model of MC6800

## 1-2.1 SOURCE STATEMENTS

While programs can be written in the MPU's language, that is, binary numbers, there is no easy way for the programmer to remember the particular word that corresponds to a given operation. For this reason, instructions are assigned a three letter mnemonic symbol that suggests the definition of the instruction. The program is written as a series of source statements using this symbolic language and then translated into machine language. The translation can be done manually using an alphabetic listing of the symbolic instruction set such as that shown in Appendix A1. More often, the translation is accomplished by means of a special computer program referred to as a cross-assembler. The cross-assembler and other "software" design aids available to the user are described in Chapter 7.

During assembly, each source statement or executive instruction is converted to from one to three bytes of operating code (opcode), depending on the addressing mode used. The term "executive instruction" is used here to distinguish between statements that generate machine code and "assembly directives" that are useful in controlling and documenting the source program but generate no code. The Assembly Directives are described in Section 7-1.1.

Each statement in the source program prepared by the user may have from one to four fields: a label, a mnemonic operator (instruction), an operand, and a comment. The four fields are illustrated in the following typical source statement:

| Label | Operator | Operand | Comment |
| :---: | :---: | :---: | :---: |
| BEGIN1 | TST | DATA1B | TEST CONTENTS OF DATA1B |

(This instruction causes the MPU to test the contents of the memory location labeled DATA1B and set the Condition Code Register bits accordingly.)

Each source statement must have at least the mnemonic operator field. An operand may or may not be required, depending on the nature of the instruction. The comment field is optional, at the programmer's convenience, for describing and documenting the program.

## 1-2.2 LABELS

Labels and their use are described in greater detail in Chapter 7. In general, they may correspond to either a numerical value or a memory location. This use of symbolic references to memory permits programming without using specific numerical memory addresses. For instance, the operand label "DAA1B" in the example may be anywhere in memory. Labels are required for source statements that are the destination of jump and branch instructions. In the example, "BEGIN1"' identifies the statement as the destination of a branch or jump instruction located elsewhere in the control program. That instruction will, in turn, have "BEGIN1" as its operand.

Labels may be up to six characters long and use any alphanumeric combination of the character set shown in Appendix A2 with the restriction that the first character be alphabetic. Three single character labels, A, B , and X, are reserved for referring to accumulator A, accumulator B, and the Index Register, respectively.

## 1-2.3 ADDRESSING MODES

## 1-2.3.1 Inherent (Includes "Accumulator Addressing" Mode)

The successive fields in a statement are normally separated by one or more spaces. An exception to this rule occurs for instructions that use dual addressing in the operand field and for instructions that must distinguish between the two accumulators. In these cases, A and B are "operands" but the space between them and the operator may be omitted. This is commonly done, resulting in apparent four character mnemonics for those instructions.

The addition instruction, ADD, provides an example of dual addressing in the operand field:

|  | Operator | Operand | Comment |
| :---: | :---: | :---: | :---: |
|  | ADDA | MEM12 | ADD CONTENTS OF MEM12 TO ACCA |
| or | ADDB | MEM12 | ADD CONTENTS OF MEM12 TO ACCB |

The example used earlier for the test instruction, TST, also applies to the accumulators and uses the "accumulator addressing mode" to designate which of the two accumulators is being tested:

| Operator |  |
| :---: | :---: |
|  | TSTB |
| or | TSOmment |
| or | TSTA |

A number of the instructions either alone or together with an accumulator operand contain all of the address information that is required, that is, the address is "inherent" in the instruction itself. For instance, the instruction ABA causes the MPU to add the contents of accumulators A and B together and place the result in accumulator A. The instruction INCB, another example of '"accumulator addressing', causes the contents of accumulator B to be increased by one. Similarly, INX, increment the Index Register, causes the contents of the Index Register to be increased by one.

Program flow for instructions of this type is illustrated in Figures 1-2.3.1-1 and 1-2.3.1-2. In these figures, the general case is shown on the left and a specific example is shown on the right. Numerical examples are in decimal notation. Instructions of this type require only one byte of opcode.


FIGURE 1-2.3.1-1. Inherent Addressing
FIGURE 1-2.3.1-2. Accumulator Addressing


FIGURE 1-2.3.2-1. Immediate Addressing Mode
FIGURE 1-2.3.3-1. Direct Addressing Mode

## 1-2.3.2 Immediate Addressing Mode

In the Immediate addressing mode, the operand is the value that is to be operated on. For instance, the instruction

Operator
LDAA

Operand
\#25

Comment
LOAD 25 INTO ACCA
causes the MPU to "immediately load accumulator A with the value 25 ; no further address reference is required. The Immediate mode is selected by preceding the operand value with the " \#' symbol. Program flow for this addressing mode is illustrated in Figure 1-2.3.2-1.

The operand format allows either properly defined symbols or numerical values. Except for the instructions CPX, LDX, and LDS, the operand may be any value in the range 0 to 255 . Since Compare Index Register (CPX), Load Index Register (LDX), and Load Stack Pointer (LDS), require 16-bit values, the immediate mode for these three instructions require two-byte operands. In the Immediate addressing mode, the "address" of the operand is effectively the memory location immediately following the instruction itself.

## 1-2.3.3 Direct and Extended Addressing Modes

In the Direct and Extended modes of addressing, the operand field of the source statement is the address of the value that is to be operated on. The Direct and Extended modes differ only in the range of memory locations to which they can direct the MPU. Direct addressing generates a single 8 -bit operand and, hence, can address only memory locations 0 through 255; a two byte operand is generated for Extended addressing, enabling the MPU to reach the remaining memory locations, 256 through 65535. An example of Direct addressing and its effect on program flow is illustrated in Figure 1-2.3.3-1.

The MPU, after encountering the opcode for the instruction LDAA (Direct) at memory location 5004 (Program Counter $=5004$ ), looks in the next location, 5005, for the address of the operand. It then sets
the program counter equal to the value found there ( 100 in the example) and fetches the operand, in this case a value to be loaded into accumulator A, from that location. For instructions requiring a two-byte operand such as LDX (load the Index Register), the operand bytes would be retrieved from locations 100 and 101.

Extended addressing, Figure 1-2.3.3-2, is similar except that a two-byte address is obtained from locations 5007 and 5008 after the LDAB (Extended) opcode shows up in location 5006. Extended addressing can be thought of as the "standard" addressing mode, that is, it is a method of reaching anyplace in memory. Direct addressing, since only one address byte is required, provides a faster method of processing data and generates fewer bytes of control code. In most applications, the direct addressing range, memory locations $0-255$, are reserved for RAM. They are used for data buffering and temporary storage of system variables, the area in which faster addressing is of most value.


## 1-2.3.4 Relative Addressing Mode

In both the Direct and Extended modes, the address obtained by the MPU is an absolute numerical address. The Relative addressing mode, implemented for the MPU's branch instructions, specifies a memory location relative to the Program Counter's current location. Branch instructions generate two bytes of machine code, one for the instruction opcode and one for the "relative" address (see Figure 1-2.3.4-1). Since it is desirable to be able to branch in either direction, the 8 -bit address byte is interpreted as a signed 7 -bit value; the 8 th bit of the operand is treated as a sign bit, " 0 " = plus and " 1 " = minus. The remaining seven bits represent the numerical value. This results in a relative addressing range of $\pm 127$ with respect to the location of the branch instruction itself. However, the branch range is computed with respect to the next instruction that would be executed if the branch conditions are not satisfied. Since two bytes are generated, the next instruction is located at $\mathrm{PC}+2$. If D is defined as the address of the branch destination, the range is then:

$$
(\mathrm{PC}+2)-127 \leqslant \mathrm{D} \leqslant(\mathrm{PC}+2)+127
$$

or

$$
\mathrm{PC}-125 \leqslant \mathrm{D} \leqslant \mathrm{PC}+129
$$

that is, the destination of the branch instruction must be within -125 to +129 memory locations of the branch instruction itself. For transferring control beyond this range, the unconditional jump (JMP), jump to subroutine (JSR), and return from subroutine (RTS) are used.

In Figure 1-2.3.4-1, when the MPU encounters the opcode for BEQ (Branch if result of last instruction was zero), it tests the Zero bit in the Condition Code Register. If that bit is ' 0 ', indicating a non-zero result, the MPU continues execution with the next instruction (in location 5010 in Figure 1-2.3.4-1). If the previous result was zero, the branch condition is satisfied and the MPU adds the offset, 15 in this case, to $\mathrm{PC}+2$ and branches to location 5025 for the next instruction.

The branch instructions allow the programmer to efficiently direct the MPU to one point or another in the control program depending on the outcome of test results. Since the control program is normally in read-only memory and cannot be changed, the relative address used in execution of branch instructions is a constant numerical value.


FIGURE 1-2.3.4-1. Relative Addressing Mode

## 1-2.3.5 Indexed Addressing Mode

With Indexed addressing, the numerical address is variable and depends on the current contents of the Index Register. A source statement such as

| Operator | Operand | Comment |
| :---: | :---: | :---: |
| STAA | X | PUT A IN INDEXED LOCATION |

causes the MPU to store the contents of accumulator A in the memory location specified by the contents of the Index Register (recall that the label ' X '" is reserved to designate the Index Register). Since there are instructions for manipulating X during program execution (LDX, INX, DEX, etc.), the Indexed addressing mode provides a dynamic "on the fly" way to modify program activity.

The operand field can also contain a numerical value that will be automatically added to X during execution. This format is illustrated in Figure 1-2.3.5-1.

When the MPU encounters the LDAB (Indexed) opcode in location 5006, it looks in the next memory location for the value to be added to X ( 5 in the example) and calculates the required address by adding 5 to the present Index Register value of 400 . In the operand format, the offset may be represented by a label or a numerical value in the range $0-255$ as in the example. In the earlier example, STAA $X$, the operand is equivalent to $0, \mathrm{X}$, that is, the 0 may be omitted when the desired address is equal to X .

## 1-2.3.6 Mode Selection

Selection of the desired addressing mode is made by the user as the source statements are written. Translation into appropriate opcode then depends on the method used. If manual translation is used, the addressing mode is inherent in the opcode. For example, the Immediate, Direct, Indexed, and Extended modes may all be used with the ADD instruction. The proper mode is determined by selecting (hexidecimal notation) $8 \mathrm{~B}, 9 \mathrm{~B}, \mathrm{AB}$, or BB , respectively (see Figure 1-3-1).

The source statement format includes adequate information for the selection if an assembler program is used to generate the opcode. For instance, the Immediate mode is selected by the Assembler whenever it encounters the "\#'' symbol in the operand field. Similarly, an " X " ' in the operand field causes the Indexed mode to be selected. Only the Relative mode applies to the branch instructions, therefore, the mnemonic instruction itself is enough for the Assembler to determine addressing mode.


FIGURE 1-2.3.5-1. Indexed Addressing Mode

For the instructions that use both Direct and Extended modes, the Assembler selects the Direct mode if the operand value is in the range $0-255$ and Extended otherwise. There are a number of instructions for which the Extended mode is valid but the Direct is not. For these instructions, the Assembler automatically selects the Extended mode even if the operand is in the $0-255$ range. The addressing modes are summarized in Figure 1-2.3.6-1.


FIGURE 1-2.3.6-1. Addressing Mode Summary

| ACCUMULATOR AND MEMORY |  | Addressing modes |  |  |  |  |  |  |  |  |  |  |  |  |  |  | BOOLEAN/ARITHMETIC OPERATION <br> (All register labels <br> refer to contents) | COND. CODE REG. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IMMED |  |  | DIRECT |  |  | Index |  |  | EXTND |  |  | INHER |  |  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| OPERATIONS | MNEMONIC | OP | $\sim$ | \# | OP | $\sim$ | \# | OP | $\sim$ | \# | OP | $\sim$ | \# | OP | $\sim$ | \# |  | H | 1 | N | 2 | v | C |
| Add | ADDA | 8B | 2 | 2 | 9B | 3 | 2 | AB | 5 | 2 | BB | 4 | 3 |  |  |  | $A+M \rightarrow A$ | $\pm$ | $\bullet$ | 1 | $\pm$ | $\pm$ | $t$ |
|  | ADDB | CB | 2 | 2 | DB | 3 | 2 | EB | 5 | 2 | FB | 4 | 3 |  |  |  | $B+M \rightarrow B$ | $\downarrow$ | - | 1 | $t$ | $\ddagger$ | $\downarrow$ |
| Add Acmitrs | ABA |  |  |  |  |  |  |  |  |  |  |  |  | 18 | 2 | 1 | $A+B \rightarrow A$ | $\uparrow$ | - | $t$ | $\uparrow$ | $\uparrow$ | $\downarrow$ |
| Add with Carry | ADCA | 89 | 2 | 2 | 99 | 3 | 2 | A9 | 5 | 2 | B9 | 4 | 3 |  |  |  | $A+M+C \rightarrow A$ | $\downarrow$ | - | $\uparrow$ | $\downarrow$ | $t$ | $\downarrow$ |
|  | ADCB | C9 | 2 | 2 | 09 | 3 | 2 | E9 | 5 | 2 | F9 | 4 | 3 |  |  |  | $B+M+C \rightarrow B$ | $\pm$ | - | $\uparrow$ | $\uparrow$ | $\pm$ | $\ddagger$ |
| And | ANDA | 84 | 2 | 2 | 94 | 3 | 2 | A4 | 5 | 2 | B4 | 4 | 3 |  |  |  | $A \cdot M \rightarrow A$ | - | - | + | 1 | R | - |
|  | ANDB | 64 | 2 | 2 | D4 | 3 | 2 | E4 | 5 | 2 | F4 | 4 | 3 |  |  |  | $B \cdot M \rightarrow B$ | - | - | 1 | 1 | R | - |
| Bit Test | BITA | 85 | 2 | 2 | 95 | 3 | 2 | A5 | 5 | 2 | B5 | 4 | 3 |  |  |  | A. M | - | - | 1 | $\pm$ | R | - |
|  | BITB | C5 | 2 | 2 | 05 | 3 | 2 | E5 | 5 | 2 | F5 | 4 | 3 |  |  |  | B. M | - | - | 1 | $\uparrow$ | R | - |
|  | CLR |  |  |  |  |  |  | 6 F | 7 | 2 | 7 F | 6 | 3 |  |  |  | $00 \rightarrow \mathrm{M}$ | - | - | R | S | R | R |
|  | CLRA |  |  |  |  |  |  |  |  |  |  |  |  | 4F | 2 | 1 | $00 \rightarrow \mathrm{~A}$ | - | - | R | S | R | R |
|  | CLRB |  |  |  |  |  |  |  |  |  |  |  |  | 5F | 2 | 1 | $00 \rightarrow B$ | - | - | R | S | R | R |
| Compare | CMPA | 81 | 2 | 2 | 91 | 3 | 2 | A1 | 5 | 2 | B1 | 4 | 3 |  |  |  | A - M | - | - | 1 | $\downarrow$ | $\ddagger$ | $\ddagger$ |
|  | CMPB | C1 | 2 | 2 | D1 | 3 | 2 | E1 | 5 | 2 | F1 | 4 | 3 |  |  |  | B - M | - | - | 1 | $\uparrow$ | 1 | $\pm$ |
| Compare Acmitrs | CBA |  |  |  |  |  |  |  |  |  |  |  |  | 11 | 2 | 1 | A - B | - | - | 1 | $\downarrow$ | $\downarrow$ | $\pm$ |
| Complement, 1's | COM |  |  |  |  |  |  | 63 | 7 | 2 | 73 | 6 | 3 |  |  |  | $\bar{M} \rightarrow M$ | - | - | 1 | $\downarrow$ | R | s |
|  | COMA |  |  |  |  |  |  |  |  |  |  |  |  | 43 | 2 | 1 | $\bar{A} \rightarrow A$ | - | - | $\uparrow$ | $\uparrow$ | R | S |
|  | COMB |  |  |  |  |  |  |  |  |  |  |  |  | 53 | 2 | 1 | $\bar{B} \rightarrow B$ | - | - | $t$ | 1 | R | S |
| Complement, 2's <br> (Negate) | NEG |  |  |  |  |  |  | 60 | 7 | 2 | 70 | 6 | 3 |  |  |  | $00-M \rightarrow M$ | - | - | $\uparrow$ | $\uparrow$ | (1) | (2) |
|  | nega |  |  |  |  |  |  |  |  |  |  |  |  | 40 | 2 | 1 | $00-A \rightarrow A$ | - | $\bullet$ | $\downarrow$ | 1 | (1) | (2) |
|  | NEGB |  |  |  |  |  |  |  |  |  |  |  |  | 50 | 2 | 1 | $00-B \rightarrow B$ | $\bullet$ | - | $\uparrow$ | 1 | (1) | (2) |
| Decimal Adjust, A | DAA |  |  |  |  |  |  |  |  |  |  |  |  | 19 | 2 | 1 | Converts Binary Add. of BCD Characters into $B C D$ Format | - | - | $\downarrow$ | $\uparrow$ | 1 | (3) |
| Decrement | DEC |  |  |  |  |  |  | 6A | 7 | 2 | 7A | 6 | 3 |  |  |  | $\mathrm{M}-1 \rightarrow \mathrm{M}$ | - | - | $t$ | 1 | (4) | - |
|  | Uecia |  |  |  |  |  |  |  |  |  |  |  |  | 4 A | 2 | 1 | $A-1 \rightarrow A$ | - | * | $t$ | $\stackrel{1}{4}$ | (4) | - |
|  | DECB |  |  |  |  |  |  |  |  |  |  |  |  | 5A | 2 | 1 | $B-1 \rightarrow B$ | - | - | 1 | $\uparrow$ | (4) | - |
| Exclusive OR | eora | 88 | 2 | 2 | 98 | 3 | 2 | A8 | 5 | 2 | B8 | 4 | 3 |  |  |  | $A \oplus M \rightarrow A$ | - | - | $\downarrow$ | $\uparrow$ | R | - |
|  | EORB | C8 | 2 | 2 | 08 | 3 | 2 | E8 | 5 | 2 | F8 | 4 | 3 |  |  |  | $B \oplus M \rightarrow B$ | - | - | $t$ | 1 | R | $\bullet$ |
| Increment | INC |  |  |  |  |  |  | 6 C | 7 | 2 | 7 C | 6 | 3 |  |  |  | $M+1 \rightarrow M$ | - | - | $\downarrow$ | $\uparrow$ | (5) | - |
|  | INCA |  |  |  |  |  |  |  |  |  |  |  |  | 4 C | 2 | 1 | $A+1 \rightarrow A$ | - | - | $t$ | $\downarrow$ | (5) | - |
|  | INCB |  |  |  |  |  |  |  |  |  |  |  |  | 5 C | 2 | 1 | $B+1 \rightarrow B$ | - | - | $\uparrow$ |  | (5) | - |
| Load Acmitr | ldas | 86 | 2 | 2 | 96 | 3 | 2 | A6 | 5 | 2 | B6 | 4 | 3 |  |  |  | $\mathrm{M} \rightarrow \mathrm{A}$ | - | - | $t$ |  | R | - |
|  | loab | c6 | 2 | 2 | D6 | 3 | 2 | E6 | 5 | 2 | F6 | 4 | 3 |  |  |  | $M \rightarrow B$ | - | - | $\downarrow$ | 1 | R | - |
| Or, Inclusive | ORAA | 8A | 2 | 2 | 9A | 3 | 2 | AA | 5 | 2 | BA | 4 | 3 |  |  |  | $A+M \rightarrow A$ | - | - | $t$ | $\pm$ | R | - |
|  | orab | CA | 2 | 2 | DA | 3 | 2 | EA | 5 | 2 | FA | 4 | 3 |  |  |  | $B+M \rightarrow B$ | - | - | $t$ | 1 | R | - |
| Push Data | PSHA |  |  |  |  |  |  |  |  |  |  |  |  | 36 | 4 | 1 | $\mathrm{A} \rightarrow$ MSP, SP-1 $\rightarrow$ SP | - | - | - | - | - | - |
|  | PSHB |  |  |  |  |  |  |  |  |  |  |  |  | 37 | 4 | 1 | $\mathrm{B} \rightarrow \mathrm{MSP}_{\text {P }} \mathrm{SP}-1 \rightarrow$ SP | - | - | - | - | - | $\bullet$ |
| Pull Data | PULA |  |  |  |  |  |  |  |  |  |  |  |  | 32 | 4 | 1 | SP $+1 \rightarrow$ SP, MSP $\rightarrow$ A | - | - | - | - | - | - |
|  | PULB |  |  |  |  |  |  |  |  |  |  |  |  | 33 | 4 | 1 | $\mathrm{SP}+1 \rightarrow \mathrm{SP}, \mathrm{MSP} \rightarrow \mathrm{B}$ | - | - | - | - | $\bullet$ | - |
| Rotate Left | ROL |  |  |  |  |  |  | 69 | 7 | 2 | 79 | 6 | 3 |  |  |  | M / | - | - | 1 | 1 | (6) | 1 |
|  | ROLA |  |  |  |  |  |  |  |  |  |  |  |  | 49 | 2 | 1 | A $\square_{\square}^{\square} \leftarrow \square \square \square \square$ | - | - | $\uparrow$ | $\downarrow$ | (6) | $\pm$ |
|  | ROLB |  |  |  |  |  |  |  |  |  |  |  |  | 59 | 2 | 1 | B ${ }^{\text {c }}$ | - | - | $\downarrow$ | $\uparrow$ | (6) | 1 |
| Rotate Right | ROR |  |  |  |  |  |  | 66 | 7 | 2 | 76 | 6 | 3 |  |  |  | ${ }^{\mathrm{M}}$ | - | - | 1 | $t$ | (6) | $t$ |
|  | rora |  |  |  |  |  |  |  |  |  |  |  |  | 46 | 2 | 1 |  | - | - | 1 | $t$ | (6) | $t$ |
|  | RORB |  |  |  |  |  |  |  |  |  |  |  |  | 56 | 2 | 1 | B ${ }^{\text {b7 }} \rightarrow{ }^{\text {c }}$ | - | - | $\downarrow$ | $\uparrow$ | (6) | $t$ |
| Shift Left, Arithmetic | ASL |  |  |  |  |  |  | 68 | 7 | 2 | 78 | 6 | 3 |  |  |  | M | - | - | 1 | $t$ | (6) | $t$ |
|  | ASLA |  |  |  |  |  |  |  |  |  |  |  |  | 48 | 2 | 1 |  | - | - | $\downarrow$ | $\uparrow$ | (6) | 1 |
|  | ASLB |  |  |  |  |  |  |  |  |  |  |  |  | 58 | 2 | 1 | B ${ }^{\text {a }}$ | - | - | 1 | $\uparrow$ | (6) | 1 |
| Shift Right, Arithmetic | ASR |  |  |  |  |  |  | 67 | 7 | 2 | 77 | 6 | 3 |  |  |  | M ) $\rightarrow$ | - | - | $\downarrow$ | 1 | (6) | $\uparrow$ |
|  | ASRA |  |  |  |  |  |  |  |  |  |  |  |  | 47 | 2 | 1 |  | - | $\bullet$ | 1 | $\downarrow$ | (6) | 1 |
|  | ASRB |  |  |  |  |  |  |  |  |  |  |  |  | 57 | 2 | 1 |  | - | - | $\downarrow$ | $\uparrow$ | (6) | 1 |
| Shift Right, Logic. | LSR |  |  |  |  |  |  | 64 | 7 | 2 | 74 | 6 | 3 |  |  |  | $\mathrm{M} \times \rightarrow$ | - | - | R | 1 | (6) | $t$ |
|  | LSRA |  |  |  |  |  |  |  |  |  |  |  |  | 44 | 2 | 1 |  | - |  | R | 1 | (6) | 1 |
|  | LSRB |  |  |  |  |  |  |  |  |  |  |  |  | 54 | 2 | 1 | B ${ }^{\text {b7 }}$ | - |  | R | $\downarrow$ | (6) | $\downarrow$ |
| Store Acmitr. | STAA |  |  |  | 97 | 4 | 2 | A7 | 6 | 2 | B7 | 5 | 3 |  |  |  | $A \rightarrow M$ | - | - | $\uparrow$ | $\uparrow$ | R | - |
|  | StAB |  |  |  | D7 | 4 | 2 | E7 | 6 | 2 | F7 | 5 | 3 |  |  |  | $\mathrm{B} \rightarrow \mathrm{M}$ | - | - | $\ddagger$ | 1 | R | - |
| Subtract | SUBA | 80 | 2 | 2 | 90 | 3 | 2 | AO | 5 | 2 | B0 | 4 | 3 |  |  |  | $A-M \rightarrow A$ | - | - | $\uparrow$ | $\uparrow$ | $\pm$ | 1 |
|  | SUBB | co | 2 | 2 | 00 | 3 | 2 | E0 | 5 | 2 | F0 | 4 | 3 |  |  |  | $B-M \rightarrow B$ | - | - | $\uparrow$ | $\uparrow$ | $\pm$ | $\downarrow$ |
| Subtr. with Carry | SBA |  |  |  |  |  |  |  |  |  |  |  |  | 10 | 2 | 1 | $A-B \rightarrow A$ | - | - | 1 | $\uparrow$ | $\downarrow$ | $\uparrow$ |
|  | SBCA | 82 | 2 | 2 | 92 | 3 | 2 | A2 | 5 | 2 | B2 | 4 | 3 |  |  |  | $A-M-C \rightarrow A$ | - | - | $\downarrow$ | $\uparrow$ | $\downarrow$ | $\uparrow$ |
|  | SBCB | C2 | 2 | 2 | 02 | 3 | 2 | E2 | 5 | 2 | F2 | 4 | 3 |  |  |  | $B-M-C \rightarrow B$ | - | - | 1 | 1 | $\ddagger$ | 1 |
| Transfer Acmitrs | TAB |  |  |  |  |  |  |  |  |  |  |  |  | 16 | 2 | 1 | $A \rightarrow B$ | - | - | $\downarrow$ | 1 | R | - |
|  | tba |  |  |  |  |  |  |  |  |  |  |  |  | 17 | 2 | 1 | $B \rightarrow A$ | $\bullet$ | - | $\downarrow$ | $\uparrow$ | R | - |
| Test, Zero or Minus | TST |  |  |  |  |  |  | 60 | 7 | 2 | 70 | 6 | 3 |  |  |  | M - 00 | - | - | $\downarrow$ | 1 | R | R |
|  | TSTA |  |  |  |  |  |  |  |  |  |  |  |  | 40 | 2 | 1 | A - 00 | - | - | $\pm$ | $\downarrow$ | R | R |
|  | . TSTB |  |  |  |  |  |  |  |  |  |  |  |  | 50 | 2 | 1 | B-00 | $\bullet$ | $\bullet$ | 1 | $\downarrow$ | R | R |



FIGURE 1-3-1 (continued)

The MC6800 instructions are described in detail in the M6800 Programming Manual. This Section will provide a brief introduction and discuss their use in developing MC6800 control programs.

The instruction set is shown in summary form in Figure 1-3-1. Microprocessor instructions are often divided into three general classifications: (1) memory reference, so called because they operate on specific memory locations; (2) operating instructions that function without needing a memory reference; (3) I/O instructions for transferring data between the microprocessor and peripheral devices.

In many instances, the MC6800 performs the same operation on both its internal accumulators and the external memory locations. In addition, the M6800 interfaces adapters (PIA and ACIA) allow the MPU to treat peripheral devices exactly like other memory locations, hence, no I/O instructions as such are required. Because of these features, other classifications are more suitable for introducing the MC6800's instruction set: (1) Accumulator and memory operations; (2) Program control operations; (3) Condition Code Register operations.

## 1-3.1 CONDITION CODE REGISTER OPERATIONS

The Condition Code Register (CCR), also called the Program Status Byte, will be described first since it is affected by many of the other instructions as well as the specific operations shown in Figure 1-3.1-2. The CCR is a 6 -bit register within the MPU that is useful in controlling program flow during system operation. The bits are defined in Figure 1-3.1-1.

The instructions shown in Figure 1-3.1-2 are available to the user for direct manipulation of the CCR. In addition, the MPU automatically sets or clears the appropriate status bits as many of the other instructions are executed. The effect of those instructions on the condition code register will be indicated as they are introduced and is also included in the Instruction Set Summary of Figure 1-3-1.

| $\mathrm{b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| H I N Z V |  |  |  |  |  |

$$
\left.\left.\begin{array}{rl}
H= & \text { Half-carry; set whenever a carry from } b_{3} \text { to } b_{4} \text { of the result is generated } \\
& \text { by ADD, ABA, ADC; cleared if no } b_{3} \text { to } b_{4} \text { carry; not affected by other } \\
& \text { instructions. }
\end{array}\right\}=\begin{array}{l}
\text { Interrupt Mask; set by hardware or software interrupt or SEI instruction; } \\
\\
\\
\\
\\
\\
\text { Reared by } C L I \text { instruction. (Normally not used in arithmetic operations.) } \\
\text { stacked is low. }
\end{array}\right\}
$$

FIGURE 1-3.1-1. Condition Code Register Bit Definition

| CONDITIONS CODE REGISTER |  | BOOLEAN OPERATION | 5 | 4 | 3 | 2 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OPERATIONS | MNEMONIC |  | H | 1 | N | Z | V | C |
| Clear Carry | CLC | $0 \rightarrow$ C | $\bullet$ | - | $\bullet$ |  | $\bullet$ | R |
| Clear Interrupt Mask | CLI | $0 \rightarrow 1$ | $\bullet$ | R | $\bullet$ |  | $\bullet$ | - |
| Clear Overflow | CLV | $0 \rightarrow \mathrm{~V}$ | $\bullet$ | $\bullet$ | $\bullet$ |  | R | $\bullet$ |
| Set Carry | SEC | $1 \rightarrow C$ | - | - | $\bullet$ |  | $\bullet$ | S |
| Set Interrupt Mask | SEI | $1 \rightarrow 1$ | $\bullet$ | S | $\bullet$ |  | $\bullet$ | $\bullet$ |
| Set Overflow | SEV | $1 \rightarrow \mathrm{~V}$ | - | - | - |  | S | - |
| Acmltr A $\rightarrow$ CCR | TAP | A $\rightarrow$ CCR |  |  |  |  |  |  |
| CCR $\rightarrow$ Acmltr $A$ | TPA | CCR $\rightarrow$ A | - | $\bullet$ | $\bullet$ |  | - | - |

R $=$ Reset
$S=$ Set

- = Not affected
(1) (ALL) Set according to the contents of Accumulator A.

FIGURE 1-3.1-2. Condition Code Register Instructions

## 1-3.2 NUMBER SYSTEMS

Effective use of many of the instructions depends on the interpretation given to numerical data, that is, what number system is being used? For example, the ALU always performs standard binary addition of two eight bit numbers using the 2 's complement number system to represent both positive and negative numbers. However, the MPU instruction set and hardware flags permit arithmetic operation using any of four different representations for the numbers:
(1) Each byte can be interpreted as a signed 2 's complement number in the range -128 to +127 :

|  | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{\mathbf{2}}$ | $\mathrm{b}_{\mathbf{1}}$ | $\mathrm{b}_{\mathbf{0}}$ |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $(-128$ in 2 's complement $)$ |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(-1$ in 2 's complement $)$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $(0$ in 2 's complement $)$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | $(+1$ in 2 's complement $)$ |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(+127$ in 2 's complement $)$ |

(2) Each byte can be interpreted as a signed binary number in the range -127 to +127 :

|  | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(-127$ in signed binary $)$ |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | $(-1$ in signed binary $)$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $(0$ in signed binary $)$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | $(+1$ in signed binary $)$ |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(+127$ in signed binary $)$ |

(3) Each byte can be interpreted as an unsigned binary number in the range 0 to 255 :

| $2^{7}$ | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $(0$ in unsigned binary $)$ |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | (255 in unsigned binary) |

(4) Each byte can be thought of as containing two 4-bit binary coded decimal (BCD) numbers. With this interpretation, each byte can represent numbers in the range 0 to 99 :

| $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (BCD 0) |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | (BCD 27) |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | (BCD 99) |

The two's complement representation for positive numbers is obtained simply by adding a zero (sign bit) as the next higher significant bit position:

| $2^{7}$ | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{a}_{7}$ | $\mathrm{a}_{6}$ | $\mathrm{a}_{5}$ | $\mathrm{a}_{4}$ | $\mathrm{a}_{3}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{1}$ | $\mathrm{a}_{0}$ |  |
|  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | (binary 127) |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | (+127 in 2's complement representation) |
|  |  |  |  |  |  |  |  |  |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 1 | (binary 1) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | (+1 in 2's complement representation) |

When the negative of a number is required for an arithmetic operation, it is formed by first complementing each bit position of the positive representation and then adding one.

|  | 64 | 32 | 16 | 8 | 4 | 2 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{a}_{7}$ | a6 | $\mathrm{a}_{5}$ | $\mathrm{a}_{4}$ | a3 | $\mathrm{a}_{2}$ | $a_{1}$ | ao |  |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | ( +127 in 2's complement representation) |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (1's complement) |
|  |  |  |  |  |  |  | 1 | (add one) |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | (-127 in 2's complement representation) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (0 in 2's complement representation) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | (1's complement) |
|  |  |  |  |  |  |  | 1 | (add one) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (" 0 "' is same in either notation) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | ( +1 in 2 's complement representation) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | (1's complement) |
|  |  |  |  |  |  |  | 1 | (add one) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | ( -1 in 2 's complement representation) |

Note that while +127 is the largest positive two's complement number that can be formed with 8 digits, the largest negative two's complement number is 10000000 or -128 . Hence, with this number system, an eight bit byte can represent integers on the real number line between -128 and +127 and a7 can be regarded as a sign bit; if $\mathrm{a}_{7}$ is zero the number is positive, if $\mathrm{a}_{7}$ is one the number is negative:


Since much of the literature on arithmetic operations presents the information in terms of signed binary numbers, the difference between 2's complement and signed binary notation is of interest. Signed binary number notation also uses the most significant digit as a sign bit ( 0 for positive, 1 for negative). The remaining bits represent the magnitude as a binary number.

| $\pm$ | 64 | 32 | 16 | 8 | 4 | 2 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{a}_{7}$ | $\mathrm{a}_{6}$ | $\mathrm{a}_{5}$ | $\mathrm{a}_{4}$ | $\mathrm{a}_{3}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{1}$ | $\mathrm{a}_{0}$ |  |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(-127$ in signed binary $)$ |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | $(-1$ in signed binary $)$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $(0$ in signed binary $)$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | $(+1$ in signed binary $)$ |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(+127$ in signed binary $)$ |

An 8-bit byte in this notation represents integers on the real number line between -127 and +127 :


Comparing this to the 2 's complement representation, the positive numbers are identical and the negative numbers are reversed, i.e., -127 in 2 's complement is -1 in signed binary and vice versa. In normal programming of the MPU, the difference causes no particular problem since numerical data is automatically converted to the correct format during assembly of the program source statements. However, if during system operation, incoming data is in signed binary format, the program should provide for conversion. This is easily done by first complementing each bit of the signed binary number except the sign bit and then adding one:

| $\pm$ | 64 | 32 | 16 | 8 | 4 | 2 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{a}_{7}$ | $\mathrm{a}_{6}$ | $\mathrm{a}_{5}$ | $\mathrm{a}_{4}$ | $\mathrm{a}_{3}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{1}$ | $\mathrm{a}_{0}$ |  |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | ( -127 in signed binary) |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (1's complement except for sign bit) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | (add 1) |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | ( -127 in 2's complement) |

The MPU instruction set provides for a simple conversion routine. For example, the following program steps can be used:
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CONVRT
.
This routine assumes that the signed binary data is stored in accumulator A (ACCA). The program tests the sign bit and if the number is negative ( $\mathrm{N}=1$ ) performs the required conversion. The contents of ACCA and the N bit of the Condition Code Register would be as follows after each step of a typical conversion:

| Instr | N | $\mathrm{a}_{7}$ | $\mathrm{a}_{6}$ | $\mathrm{a}_{5}$ | $\mathrm{a}_{4}$ | $\mathrm{a}_{3}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{1}$ | $\mathrm{a}_{0}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| TSTA | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | ( -113 in signed binary) |
| BPL NEXT | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 |  |
| NEGA | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | (2's complement of ACCA) |
| ORAA \#\% 10000000 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | $(-113$ in 2's complement $)$ |

Note that the sign bit status, N , is updated as the NEG and ORA instructions are executed. This is typical for many of the instructions; the Condition Code Register is automatically updated as the instruction is executed.

## 1-3.3 ACCUMULATOR AND MEMORY OPERATIONS

For familiarization purposes, the Accumulator and Memory operations can be further subdivided into four categories: (1) Arithmetic Operations; (2) Logic Operations; (3) Data Testing; and (4) Data Handling.

## 1-3.3.1 Arithmetic Operations

The Arithmetic Instructions and their effect on the CCR are shown in Figure 1-3.3.1-1. The use of these instructions in performing arithmetic operations is discussed in Section 2-1.

COND. CODE REG.
BOOLEAN/ARITHMETIC OPERATION
ACCUMULATOR AND MEMORY

| ACCUMULATOR | ACCUMULATOR ANO MEMORY | (All register labels refer to contents) | 5 | 4 | 3 | 2 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OPERATIONS | MNEMON |  | H | 1 | N | Z | v | C |
| Add | ADDA | $A+M \rightarrow A$ | $\downarrow$ | - | $\uparrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
|  | ADDB | $B+M \rightarrow B$ | $\uparrow$ | - | 1 | $\uparrow$ | $\downarrow$ | $\uparrow$ |
| Add Acmltrs | ABA | $A+B \rightarrow A$ | $\uparrow$ | - | 1 | $\downarrow$ | 1 | $\uparrow$ |
| Add with Carry | ADCA | $A+M+C \rightarrow A$ | $\downarrow$ | - | $\downarrow$ | $\downarrow$ | 1 | $\downarrow$ |
|  | ADCB | $B+M+C \rightarrow B$ | $\uparrow$ | - | $\uparrow$ | $\downarrow$ | 1 | $\downarrow$ |
| Complement, 2's (Negate) | NEG | $00-M \rightarrow M$ | - | - | $\uparrow$ | $\downarrow$ | (1) | (2) |
|  | NEGA | $00-\mathrm{A} \rightarrow \mathrm{A}$ | - | - | $\downarrow$ | $\downarrow$ | (1) | (2) |
|  | NEGB | $00-B \rightarrow B$ | - | - | $\uparrow$ | $\uparrow$ | (1) | (2) |
| Decimal Adjust, A | DAA | Converts Binary Add. of BCD Characters into BCD Format* | - | - | $\downarrow$ | $\uparrow$ | $\uparrow$ | (3) |
| Subtract | SUBA | $A-M \rightarrow A$ | - | - | $\uparrow$ | $\uparrow$ | $\downarrow$ | $\downarrow$ |
|  | SUBB | $B-M \rightarrow B$ | - | - | $\downarrow$ | $\downarrow$ | $\uparrow$ | $\downarrow$ |
| Subract Acmitrs. | SBA | $A-B \rightarrow A$ | - | - | $\downarrow$ | $\downarrow$ | $\uparrow$ | $\uparrow$ |
| Subtr. with Carry | SBCA | $A-M-C \rightarrow A$ | - | - | $\downarrow$ | $\downarrow$ | $\uparrow$ | $\downarrow$ |
|  | SBCB | $B-M-C \rightarrow B$ | $\bullet$ | - | $\uparrow$ | $\uparrow$ | $\uparrow$ | $\downarrow$ |

*Used after $A B A, A D C$, and $A D D$ in $B C D$ arithmetic operation; each 8 -bit byte regarded as containing two 4 -bit BCD numbers. DAA adds 0110 to lower half-byte if least significant number $>1001$ or if preceding instruction caused a Half-carry. Adds 0110 to upper half-byte if most significant number $>1001$ or if preceding instruction caused a Carry. Also adds 0110 to upper half-byte if least significant number $>1001$ and most significant number $=9$.
(Bit set if test is true and cleared otherwise)
(1)
(Bit V) Test: Result $=\mathbf{1 0 0 0 0 0 0 0}$ ?
(2)
(Bit C) Test: Result $=00000000$ ?
(3) (Bit C) Test: Decimal value of most significant BCD Character greater than nine? (Not cleared if previously set.)

FIGURE 1-3.3.1-1. Arithmetic Instructions

## 1-3.3.2 Logic Operations

The Logic Instructions and their effect on the CCR are shown in Figure 1-3.3.2-1. Note that the Complement (COM) instruction applies to memory locations as well as both accumulators.

## 1-3.3.3 Data Test Operations

The Data Test instructions are shown in Figure 1-3.3.3-1. Bit Test (BIT) is useful for updating the CCR as if the AND function was executed but does not change the contents of the accumulator. The Test (TST) instruction also operates directly on memory and updates the CCR as if a comparison (CMP) to zero had been executed.

## 1-3.3.4 Data Handling Operations

The Data Handling instructions are summarized in Figure 1-3.3.4-1. Note that the Clear (CLR), Decrement (DEC), Increment (INC), and Shift/Rotate instructions all operate directly on memory and update the CCR accordingly.

## 1-3.4 PROGRAM CONTROL OPERATIONS

Program Control operation can be subdivided into two categories: (1) Index Register/Stack Pointer instructions; (2) Jump and Branch operations.

## 1-3.4.1 Index Register/Stack Pointer Operations

The instructions for direct operation on the MPU's Index Register and Stack Pointer are summarized in Figure 1-3.4.1-1 Decrement (DEX, DES), increment (INX, INS), load (LDX, LDS), and store (STX, STS) instructions are provided for both. The Compare instruction, CPX, can be used to compare the Index Register to a 16 -bit value and update the Condition Code Register accordingly.

The TSX instruction causes the Index Register to be loaded with the address of the last data byte put onto the "stack". The TXS instruction loads the Stack Pointer with a value equal to one less than the current contents of the Index Register. This causes the next byte to be pulled from the "stack" to come from the location indicated by the Index Register. The utility of these two instructions can be clarified by describing the "stack" concept relative to the M6800 system.

The "stack" can be thought of as a sequential list of data stored in the MPU's read/write memory. The Stack Pointer contains a 16 -bit memory address that is used to access the list from one end on a last-in-first-out (LIFO) basis in contrast to the random access mode used by the MPU's other addressing modes.

The M6800 instruction set and interrupt structure allow extensive use of the stack concept for efficient handling of data movement, subroutines and interrupts. The instructions can be used to establish one or more "stacks"' anywhere in read/write memory. Stack length is limited only by the amount of memory that is made available.

| ACCUMULATOR AND MEMORY |  | BOOLEAN/ARITHMETIC OPERATION <br> (All register labels refer to contents) | COND. CODE REG. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| OPERATIONS | MNEMONIC |  | H | 1 | N | Z | v | C |
| And | ANDA |  | $A \bullet M \rightarrow A$ | $\bullet$ | $\bullet$ | $\uparrow$ | $\downarrow$ | R | $\bullet$ |
|  | ANDB | $B \bullet M \rightarrow B$ | - | - | $\uparrow$ | $\uparrow$ | R | $\bullet$ |
| Complement, 1's | COM | $\bar{M} \rightarrow M$ | $\bullet$ | - | $\downarrow$ | $\uparrow$ | R | S |
|  | COMA | $\overline{\mathrm{A}} \rightarrow \mathrm{A}$ | - | - | $\uparrow$ | $\uparrow$ | R | S |
|  | COMB | $\bar{B} \rightarrow B$ | - | - | $\downarrow$ | $\downarrow$ | R | S |
| Exclusive 0 R | EORA | $A \oplus M \rightarrow A$ | - | - | $\downarrow$ | $\downarrow$ | R | $\bullet$ |
|  | EORB | $B \oplus M \rightarrow B$ | - | - | $\downarrow$ | $\downarrow$ | R | $\bullet$ |
| Or, Inclusive | ORA | $A+M \rightarrow A$ | - | - | $\uparrow$ | $\uparrow$ | R | - |
|  | ORB | $B+M \rightarrow B$ | - | - | $\uparrow$ | $\uparrow$ | R | - |

FIGURE 1-3.3.2-1. Logic Instructions

| ACCUMULATOR AND MEMORY |  | BOOLEAN/ARITHMETIC OPERATION | COND. CODE REG. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| OPERATIONS | MNEMONIC |  | refer to contents) | H | 1 | N | Z | $v$ | C |
| Bit Test | BITA | $A \bullet M$ | - | $\bullet$ | $\downarrow$ | $\uparrow$ | R | $\bullet$ |
|  | BITB | $B \bullet M$ | - | - | $\downarrow$ | $\uparrow$ | R | - |
| Compare | CMPA | $A-M$ | - | - | $\downarrow$ | $\uparrow$ | $\downarrow$ | $\downarrow$ |
|  | CMPB | $B-M$ | - | - | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |
| Compare Acmitrs | CBA | A-B | - | - | $\uparrow$ | $\uparrow$ | $\downarrow$ | $\uparrow$ |
| Test, Zero or Minus | TST | M - 00 | - | - | $\downarrow$ | $\downarrow$ | R | R |
|  | TSTA | A - 00 | - | - | $\downarrow$ | $\uparrow$ | R | R |
|  | TSTB | B -00 | - | - | $\downarrow$ | 1 | R | R |

FIGURE 1-3.3.3-1. Data Test Instructions

| ACCUMULATOR AND MEMORY |  | BOOLEAN/ARITHMETIC OPERATION <br> (All register labels refer to contents) | . CODE REG |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| OPERATIONS | MNEMONIC |  | H | 1 | $N$ | Z | v | C |
| Clear | CLR |  | $00 \rightarrow M$ | - | - | R | S | R | R |
|  | CLRA | $00 \rightarrow A$ | - | - | R | S | R | R |
|  | CLRB | $00 \rightarrow B$ | - | - | R | S | R | R |
| Decrement | DEC | $\mathrm{M}-1 \rightarrow \mathrm{M}$ | $\bullet$ | - | $\downarrow$ | $\downarrow$ | (4) |  |
|  | DECA | $\mathrm{A}-1 \rightarrow \mathrm{~A}$ | - | - | $\downarrow$ | $\downarrow$ | (4) |  |
|  | DECB | $B-1 \rightarrow B$ | - | - | $\uparrow$ | $\downarrow$ | (4) |  |
| Increment | INC | $M+1 \rightarrow M$ | - | - | $\uparrow$ | $\uparrow$ | (5) |  |
|  | INCA | $A+1 \rightarrow A$ | - | - | $\downarrow$ | $\uparrow$ (5) |  |  |
|  | INCB | $B+1 \rightarrow B$ | - | - | $\uparrow$ | $\uparrow$ (5) |  | - |
| Load Acmltr | LDAA | $\mathrm{M} \rightarrow \mathrm{A}$ | $\bullet$ | $\bullet$ | $\uparrow$ | $\downarrow$ R |  | - |
|  | LDAB | $M \rightarrow B$ | - | - | $\downarrow$ | $\uparrow$ | R |  |
| Push Data | PSHA | $A \rightarrow M_{S P}, S P-1 \rightarrow S P$ | - | - | - | - | - | - |
|  | PSHB | $\mathrm{B} \rightarrow \mathrm{MSP}_{\text {P }} \mathrm{SP}-1 \rightarrow \mathrm{SP}$ | - | - | - | - | - | $\bullet$ |
| Pull Data | PULA | $S P+1 \rightarrow S P, M_{S P} \rightarrow A$ | - | - | - | - | - | $\bullet$ |
|  | PULB |  | $\bullet$ | - | - | $\bullet$ | - |  |
| Rotate Left | ROL | M | - | - | $\uparrow$ | 1 | (6) |  |
|  | ROLA |  | - | - | $\downarrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | ROLB | B ${ }^{\text {c }}$ C $\mathrm{b}_{7} \leftarrow \mathrm{~b}_{0}$ | - | - | $\downarrow$ | $\downarrow$ | (6) |  |
| Rotate Right | ROR | M$A$ | - | - | $\downarrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | RORA |  | - |  | $\downarrow$ | $\downarrow$ | (6) |  |
|  | RORB | B $\quad$ C $b_{7} \rightarrow b_{0}$ | - | - | $\downarrow$ | $\uparrow$ | (6) |  |
| Shift Left, Arithmetic | ASL |  | - | - | $\downarrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | ASLA |  | - | - | $\downarrow$ | $\downarrow$ | (6) |  |
|  | ASLB | B $\begin{array}{llll}\text { C } & b_{7} & b_{0}\end{array}$ | - | - | $\uparrow$ | $\uparrow$ | (6) |  |
| Shift Right, Arithmetic | ASR | M $\rightarrow$ $\square$ | - | - | $\downarrow$ | $\downarrow$ | (6) | $\uparrow$ |
|  | ASRA | $\underset{b_{7}}{L_{b}} \rightarrow \square_{\mathrm{b}}^{\square}$ |  | - | $\downarrow$ | $\uparrow$ | (6) |  |
|  | ASRB | B | - | - | $\downarrow$ |  |  | $\downarrow$ $\downarrow$ |
| Shift Right, Logic. | LSR | $\left.\begin{array}{l} \text { M } \\ \text { A } \end{array}\right\} \quad 0 \rightarrow \underset{b_{7}}{\square \square_{0}} \rightarrow \underset{C}{\square}$ | - - | - | R | $\uparrow$ | (6) | $\downarrow$ |
|  | LSRA |  |  | - | R | $\downarrow$ | (6) | $\downarrow$ $\downarrow$ |
|  | LSRB |  |  | - | R | $\downarrow$ | (6) | $\stackrel{+}{1}$ |
| Store Acmltr. | STAA | $A \rightarrow M$ | - | - | $\downarrow$ | $\downarrow$ | R |  |
|  | STAB | $B \rightarrow M$ | $\bullet$ | $\left\lvert\, \begin{aligned} & \bullet \\ & \bullet \\ & \bullet \end{aligned}\right.$ | $\begin{aligned} & \uparrow \\ & \uparrow \\ & \uparrow \\ & \uparrow \end{aligned}$ | $\downarrow$ | R | $\bullet$ |
| Transfer Acmltrs | TAB | $\begin{aligned} & A \rightarrow B \\ & B \rightarrow A \end{aligned}$ | - |  |  |  | R |  |
|  | TBA |  |  |  |  |  | R |  |

(4) (Bit V) Test: Operand $=\mathbf{1 0 0 0 0 0 0 0}$ prior to execution?
(5) (Bit V) Test: Operand $=01111111$ prior to execution?
(6) (Bit V) Test: Set equal to result of $N \oplus \mathbf{C}$ after shift has occurred.

FIGURE 1-3.3.4-1. Data Handling Instructions

| INDEX REGISTER AND STACK |  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| POINTER OPERATIONS | MNEMONIC | BOOLEAN/ARITHMETIC OPERATION | H | 1 | N | 2 | $v$ | C |
| Compare Index Reg | CPX | $\left(X_{H} / X_{L}\right)-(M / M+1)$ | - | $\bullet$ | (1) | $\uparrow$ | (2) | $\bullet$ |
| Decrement Index Reg | DEX | $x-1 \rightarrow X$ | - | - | - | $\downarrow$ | - | - |
| Decrement Stack Pntr | DES | SP-1 $\rightarrow$ SP | - | - | - | - | - | - |
| Increment Index Reg | INX | $X+1 \rightarrow X$ | - | - | - | $\downarrow$ | - | - |
| Increment Stack Pntr | INS | $S P+1 \rightarrow S P$ | - | - | - | - | - | - |
| Load Index Reg | LDX | $M \rightarrow X_{H},(M+1) \rightarrow X_{L}$ | - | $\bullet$ | (3) | $\downarrow$ | R | - |
| Load Stack Pntr | LDS | $\mathrm{M} \rightarrow \mathrm{SP}_{\mathrm{H}}(\mathrm{M}+1) \rightarrow$ SP $\mathrm{L}_{\mathrm{L}}$ | - | $\bullet$ | (3) | $\downarrow$ | R | - |
| Store Index Reg | STX | $X_{H} \rightarrow M, X_{L} \rightarrow(M+1)$ | - | - | (3) | $\downarrow$ | R | - |
| Store Stack Pntr | STS | $S P_{H} \rightarrow M, S P_{L} \rightarrow(M+1)$ | - | - | (3) | $\downarrow$ | R | - |
| Indx Reg $\rightarrow$ Stack Pintr | TXS | $\mathrm{X}-1 \rightarrow \mathrm{SP}$ | $\bullet$ | - | - | - | - | - |
| Stack Pntr $\rightarrow$ Indx Reg | TSX | SP + $1 \rightarrow X$ | - | - | - | - | - | - |

(1) (Bit N) Test: Sign bit of most significant (MS) byte of result $=1$ ?
(2) (Bit V) Test: 2's complement overflow from subtraction of LS bytes?
(3) (Bit N) Test: Result less than zero? (Bit $15=1$ )

FIGURE 1-3.4.1-1. Index Register and Stack Pointer Instructions

Operation of the Stack Pointer with the Push and Pull instructions is illustrated in Figures 1-3.4.1-2 \& 1-3.4.1-3. The Push instruction (PSHA) causes the contents of the indicated accumulator (A in this example) to be stored in memory at the location indicated by the Stack Pointer. The Stack Pointer is automatically decremented by one following the storage operation and is 'pointing' to the next empty stack location. The


FIGURE 1-3.4.1-2. Stack Operation, Push Instruction


FIGURE 1-3.4.1-3. Stack Operation, Pull Instruction

| JUMP AND BRANCH OPERATIONS |  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MNEMONIC | BRANCH TEST | H | 1 | $N$ | Z | v | C |
| Branch Always | BRA | None | $\bullet$ | - | $\bullet$ | - | - | $\bullet$ |
| Branch If Carry Clear | BCC | $\mathrm{C}=0$ | $\bullet$ | - | - | - | - | - |
| Branch If Carry Set | BCS | $C=1$ | - | - | - | - | - | - |
| Branch If = Zero | BEO | $\mathrm{Z}=1$ | $\bullet$ | - | $\bullet$ | - | - | - |
| Branch If $\geqslant$ Zero | BGE | $N \oplus \mathrm{~V}=0$ | - | - | $\bullet$ | - | - | - |
| Branch If $>$ Zero | BGT | $\mathrm{Z}+(\mathrm{N} \oplus \mathrm{V})=0$ | - | - | - | - | - | - |
| Branch If Higher | BHI | $C+z=0$ | - | - | - | - | - | - |
| Branch If $\leqslant$ Zero | BLE | $\mathrm{Z}+(\mathrm{N} * V)=\mathbf{i}$ | - | - | - | - | - | - |
| Branch If Lower Or Same | BLS | $C+Z=1$ | - | - | - | - | - | $\bullet$ |
| Branch If $<$ Zero | BLT | $N \oplus \mathrm{~V}=1$ | $\bullet$ | - | - | - | - | $\bullet$ |
| Branch If Minus | BMI | $N=1$ | - | - | - | - | - | - |
| Branch If Not Equal Zero | BNE | $\mathrm{Z}=0$ | - | - | - | - | - | $\bullet$ |
| Branch If Overflow Clear | BVC | $V=0$ | - | - | - | - | - | - |
| Branch If Overflow Set | BVS | $V=1$ | - | - | - | - | - | - |
| Branch If Plus | BPL | $N=0$ | - | - | - | - | - | $\bullet$ |
| Branch To Subroutine | BSR |  | - | - | - | - | - | - |
| Jump | JMP | See Special Operations | - | - | - | - | - | $\bullet$ |
| Jump To Subroutine | JSR |  | - | - | - | - | - | - |
| No Operation | NOP | Advances Prog. Cntr. Only |  | - |  |  | - | $\bullet$ |
| Return From Interrupt | RTI |  |  |  |  |  |  |  |
| Return From Subroutine | RTS |  | - | ${ }^{\bullet}$ | - | - | - | $\bullet$ |
| Software Interrupt | SWI | See special Operations | - | S | $\bullet$ | - | - | - |
| Wait for Interrupt | WAI |  | - | (2) | $\bullet$ | - | - | - |

[^1]Pull instruction (PULA or PULB) causes the last byte stacked to be loaded into the appropriate accumulator. The Stack Pointer is automatically incremented by one just prior to the data transfer so that it will point to the last byte stacked rather than the next empty location. Note that the PULL instruction does not "remove" the data from memory; in the example, 1A is still in location $(\mathrm{m}+1)$ following execution of PULA. A subsequent PUSH instruction would overwrite that location with the new "pushed" data.

Execution of the Branch to Subroutine (BSR) and Jump to Subroutine (JSR) instructions cause a return address to be saved on the stack as shown in Figures 1-3.4.2-3 through 1-3.4.2-5. The stack is decremented after each byte of the return address is pushed onto the stack. For both of these instructions, the return address is the memory location following the bytes of code that correspond to the BSR and JSR instruction. The code required for BSR or JSR may be either two or three bytes, depending on whether the JSR is in the indexed (two bytes) or the extended (three bytes) addressing mode. Before it is stacked, the Program Counter is automatically incremented the correct number of times to be pointing at the location of the next instruction. The Return from Subroutine instruction, RTS, causes the return address to be retrieved and loaded into the Program Counter as shown in Figure 1-3.4.2-6.

There are several operations that cause the status of the MPU to be saved on the stack. The Software Interrupt (SWI) and Wait for Interrupt (WAI) instructions as well as the maskable (IRQ) and non-maskable (NMI) hardware interrupts all cause the MPU's internal registers (except for the Stack Pointer itself) to be stacked as shown in Figure 1-3.4.2-7. MPU status is restored by the Return from Interrupt, RTI, as shown in Figure 1-3.4.2-8.

## 1-3.4.2 Jump and Branch Operations

The Jump and Branch instructions are summarized in Figure 1-3.4.2-1. These instructions are used to control the transfer of operation from one point to another in the control program.

The No Operation instruction, NOP, while included here, is a jump operation in a very limited sense. Its only effect is to increment the Program Counter by one. It is useful during program development as a "stand-in" for some other instruction that is to be determined during debug. It is also used for equalizing the execution time through alternate paths in a control program.

Execution of the Jump Instruction, JMP, and Branch Always, BRA, effects program flow as shown in Figure 1-3.4.2-2. When the MPU encounters the Jump (Indexed) instruction, it adds the offset to the value in the Index Register and uses the result as the address of the next instruction to be executed. In the extended addressing mode, the address of the next instruction to be executed is fetched from the two locations immediately following the JMP instruction. The Branch Always (BRA) instruction is similar to the JMP (extended) instruction except that the relative addressing mode applies and the branch is limited to the range within -125 or +127 bytes of the branch instruction itself (see Section 1-2.3.4 for a description of the addressing modes). The opcode for the BRA instruction requires one less byte than JMP (extended) but takes one more cycle to execute.

The effect on program flow for the Jump to Subroutine (JSR) and Branch to Subroutine (BSR) is shown in Figures 1-3.4.2-3 through 1-3.4.2-5. Note that the Program Counter is properly incremented to be pointing at the correct return address before it is stacked. Operation of the Branch to Subroutine and Jump to Subroutine (extended) instruction is similar except for the range. The BSR instruction requires less opcode than JSR ( 2 bytes versus 3 bytes) and also executes one cycle faster than JSR. The Return from Subroutine, RTS, is used at the end of a subroutine to return to the main program as indicated in Figure 1-3.4.2-6.

The effect of executing the Software Interrupt, SWI, and the Wait for Interrupt, WAI, and their

(a) Jump
(b) Branch

FIGURE 1-3.4.2-2. Program Flow for Jump and Branch Instructions



FIGURE 1-3.4.2-4. Program Flow for JSR (Extended)


FIGURE 1-3.4.2-5. Program Flow for JSR (Indexed)


FIGURE 1-3.4.2-6. Program Flow for RTS


FIGURE 1-3.4.2-7. Program Flow for Interrupts
relationship to the hardware interrupts is shown in Figure 1-3.4.2-7. SWI causes the MPU contents to be stacked and then fetches the starting address of the interrupt routine from the memory locations that respond to the addresses FFFA and FFFB. Note that as in the case of the subroutine instructions, the Program Counter is incremented to point at the correct return address before being stacked. The Return from Interrupt instruction, RTI, (Figure 1-3.4.2-8) is used at the end of an interrupt routine to restore control to the main program. The SWI instruction is useful for inserting break points in the control program, that is, it can be used to stop operation and put the MPU registers in memory where they can be examined. The WAI instruction is used to decrease the time required to service a hardware interrupt; it stacks the MPU contents and then waits for the interrupt to occur, effectively removing the stacking time from a hardware interrupt sequence.


FIGURE 1-3.4.2-8. Program Flow for RTI

| BMI | N=1 ; | BEO | $\mathrm{Z}=1$; |
| :---: | :---: | :---: | :---: |
| BPL | $N=\phi$; | BNE | $\mathrm{Z}=\boldsymbol{\phi}$; |
| BVC : | $\mathbf{V}=\phi$; | BCC | $\mathrm{C}=\phi$ |
| BVS | $\mathrm{V}=1$; | BCS | $\mathrm{C}=1$ |
| BHI | $\mathbf{C}+\mathrm{Z}=\phi$ | BLT | $N \oplus \mathbf{V}=1$ |
| BLS | $\mathrm{C}+\mathrm{Z}=1$ | BGE | $N \oplus \mathbf{V}=\boldsymbol{\phi}$ |
|  | BLE | $\mathrm{Z}+(\mathrm{N} \oplus \mathrm{V})=1$ | ; |
|  | BGT | $\mathrm{Z}+(\mathrm{N} \oplus \mathrm{V})=\phi$ | ; |

FIGURE 1-3.4.2-9. Conditional Branch Instructions
The conditional branch instructions, Figure 1-3.4.2-9, consist of seven pairs of complementary instructions. They are used to test the results of the preceding operation and either continue with the next instruction in sequence (test fails) or cause a branch to another point in the program (test succeeds).

Four of the pairs are used for simple tests of status bits $\mathrm{N}, \mathrm{Z}, \mathrm{V}$, and C :
(1) Branch On Minus (BMI) and Branch On Plus (BPL) tests the sign bit, N, to determine if the previous result was negative or positive, respectively.
(2) Branch On Equal (BEQ) and Branch On Not Equal (BNE) are used to test the zero status bit, Z, to determine whether or not the result of the previous operation was equal to zero. These two instructions are useful following a Compare (CMP) instruction to test for equality between an accumulator and the operand. They are also used following the Bit Test (BIT) to determine whether or not the same bit positions are set in an accumulator and the operand.
(3) Branch On Overflow Clear (BVC) and Branch On Overflow Set (BVS) tests the state of the V bit to determine if the previous operation caused an arithmetic overflow.
(4) Branch On Carry Clear (BCC) and Branch On Carry Set (BCS) tests the state of the $C$ bit to determine if the previous operation caused a carry to occur. BCC and BCS are useful for testing relative magnitude when the values being tested are regarded as unsigned binary numbers, that is, the values are in the range 00 (lowest) to FF (highest). BCC following a comparison (CMP) will cause a branch if the (unsigned) value in the accumulator is higher than or the same as the value of the operand. Conversely, BCS will cause a branch if the accumulator value is lower than the operand.

The fifth complementary pair, Branch On Higher (BHI) and Branch On Lower or Same (BLS) are in a sense complements to BCC and BCS. BHI tests for both C and $\mathrm{Z}=0$; if used following a CMP, it will cause a branch if the value in the accumulator is higher than the operand. Conversely, BLS will cause a branch if the unsigned binary value in the accumulator is lower than or the same as the operand.

The remaining two pairs are useful in testing results of operations in which the values are regarded as signed two's complement numbers. This differs from the unsigned binary case in the following sense: In unsigned, the orientation is higher or lower; in signed two's complement, the comparison is between larger or smaller where the range of values is between -128 and +127 (see Section 1-3.2 for a review of number systems).

Branch On Less Than Zero (BLT) and Branch On Greater Than Or Equal Zero (BGE) test the status bits for $\mathrm{N} \oplus \mathrm{V}=1$ and $\mathrm{N} \oplus \mathrm{V}=0$, respectively. BLT will always cause a branch following an operation in
which two negative numbers were added. In addition, it will cause a branch following a CMP in which the value in the accumulator was negative and the operand was positive. BLT will never cause a branch following a CMP in which the accumulator value was positive and the operand negative. BGE, the complement to BLT, will cause a branch following operations in which two positive values were added or in which the result was zero.

The last pair, Branch On Less Than Or Equal Zero (BLE) and Branch On Greater Than Zero (BGT) test the status bits for $Z+(N \oplus V)=1$ and $Z+(N \oplus V)=0$, respectively. The action of BLE is identical to that for BLT except that a branch will also occur if the result of the previous result was zero. Conversely, BGT is similar to BGE except that no branch will occur following a zero result.

## CHAPTER 2

## 2. PROGRAMMING TECHNIQUES

The objective of this Chapter is to present examples of programs and techniques that have been found useful in developing control programs for the MC6800 MPU. Much of the material in subsequent Chapters also covers programming methods. I/O techniques are discussed in Chapter 3. Chapter 5 is devoted to peripheral programming; Chapter 6 discusses system integration programming techniques. In this Chapter, the emphasis is on three programming areas: (1) arithmetic processing; (2) counter and delay operations; (3) use of the indexed addressing mode. In addition, Section 2-3 presents techniques for determining if a given program is usable and/or efficient for a particular application.

## 2-1 ARITHMETIC OPERATION

## 2-1.1 NUMBER SYSTEMS

The ALU always performs standard binary addition of two eight bit numbers with the numbers represented in 2's complement format. However, the MPU instruction set and hardware flags permit arithmetic operation using any of four different representations for the numbers:
(1) Each byte can be interpreted as a signed 2 's complement number in the range -127 to +127 :

| $\pm$ | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | ( -127 in 2's complement representation) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | ( -1 in 2's complement representation) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (0 in 2's complement representation) |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | ( +1 in 2's complement representation) |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | ( +127 in 2's complement representation) |

(2) Each byte can be interpreted as an unsigned binary number in the range 0 to 255 :

| $2^{7}$ | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (0 in unsigned binary) |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $(255$ in unsigned binary $)$ |

(3) Each byte contains one 4-bit BCD number in the 4 LSBITS, the 4 MS bits are zeros. This is referred to as unpacked $B C D$ and can represent numbers in the range of $0-9$ :

| $2^{7}$ | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{b}_{7}$ | $\mathrm{b}_{6}$ | $\mathrm{b}_{5}$ | $\mathrm{b}_{4}$ | $\mathrm{b}_{3}$ | $\mathrm{b}_{2}$ | $\mathrm{b}_{1}$ | $\mathrm{b}_{0}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (BCD 0) |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | (BCD 5) |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | (BCD 9) |

(4) Each byte can be thought of as containing two 4-bit binary coded decimal (BCD) numbers. With this interpretation, each byte can represent numbers in the range 0 to 99 :

| $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | (BCD 00) |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | (BCD 27) |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | (BCD 99) |

Each of these number systems will be illustrated with programming examples after the condition code flags and instruction set have been introduced in more detail.

## 2-1.2 THE CONDITION CODE REGISTER

During operation, the MPU sets (or clears) flags in a Condition Code Register as indicated in Table 2-1.2-1:

| $\mathrm{b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| H | I | N | Z | V | C |
| Condition Code Register |  |  |  |  |  |


I = Interrupt Mask; set by hardware interrupt or SEI instruction; cleared by CLI instruction. (Normally not used in arithmetic operations).
$\mathrm{N}=\underline{\text { Negative; set if high order bit }\left(\mathrm{b}_{7}\right) \text { of result is set; cleared otherwise } . ~ . ~ . ~}$
$Z=\underline{Z e r o}$; set if result $=0$; cleared otherwise.
$\mathrm{V}=\mathrm{o}$ Verflow; set if there was arithmetic overflow as a result of the operation; cleared otherwise. $\mathrm{C}=$ Carry; set if there was a carry from the most significant bit $\left(\mathrm{b}_{7}\right)$ of the result; cleared otherwise.

TABLE 2-1.2-1: Condition Code Register

## 2-1.3 OVERFLOW

The description of most of the condition code bits is straight forward. However, overflow requires clarification. Arithmetic overflow is an indication that the last operation resulted in a number beyond the $\pm 127$ range of an 8-bit byte. Overflow can be determined by examining the sign bits of the operands and the result as indicated in Table 2-1.2-1 where the results for addition of $\mathrm{A}+\mathrm{B}$ is shown.

| Row | $\mathrm{a}_{7}$ | $\mathrm{~b}_{7}$ | $\mathrm{r}_{7}$ | V |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 1 | 1 |
| 3 | 0 | 1 | 0 | 0 |
| 4 | 0 | 1 | 1 | 0 |
| 5 | 1 | 0 | 0 | 0 |
| 6 | 1 | 0 | 1 | 0 |
| 7 | 1 | 1 | 0 | 1 |
| 8 | 1 | 1 | 1 | 0 |$\quad(\mathrm{~A}+\mathrm{B})=\mathrm{R}$

TABLE 2-1.3-1: Overflow for Addition

If the sign bits of the operands, $a_{7} a^{2} b_{7}$, are different (rows 3 through 6 of the Table) no overflow can occur and the V flag is clear after the operation. If the operand sign bits are alike and the result exceeds the byte capacity, the sign bit of the result ( $\mathrm{r}_{7}$ ) will change and the overflow bit will be set. This is illustrated in the following example. The example follows actual ALU operation in that the starting number A is initially in the accumulator but is replaced by the result of the current operation.

| V | 7 | 6 | 5 | 4 | 3 | 2 |  | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 1 | 0 0 | $0$ | 0 | 0 0 | 1 | 1 | $0$ | $\mathrm{A}=+54$ <br> $B=-121$; (negative numbers are in 2 's complement |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | $\mathrm{R}_{0}=\mathrm{A}+\mathrm{B}=-67$; (signs of A \& B different; no overflow) |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 1 | $\mathrm{R}_{0}=-67$; |
|  | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | $\mathrm{B}=-33$; |
| 0 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | $R_{1}=R_{0}+B=-100$; (Signs alike but byte capacity not exceeded; no overflow) |
| V | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |  |
|  | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | $\mathrm{R}_{1}=-100 ;$ |
|  | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | $\mathrm{B}=-32$; |
| 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | $\mathrm{R}_{2}=+124$ (Signs of R1\& B alike and sign of result occurred) |

Here the capacity of the register has been exceeded and the result is +124 rather than -132 . Overflow is said to have occurred.

In subtraction operations, the possibility of overflow exists whenever the operands differ in sign. Overflow conditions For A - B are illustrated in Table 2-1.3-2.

| Row | $\mathrm{a}_{7}$ | $\overline{\mathrm{~b}_{7}}$ | $\mathrm{r}_{7}$ | V |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 0 | 1 | 1 |
| 3 | 0 | 1 | 0 | 0 |
| 4 | 0 | 1 | 1 | 0 |
| 5 | 1 | 0 | 0 | 0 |
| 6 | 1 | 0 | 1 | 0 |
| 7 | 1 | 1 | 0 | 1 |
| 8 | 1 | 1 | 1 | 0 |

TABLE 2-1.3-2: Overflow for Subtraction

Note that Table 2-1.3-2 is identical to the addition table except that $\mathrm{b}_{7}$ has been replaced by $\overline{\mathrm{b}_{7}}$. This is explained by the fact that the ALU performs subtraction by adding the negative of the subtrahend $B$ to the minuend $A$. Hence, the ALU first forms the 2 's complement of $B$ and then adds. The subtraction table with $b_{7}$ negated then
reflects the sign bits of two numbers that are to be added. If $\mathrm{a}_{7}$ and $\overline{\mathrm{b}_{7}}$ are alike, overflow will occur if the byte capacity is exceeded.

## 2-1.4 THE ARITHMETIC INSTRUCTIONS

Table 2-1.4-1 summarizes the instructions used primarily for arithmetic operations. The effect of each operation on memory and the MPU's Accumulators is shown along with how the result of each operation effects the Condition Code Register.

The carry bit is used as a carry for addition and as a borrow for subtraction and is added to the Accumulators with the Add With Carry Instructions and subtracted from the Accumulators in the Subtract With Carry instructions.

The Decimal Adjust instruction, DAA, is used in BCD addition to adjust the binary results of the ALU. Used following the operations, ABA, ADD, and ADC on BCD operands, DAA will adjust the contents of the accumulator and the $C$ bit to represent the correct BCD Sum.

Table 2-1.4-2 shows the details of the DAA instruction and how it affects and is effected by the Condition Code Register bits.

## 2-1.4.1 Use of Arithmetic Instructions

Typical use of the arithmetic instructions is illustrated in the following examples:

The ABA instruction adds the contents of ACCB to the contents of ACCA :

| ACCA | 10101010 | $(\$ \mathrm{AA})$ |
| :--- | ---: | :--- |
| ACCB | 11001100 | $(\$ \mathrm{CC})$ |
| ACCA | 01110110 | $(\$ 76)$ |
| with a carry. |  |  |
| CARRY | 1 |  |

The ADCA instruction adds the operand data and the carry bit to ACCA:

|  | $\mathrm{b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| ACCA | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | $\$ A A$ |
| OPERAND DATA | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | CC |
| CARRY |  |  |  |  |  |  |  | 1 |  |
| ACCA | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | $\$ 77$ | with carry

In both of these examples, the 2's complement overflow bit, V, will be set as shown in Table 2-1.4.1-1.

|  |  | ADDRESSING MODES |  |  |  |  |  |  |  |  |  |  |  |  |  |  | bOOLEAN/ARITHMETIC OPERATION <br> (All register labels refer to contents) | COND. CODE REG. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ACCUMULATOR AN | MEMORY | IMMED |  |  | DIRECT |  |  | INDEX |  |  | EXTND |  |  | INHER |  |  |  | 5 | 4 | 3 | 2 | 1 | 0 |
| OPERATIONS | MNEMONIC | OP | $\sim$ | \# | OP | $\sim$ | \# | OP | $\sim$ | \# | OP | $\sim$ | \# | OP | $\sim$ | \# |  | H | 1 | N | Z | V | C |
| Add | ADOA | 8 B | 2 | 2 | 9B | 3 | 2 | $A B$ | 5 | 2 | BB | 4 | 3 |  |  |  | $A+M \rightarrow A$ | $\downarrow$ | - | $\downarrow$ | $\uparrow$ | 1 | $\downarrow$ |
|  | ADOB | CB | 2 | 2 | DB | 3 | 2 | EB | 5 | 2 | FB | 4 | 3 |  |  |  | $B+M \rightarrow B$ | $\downarrow$ | - | $\downarrow$ | $\uparrow$ | $\downarrow$ | $\downarrow$ |
| Add Acmitrs | ABA |  |  |  |  |  |  |  |  |  |  |  |  | 1B | 2 | 1 | $A+B \rightarrow A$ | $\downarrow$ | - | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\uparrow$ |
| Add with Carry | ADCA | 89 | 2 | 2 | 99 | 3 | 2 | A9 | 5 | 2 | B9 | 4 | 3 |  |  |  | $A+M+C \rightarrow A$ | 1 | - | $\uparrow$ | $\hat{1}$ | $\downarrow$ | $\uparrow$ |
|  | ADCB | C9 | 2 | 2 | D9 | 3 | 2 | E9 | 5 | 2 | F9 | 4 | 3 |  |  |  | $B+M+C \rightarrow B$ | $\downarrow$ | - | $\uparrow$ | $\uparrow$ | + | $\uparrow$ |
| Complement, 1's | COM |  |  |  |  |  |  | 63 | 7 | 2 | 73 | 6 | 3 |  |  |  | $\bar{M} \rightarrow M$ | - | - | $\downarrow$ | $\uparrow$ | R | S |
|  | COMA |  |  |  |  |  |  |  |  |  |  |  |  | 43 | 2 | 1 | $\overline{\mathrm{A}} \rightarrow \mathrm{A}$ | - | - | $\downarrow$ | $\downarrow$ | R | S |
|  | COMB |  |  |  |  |  |  |  |  |  |  |  |  | 53 | 2 | 1 | $\bar{B} \rightarrow B$ | - | - | $\downarrow$ | $\uparrow$ | R | S |
| Complement, 2's <br> (Negate | NEG |  |  |  |  |  |  | 60 | 7 | 2 | 70 | 6 | 3 |  |  |  | $00-M \rightarrow M$ | - | - | 1 | $\downarrow$ | (1) | (2) |
|  | NEGA |  |  |  |  |  |  |  |  |  |  |  |  | 40 | 2 | 1 | $00-A \rightarrow A$ | - | - | $\uparrow$ | $\downarrow$ | (1) | (2) |
|  | NEGB |  |  |  |  |  |  |  |  |  |  |  |  | 50 | 2 | 1 | $00-B \rightarrow B$ | - | - | $\downarrow$ | $\uparrow$ | (1) | (2) |
| Decimal Adjust, A | DAA |  |  |  |  |  |  |  |  |  |  |  |  | 19 | 2 | 1 | Converts Binary Add. of BCD Characters into BCD Format | - | - | $\downarrow$ | $\uparrow$ | $\uparrow$ | (3) |
| Rotate Left | ROL |  |  |  |  |  |  | 69 | 7 | 2 | 79 | 6 | 3 |  |  |  | M - | - | - | $\uparrow$ | 1 | (6) | $\uparrow$ |
|  | ROLA |  |  |  |  |  |  |  |  |  |  |  |  | 49 | 2 | 1 |  | - | - | $\uparrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | ROLB |  |  |  |  |  |  |  |  |  |  |  |  | 59 | 2 | 1 | B ${ }^{\text {c }}$ ( ${ }^{\text {c }}$ | - | - | $\downarrow$ | $\uparrow$ | (6) | $\uparrow$ |
| Rotate Right | ROR |  |  |  |  |  |  | 66 | 7 | 2 | 76 | 6 | 3 |  |  |  |  | - | - | $\uparrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | RORA |  |  |  |  |  |  |  |  |  |  |  |  | 46 | 2 | 1 |  | - | - | $\downarrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | RORB |  |  |  |  |  |  |  |  |  |  |  |  | 56 | 2 | 1 | B ${ }^{\text {c }}$ - $\mathrm{b}_{7} \rightarrow{ }_{0}$ | - | - | $\downarrow$ | $\uparrow$ | (6) | $\downarrow$ |
| Shift Left, Arithmetic | ASL |  |  |  |  |  |  | 68 | 7 | 2 | 78 | 6 | 3 |  |  |  | M | - | - | $\uparrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | ASLA |  |  |  |  |  |  |  |  |  |  |  |  | 48 | 2 | 1 |  | - | - | $\downarrow$ | $\downarrow$ | (6) | $\uparrow$ |
| Shift Right, Arithmetic | ASLB |  |  |  |  |  |  |  |  |  |  |  |  | 58 | 2 | 1 |  | - | - | $\downarrow$ | 1 | (6) | $\downarrow$ |
|  | ASR |  |  |  |  |  |  | 67 | 7 | 2 | 77 | 6 | 3 |  |  |  | $\mathrm{M}) \square \rightarrow$ | - | - | $\downarrow$ | $\downarrow$ | (6) | $\uparrow$ |
|  | ASRA |  |  |  |  |  |  |  |  |  |  |  |  | 47 | 2 | 1 | $A$ A $\longrightarrow \square 111 \square^{\square}$ | - | - | $\downarrow$ | $\downarrow$ | (6) | $\uparrow$ |
| Shift Right, Logic. | ASRB |  |  |  |  |  |  |  |  |  |  |  |  | 57 | 2 | 1 | B | - | - | $\uparrow$ | $\downarrow$ | (6) | $\downarrow$ |
|  | LSR |  |  |  |  |  |  | 64 | 7 | 2 | 74 | 6 | 3 |  |  |  | $\mathrm{M}) \rightarrow$ | - | - | R | $\downarrow$ | (6) | $\downarrow$ |
|  | LSRA |  |  |  |  |  |  |  |  |  |  |  |  | 44 | 2 | 1 | A ${ }^{\text {a }}$ ( $0 \rightarrow \square \square_{\square 7}$ | - | - | R | $\downarrow$ | (6) | 1 |
|  | LSRB |  |  |  |  |  |  |  |  |  |  |  |  | 54 | 2 | 1 | B ${ }^{\text {a }}$ - ${ }^{\text {a }}$ | - | - | R | $\downarrow$ | (6) | $\uparrow$ |
| Subtract | SUBA | 80 | 2 | 2 | 90 | 3 | 2 | AO | 5 | 2 | B0 | 4 | 3 |  |  |  | $A-M \rightarrow A$ | - | - | $\downarrow$ | $\uparrow$ | $\uparrow$ | $\downarrow$ |
|  | SUBB | CO | 2 | 2 | D0 | 3 | 2 | EO | 5 | 2 | FO | 4 | 3 |  |  |  | $B-M \rightarrow B$ | - | - | $\downarrow$ | $\ddagger$ | $\downarrow$ | $\downarrow$ |
| Subract Acmltrs. <br> Subtr. with Carry | SBA |  |  |  |  |  |  |  |  |  |  |  |  | 10 | 2 | 1 | $A-B \rightarrow A$ | - | - | $\downarrow$ | $\uparrow$ | 1 | $\downarrow$ |
|  | SBCA | 82 | 2 | 2 | 92 | 3 | 2 | A2 | 5 | 2 | B2 | 4 | 3 |  |  |  | $A-M-C \rightarrow A$. | - | - | $\downarrow$ | $\uparrow$ | $\uparrow$ | $\downarrow$ |
|  | SBCB | C2 | 2 | 2 | D2 | 3 | 2 | E2 | 5 | 2 | F2 | 4 | 3 |  |  |  | $B-M-C \rightarrow B$ | - | - | $\uparrow$ | $\downarrow$ | $\downarrow$ | $\uparrow$ |

## LEGEND:

OP Operation Code (Hexadecimal);
~ Number of MPU Cycles;
\# Number of Program Bytes;
$+\quad$ Arithmetic Plus;

- Arithmetic Minus;
- Boolean AND.
$M_{S P}$ Contents of memory location pointed to be Stack Pointer;
+ Boolean Inclusive 0 R
$\oplus$ Boolean Exclusive OR;
$\bar{M} \quad$ Complement of $M$;
$\rightarrow$ Transfer Into;
$0 \quad$ Bit $=$ Zero;

Interrupt mask
Negative (sign bit)
Zero (byte)
Overflow, 2's complement
Carry from bit 7
Reset Always
Set Always
$\downarrow$ Test and set if true, cleared otherwise

- Not Affected

CCR Condition Code Register
LS Least Significant
MS Most Significant

## CONDITION CODE REGISTER NOTES:

(Bit set if test is true and cleared otherwise)
(1) (Bit V) Test: Result $=10000000$ ?
(2) (Bit C) Test: Result $=\mathbf{0 0 0 0 0 0 0 0}$ ?
(3) (Bit C̣〉 Test: Decimal value of most significant BCD Character greater than nine? (Not cleared if previously set.)
(6) (Bit V ) Test: Set equal to result of $\mathrm{N} \oplus \mathrm{C}$ after shift has occurred.

Operation: Adds hexadecimal numbers $00,06,60$, or 66 to ACCA, and may also set the carry bit, as indicated in the following table:

| State of C-Bit <br> Before DAA (Col. 1) | Upper Half-Byte (Bits 4-7) (Col. 2) | Initial Half-Carry H-Bit (Col. 3) | Lower Half-Byte (Bits 0-3) (Col. 4) | Number Added to ACCA by DAA (Col. 5) | State of C-Bit <br> After DAA (Col. 6) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0-9 | 0 | 0-9 | 00 | 0 |
| 0 | 0-8 | 0 | A-F | 06 | 0 |
| 0 | 0-9 | 1 | 0-3 | 06 | 0 |
| 0 | A-F | 0 | 0-9 | 60 | 1 |
| 0 | 9-F | 0 | A-F | 66 | 1 |
| 0 | A-F | 1 | 0-3 | 66 | 1 |
| 1 | 0-2 | 0 | 0-9 | 60 | 1 |
| 1 | 0-2 | 0 | A-F | 66 | 1 |
| 1 | 0-3 | 1 | 0-3 | 66 | 1 |

NOTE: Columns (1) to (4) of the above table represent all possible cases which can result from any of the operations ABA, ADD, or ADC, with initial carry either set or clear, applied to two binary-coded-decimal operands. The table shows hexadecimal values.

## Effect on Condition Code Register:

H Not affected.
1 Not affected.
$N$ Set if most significant bit of the result is set; cleared otherwise.
Z Set if all bits of the result are cleared; cleared otherwise.
$\checkmark$ Not defined.
C Set or reset according to the same rule as if the DAA and an immediately preceding ABA, ADD, or ADC were replaced by a hypothetical binary-coded-decimal addition.

| 2's complement <br> overflow <br> after | carry <br> after | $\mathrm{b}_{7}$ <br> ACC <br> after | $\mathrm{b}_{7}$ <br> ACC <br> before | $\mathrm{b}_{7}$ <br> OPERAND (OR ACCB) <br> before |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 0 | 0 |
| 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 1 |

TABLE 2-1.4.1-1 Truth Table for "Add with Carry"

The SUBA instruction subtracts the operand data from ACCA:

|  | $b_{7}$ | $b_{6}$ | $b_{5}$ | $b_{4}$ | $b_{4}$ | $b_{2}$ | $b_{1}$ | $b_{0}$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| ACCA | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | $\$ 65$ |
| OPERAND DATA | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | $\$ 87$ |
| ACCA | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | $\$ D E$ |
| BORROW |  |  |  |  |  |  |  | 1 |  |

The SBCA instruction subtracts the operand and the borrow (carry) it from ACCA.

|  | $\mathrm{b}_{7}$ | $\mathrm{~b}_{6}$ | $\mathrm{~b}_{5}$ | $\mathrm{~b}_{4}$ | $\mathrm{~b}_{3}$ | $\mathrm{~b}_{2}$ | $\mathrm{~b}_{1}$ | $\mathrm{~b}_{0}$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| ACCA | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | $\$$ BC |
| OPERAND DATA | 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | $\$ 7 \mathrm{~B}$ |
| BORROW (carry) |  |  |  |  |  |  |  | 1 | $\mathrm{C}=1$ |
| BORROW | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | $\$ 40$ no borrow |

The 2's complement overflow and carry bits are set in accordance with Table 2-1.4.1-2 as a result of a subtraction operation.

| 2's <br> complement <br> overflow | carry <br> after | $\mathrm{b}_{7}$ <br> ACCA <br> after | $\mathrm{b}_{7}$ <br> ACCA <br> before | $\mathrm{b}_{7}$ <br> OPERAND <br> before |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 |
| 0 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 1 | 0 |
| 0 | 0 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 1 |

TABLE 2-1.4.1-2: Truth Table for "Subtract with Borrow"

## 2-1.5 ADDITION AND SUBTRACTION ROUTINES

Most MPU based systems will require that the arithmetic instruction set be combined into more complex routines that operate on numbers larger than one byte. If more than one number system is used, routines must be written for each, or conversion routines to some common base must be used. In many cases, however, it is more efficient to write a specialized routine for each system requirement, i.e., hexadecimal (HEX) versus unpacked BCD multiplication, etc. In this section, several algorithms will be discussed with specific examples showing their implementation with the MC6800 instruction set.

The basic arithmetic operations are binary addition and subtraction:

$$
\begin{array}{cl}
\text { ALPHA + BETA } & =\text { GAMMA } \\
\text { LDAA } & \text { ALPHA } \\
\text { ADDA } & \text { BETA } \\
\text { STAA } & \text { GAMMA }
\end{array}
$$

| ALPHA - BETA | $=$ GAMMA |
| :---: | :--- |
| LDAA | ALPHA |
| SUBA | BETA |
| STAA | GAMMA |

These operations are so short that they are usually programmed in line with the main flow. Addition of single packed BCD bytes requires only one more instruction. The DAA instruction is used immediately after the ADD, ADC, or ABA instructions to adjust the binary generated in accumulator A (ACCA) to the correct $B C D$ value:

|  |  | LDAA | ALPHA |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | ADDA | BETA |  |
|  |  | DAA |  |  |
|  |  | STAA | GAMMA |  |
| Carry | ACCA |  |  |  |
| X | 67 | 01100111 | $=\mathrm{ACCA}$ |  |
| X | +79 | carry 01111001 | $=$ MEMORY |  |
| O | 146 | 011100000 | = ACCA | binary result |
|  | 46 | 101000110 | $=\mathrm{ACCA}$ | after DAA; the carry bit will also be set because of the BCD carry. |

Since no similar instruction is available for BCD subtraction, 10 's complement arithmetic may be used to generate the difference. The follow routine performs a BCD subtraction of two digit BCD numbers:

| LDAA | $\# \$ 99$ |  |
| :--- | :--- | :--- |
| SUBA | BETA | (99-BETA $)=$ ACCA |
| SEC |  | carry $=1$ |
| ADCA | ALPHA | ACCA + ALPHA + C $=$ ACCA |
| DAA |  | DECIMAL ADJUST $(-100)$ |
| STAA | GAMMA | ALPHA-BETA $=$ GAMMA |

The routine implements the algorithm defined by the following equations.

$$
\begin{array}{lr}
\text { ALPHA }- \text { BETA }=\text { GAMMA } & \\
\text { ALPHA }+(99-\text { BETA })-99=\text { GAMMA } & 9 \text { 's COMPLEMENT OF BETA } \\
\text { ALPHA }+(99-\text { BETA }+1)-100=\text { GAMMA } & 10 \text { 's COMPLEMENT OF BETA }
\end{array}
$$

One is added to the 9 's complement of the subtrahend by setting the carry bit to find the 10 's complement of BETA which is then added to the minuend ALPHA and saved in ACCA. The DAA instruction adjusts the result in ACCA to the proper BCD values before storing the difference in GAMMA. Since 100 has been added ( $99+$ 1) to the subtrahend by finding the 10 's complement, 100 must also be subtracted. This is accomplished by the DAA instruction since the resulting carry is discarded.

Multiple precision operations mean that the data and results require more than one byte of memory. The simplest multiple precision routines are addition and subtraction of 16 bit binary or 2's complement numbers. This is often called double precision since 2 consecutive bytes are required to store 16 binary bits of information. The following routines illustrate these functions:

| LDAA | ALPHA +1 |  |
| :--- | :--- | :--- |
| LDAB | ALPHA |  |
| ADDA | BETA +1 | ADD LS BYTES |
| ADCB | BETA | ADD MS BYTES WITH CARRY FROM LS BYTES |
| STAA | GAMMA +1 |  |
| STAB | GAMMA |  |
|  |  |  |
| LDAA | ALPHA +1 |  |
| LDAB | ALPHA |  |
| SUBA | BETA +1 | SUBTRACT LS BYTES |
| SBCB | BETA | SUBTRACT MS BYTES WITH BORROW FROM LS BYTES |
| STAA | GAMMA +1 |  |
| STAB | GAMMA |  |

Four digit BCD addition can be accomplished in a similar fashion with the use of the DAA instruction. The following routine has been expanded to a 2 N digit addition where N is the max number of packed BCD bytes used:

| START | CLC |  |
| :--- | :--- | :--- |
|  | LDX | \#N |
| LOOP | LDAA | ALPHA,X |
|  | ADCA | BETA,X |
|  | DAA |  |
|  | STAA | GAMMA,X |
|  | DEX |  |
|  | BNE | LOOP |

NOTE: ALPHA, BETA, and GAMMA must be in the direct addressing range and adjusted for offset for this example (See indexed addressing for further details).

This routine uses indexed address to select the bytes to be added, starting with the least significant. The carry is cleared at the start and is affected only by the DAA and ADCA instructions. This allows the carry to be included in the next byte addition.

Expanding subtraction to multiple precision is accomplished in a manner similar to the single byte case; 10's complement arithmetic is used. A suitable routine is shown in the Assembly Listing of Figure 2-1.5-1.

This routine first finds the 9 's complement of the subtrahend and stores it in the result buffer. The carry is then set to add 1 to 9 's complement, making it the 10 's complement which is then added to the minuend and stored in the result buffer. Note that this routine has 2 loops, the first to calculate the 9 's complement, the second to add anddecimal adjust the result. The decimal add and subtract routines operate on 10 's complement numbers as well as packed BCD numbers. A number is known to be negative in 10's complement form when the most significant digit in the most significant byte is a 9 . When in the 10 's complement form, this digit is reserved for the sign and the actual number of magnitude digits is one less than 2 times the number of bytes. A routine similar to the above subtract program will convert the 10 's complement number to decimal magnitude with sign for display or output purposes:

| DCONV | CLR | SINFLG | CLEAR SIGN FLAG |
| :--- | :--- | :--- | :--- |
|  | LDAA | RESULT+1 | GET MSBYTE |
|  | BPL | END | POSITIVE:END |
| DCONV1 | LDX | \#8 | NEGATIVE: |
|  | LDAA | \#\$99 |  |
|  | SUBA | RSLT,X | SUBTRACT RESULT FROM |
|  | STAA | RSLT,X | ALL 9's INCLUDING |
|  | DEX |  | SIGN DIGIT |
|  | BNE | DCONV1 |  |
|  | LDX | \#8 |  |
|  | CLRA |  |  |
|  | SEC |  |  |
| DCONV2 | ADCA | RSLT,X | ADD 1 TO RESULT |
|  | DAA |  |  |
|  | STAA | RSLT,X |  |
|  | DEX |  |  |
|  | BNE | DCONV2 |  |
|  | DEC | SINFLG | SET SIGN FLAG |
|  | RTS |  | RETURN |

The sign flag would be used to indicate plus when clear and minus when not clear.
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## MULTIPLICATION

Multiplication increases programming complexity. In addition to the addition and subtraction instructions, the use of the shift and rotate instructions is required. The general algorithm for binary multiplication can be illustrated by a short example:
(1) Test the least significant multiplier bit for 1 or 0 .
(a) If it is 1 , add the multiplicand to the result, then 2 .
(b) If it is 0 , then 2 .
(2) Shift the multiplicand left one bit.
(3) Test the next more significant multiplier bit; then 1 a or 1 b .

| DECIMAL | BINARY |  |
| :---: | :---: | :---: |
| 13 | 1101 | MULTIPLICAND |
| 11 | 1011 | MULTIPLIER LSB $=1$; ADD MULTIPLICAND TO RESULT (A) |
|  | 1101 (A) |  |
| 13 | $1101 \quad$ (B) | SHIFT MULTIPLICAND LEFT ONE BIT (B) |
|  | 100111 (C) | LSB $+1=1$; ADD MULTIPLíCAND TO RESULT (C) |
| 13 | 1101 (D) | SHIFT MULTIPLICAND LEFT ONE BIT (D) |
|  | 1101 (E) | LSB $+2=0 ;$ SHIFT MULTIPLICAND LEFT 1 (E) |
| 143 | 10001111 (F) | LSB $+3=1 ;$ ADD MULTIPLICAND TO RESULT (F) |
|  | $128+15=14$ |  |

Signed binary numbers in 2's complement form cannot be multiplied without correcting for the cross product terms which are introduced by the 2 's complement representation of negative numbers. There is an algorithm which generates the correct 2 's complement product. Since positive binary numbers are correct 2 's complement notations, they also may be multiplied using this procedure. It is called Booth's Algorithm. Simply stated the algorithm says:
(1) Test the transition of the multiplier bits from right to left assuming an imaginary 0 bit to the immediate right of the multiplier.
(2) If the bits in question are equal, then 5.
(3) If there is a 0 to 1 transition, the multiplicand is subtracted from the product, then 5.
(4) If there is a 1 to 0 transition, the multiplicand is added to the product, then 5.
(5) Shift the product right one bit with the MSBit remaining the same. (This has the same effect as shifting the multiplicand left in the previous example).
(6) Go to 1 to test the next transition of the multiplier.

The following example (Figure 2-1.6-1) shows the typical steps involved in an actual calculation.
A Flowchart and Assembly Listing for a program using the MC6800 instruction set is shown in Figures 2-1.6-2 and 2-1.6-3, respectively. The results of simulating this program, Figure 2-1.6-4, shows worst case processing time to be approximately 1.662 msec . The worst case condition results when alternate additions and subtraction are required in each of the 16 loops required to have the result in the proper location.



FIGURE 2-1.6-1. Multiplication Using Booth's Algorithm


FIGURE 2-1.6-2. Flow Chart for Booth's Algorithm
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    -5% $400
```

| $00 习 70$ | 0400 CE | 0005 | mula Tr | LIM |  | $\because 5$ | GLEAE THE MTPKIMS REGISTEES |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00280 | 1008 4F |  |  | Cif | H |  |  |
| $00 \leq 90$ | 041048 | 82 | LE1 | STA | H | 1－1， |  |
| 01500 | 040607 |  |  | ПEs |  |  |  |
| 00810 | 040＇こ6 | FE |  | EHE |  | LFI |  |
| 00820 | 040\％CE | 0010 |  | LI\％ |  | $\because 16$ | IHIT：SHIFT EUUHTEF TD LS |
| 00830 | 0400 | 81 | LFE | LIF | H | $i+1$ | EET YCSEIT |
| 00340 | 040E 84 | 01 |  | HPH | A | $\div 1$ |  |
| 00550 | 0410 1E |  |  | THE |  |  |  |
| 0050 | 04119 | 83 |  | EOF | F | FF |  |
| 01870 | 0413 F | 10 |  | EED |  | SHIFT | YES： $5 \square$ TD SHIFT FDUTIPE |
| 00580 | 6415 50 |  |  | $T \mathrm{~T}$ | E |  | H1：DDES $\because(\angle S E I T Y=0 \%$ |
| 00890 | $0418 \quad 3$ | DE |  | EEQ |  | FIIS | GE：SO TO HIT FOIITINE |
| 00400 | 04189 | Es |  | LIM | H | $11+1$ | HD：SUETERIT MULTIFLIEAHI |
| 00410 | 011F DS | 84 |  | LIH | E | $1]$ | PRDDIMT WITH THE MSEYTES |
| 00420 | 041590 | 38 |  | SuB | H | $\cdots+1$ | LIHED UF |
| 10430 | प41E DE | シこ |  | Eic | E | 区 |  |
| 010440 | 1420 97 | 8S |  | STH | F | $11+1$ |  |
| 00450 | 142e IT | E4 |  | TH | E | i |  |
| 011460 | 0424 20 | 日 |  | EFA |  | UHFT | THEH Gロ TL SHIFT F口UTIHE |
| 00470 | 14こ6 96 | BS | ADD | LIA | H | $1+1$ | ADD THE MUL TFLISAHD TD THE |
| 00480 | 0428 15 | 84 |  | LIA | E | 11 | FEDIMST WITH THE MSEYTES |
| 010490 | 1424 9E | 53 |  | GII | H | Y＋1 | QIHED UF |
| 00500 | 1424 | ze |  | FTIC | E | \％ |  |
| 00510 | D4EE 9 | 85 |  | STH | H | $1+1$ |  |
| 005 0 | 043017 | 84 |  | STA | E | i］ |  |
| 00590 | 043 $-7 F$ | 7088 | SHIFT | ELF |  | FF | CLEAF THE TEST EYTE |
| 00540 | 049三 アG | D080 |  | FDE |  | ＇$\%$ | SHIFT THE MILTIF！IEF FIGHT |
| 00550 | 9486 ア6 | 0081 |  | RDF |  | Y +1 | DHE EIT MTTH THE LSEIT |
| 00560 | 043E 7 | 0085 |  | PDL |  | FF | IHTD THE LSEIT DF FF |
| 00870 | O4大E 7 | 1084 |  | HSE |  | 11 | SHIF THE FFOLIIT FIGHT OHE |
| 00590 | 044176 | 7085 |  | PDF |  | $11+1$ | EIT，THE MSE FEMAIHIHG THE |
| 00590 | 0444 76 | п085 |  | FDF |  | $1-2$ | GHME |
| 00600 | 1447 76 | 0087 |  | POF： |  | $11+3$ |  |
| 00610 | 044409 |  |  | IEX |  |  | IESEEMEHT THE SHIFT EQUHT |
| 006E0 | $044 \mathrm{E}=5$ | EF |  | EHE |  | LFE | IF HIDT O EDHTIHUE |
| 010530 | 144113 |  |  | FTS |  |  |  |
| 00840 |  |  |  | EHI |  |  |  |

FIGURE 2－1．6－3：Assembly Listing for Booth＇s Algorithm（Sheet 2 of 2）

```
GTGTM LE 1F..
GRT: DE IG.
GTT: ET F'M, A,E,T.
WणT मह पि.
-TET: S% F400, TO.
OM SO, 5,5%,HA, HE
% ST, 55,55,04日,年E
```



```
\sigma200
F 200
THT=FIUT
```



```
    9001 9090% 10 %% 0001EQG
```

%-4 80,0H月,07E,5%,55

```
```

```
%-4 80,0H月,07E,5%,55
```

```


```

```
    `-STrT
```

```
    `-STrT
STET: IE 1G.
STET: IE 1G.
    STET: TE 1E.
    STET: TE 1E.
    GTPT:ST PG&#G:T.
    GTPT:ST PG&#G:T.
    STET: SF F&口M,TO.
    STET: SF F&口M,TO.
FE00
FE00
F 200.
F 200.
IHST FHUST
IHST FHUST
HH F F F F
HH F F F F
    0001. 0000 1E 47 m001eg5
    0001. 0000 1E 47 m001eg5
OM S0, %
OM S0, %
00%.
00%.
    00BO 00 00 55 5t EZ BE O1 GT.
    00BO 00 00 55 5t EZ BE O1 GT.
G STFT
```

```
G STFT
```

```
```

GTFT: IE 1G.

```
GTFT: IE 1G.
GTET: TE LE.
GTET: TE LE.
GTET: ST F,G:H:E:T.
GTET: ST F,G:H:E:T.
GTRT He On.
GTRT He On.
BTET: SP F401!9T0.
BTET: SP F401!9T0.
OT EQ, FF,OF=,FF,OFF
```

OT EQ, FF,OF=,FF,OFF

```


```

OEQ0

```
OEQ0
MHT FHLLT
MHT FHLLT
HH O O G E T
HH O O G E T
    0001 OQ00 *FE FF D0012SE
    0001 OQ00 *FE FF D0012SE
% [1% 80:%
% [1% 80:%
IM E0, E
IM E0, E
    000 MO 00 FF FF SF FF 00 01
    000 MO 00 FF FF SF FF 00 01
##
```


## 

```

FIGURE 2－1．6－4：Simulation of Booth＇s Algorithm

In the transaction terminal design described in Chapter 6, it is necessary to multiply price by quantity, price by weight, and total price by tax. All these operations, as defined, require a 5 by 3 digit unpacked BCD multiply, where unpacked means one BCD digit per byte. Decimal point poisition is determined by the executive program's use of the subroutine buffers. The main multiply loop XKMPLY (refer to the flow chart of Figure 2-1.6-5 and the Assembly Listing of Figure 2-1.6-6) is similar to the basic multiply algorithm shown in the first example of this Section except that it has been modified to test the shifted multiplier byte for zero. This minimizes the number of shifts required to generate the correct result. This result or partial product is generated in ACCA and then decimal adjusted to determine the number of tens and the number of ones it contains. The number of ones results is in ACCA and the number of tens is in ACCB. ACCA is then added to the result buffer for the present partial product, ACCB is added to the result buffer for the next more significant partial product. The maximum number stored in any result buffer before it is added to the new partial product is 18 ( 9 max from its previous decimal adjustment plus 9 max from number of tens from the adjustment of the next least significant partial product.) This value, when added to the maximum partial product of 81 , is less than 255 , the maximum value in one byte so no carry or overflow will occur. This combined with the fact that the multiplication progresses from the least to the most significant byte says that the last partial product to be adjusted will be for the most significant result and that it and all previous result bytes will be in the proper decimal format.

The simulation for XKMULT gave the following results:
\begin{tabular}{ccc}
\begin{tabular}{c}
99999 \\
X 999 \\
99899001
\end{tabular} & in & 4.651 ms \\
00009 & & \\
\(\frac{\mathrm{X} 007}{63}\) & in & 1.108 ms \\
00079 & & \\
\(\frac{\mathrm{X} \mathrm{700}}{55300}\) & in & 1.426 ms \\
00005 & & \\
\(\frac{X 100}{500}\) & in & 974 ms
\end{tabular}

From this, the worst case multiplication is approximately 4.7 milliseconds, most of which is used up in determining the number of 10 's and 1 's in each partial product. The program is general in nature, i.e., it can easily be expanded (or shortened) to any number of unpacked BCD digits by increasing or decreasing the maximum value of the various address pointers and their corresponding memory buffers.

\section*{2-1.7 DIVISION}

Another arithmetic routine developed for the transaction terminal demonstrator divides a timing

\begin{tabular}{|c|c|c|}
\hline 00100 & & IFT L \\
\hline 00100 & & HAm smmut \\
\hline 00110 & & DFT MEM \\
\hline 00180 & * & REV 1.0 \\
\hline 001305860 & & पF:G 55860 \\
\hline 00150 & ** & THIS SUERDUTINE MULTIFLIES THE 5 nigit decimal \\
\hline 00160 & ** & HUMEER STDEED IH THE 5 EYTES StARTING AT \\
\hline 00170 & ** & 人WT ©ES\% EY THE 3 DIGIT DECIMAL HUMEER STOFED \\
\hline 00180 & ** & IH THE 3 EYTES STARTING AT XMS (EE) AHIL \\
\hline 00190 & * & stores the result in the e evtes sthrtirg at \\
\hline 00200 & * & MME ©EA\%. THE MULTIFLICAMD [T], THE \\
\hline 00こ10 & ** &  \\
\hline 00 e 0 & ** & RIGHT JUSTIFIED ECD HUMEERS \\
\hline 00240 & ** &  \\
\hline 00250 & ** & = MAX \% DF DECIMAL DIGITS INS \\
\hline 00een & ** & BMTMH \(=\mathrm{H}=\) IHDESED ALILEESSING FQINTER FOR T \\
\hline 00270 & ** & \(=\mathrm{MAN}\) \% DF DECIMAL HIGITS IN T \\
\hline 00880 & ** & WMTMF \(=F=\) IHDEXED GUDEESSING FOINTEF FDE F \\
\hline 00290 & ** & \(=\) MAS \(\%\) aF Decimal aigits IH E \\
\hline 00500 & ** &  \\
\hline 00910 & ** &  \\
\hline 00350 & ** & membey euffer sizes lafiger numbers may ee \\
\hline 00350 & -* & militiflied bith this Slerdutite. \\
\hline
\end{tabular}

FIGURE 2-1.6-6: XKMULT Assembly Listing (Sheet 1 of 2)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 00350 & 5960 SE & 0009 & SEMULT & LIM & & 3 &  \\
\hline 00500 & 5863 IF & FG & & ST\％ & & SEMTMF & IHIT \({ }^{\text {P }}\) F FDIHTEF： \\
\hline 00570 & SEES 4F & & & CLF： & H & & \\
\hline 10300 & 596 AF & E9 & SkrlkF & STH & H & SME－1 & GLEAF FESULT EUFFEF \\
\hline 00890 & 598807 & & & IE\％ & & & \\
\hline 00400 & 5969 E & FE & & ETIE & & KMLF 1 & \\
\hline 00410 & SEEE EE & 0003 & & LIN & & 33 & ＊＊I + IT L M＝3＊＊ \\
\hline 00420 & SGEE EG & E1 & YGMSTF & LITA & E & KMS－1\％ & \(\mathrm{E}=\mathrm{S}\) \\
\hline 010430 & SGTG DF & \(F \mathrm{~F}\) & & ST\％ & & xkMTMM & SHVE M FDIHTEF \\
\hline 00440 & ちヲアご际 & OE & & EED & & SKMLICF & IF \(E=0\) THEH GO TD HENT＂S＂ \\
\hline 00450 & 5974 EE & 00ロ5 & & L［\％ & & \％ & ＊＊I＋IT \(\mathrm{LH}=5\)＊＊ \\
\hline 010460 & 5В77 FE & E4 & 区M\％TT & SIM & \(\bar{i}\) & XEMT－1， X & \\
\hline 00470 & E879 97 & \(F\) & & STH & F & CKMSO & SHUE T IH XRMSEF \\
\hline 00480 & 5G7E 27 & EE & & ESD & & YKMTZ口 & Gi T］itert＂T＂ \\
\hline 00490 & 597637 & & & FSH & E & & SGVE＂－＇DH STHEK \\
\hline 00500 & SgFE 4F & & & CR & F & & \\
\hline 00510 & \(597 F 54\) & & YRMFIY & \(\angle \mathrm{SF}\) & E & & EIGHT SHIET GCEE INTG EAFE＇ \\
\hline 00500 & 5080 24 & 0Е & & ECO & & MOHF & IF \(\quad=0\) GO TO SHIFT T \\
\hline 00590 & ज¢三こ 9E & FS & & HDT & A & \(\therefore\) COE & 19， \(\mathrm{C}_{1}=\mathrm{H}+\mathrm{T}\) \\
\hline 00540 & \(5 \mathrm{SC4} 5\) & & STMSHF & TST & E & & －HIET T：LOES ACEE＝0 \\
\hline 00550 & 5985 & 105 & & EEO & & SEAC4 & YES F FHISHED GITH THIS T． \\
\hline 10560 & \(59 \% \quad 78\) & ODFG & & ASL & & CRMSE & HO：LEFT SHIFT T OHE EIT \\
\hline 00570 & 5SEA こ0 & \(F 3\) & & EPG & & XEMFL & \\
\hline 00530 & 58960 & & Skric & DES & & & \(r=r-1\) \\
\hline 00590 & 593 L ［F & F4 & & \(\triangle T \%\) & & SEMTHCH & \\
\hline 00500 & डŞF IE & \(F 6\) & & LDix & & YKITMF & \\
\hline 00610 & 59.4 AE & EF & & ADI & A & 世4F－1， & FDD E TD AELA \\
\hline 0050 & \(599 \% 1\) & OT & YRMLFS & CmF & － & \(\because 10\) & DECIG FIUST A \\
\hline 00630 & 5395 & 05 & & ELT & & ゾけた & \(\vec{A}=\) \＃\({ }^{\text {a }}\) \\
\hline 01040 & 59790 & 0\％ & Ster & S1E & F & \(\because 10\) & \\
\hline 00650 & 59795 & & & IHC & E & & \(E=47 \%\) \\
\hline 00550 & 5994 & \(F 7\) & & EPA & & YMLF & \\
\hline 0069 & 59］¢ 5E & ES & सHSE & ADD & E & YRME－ & GIIE E－1 TO GOE \\
\hline 00680 & F9E 9 & 5 & & STA & H & KEm－1 \(\because\) & \(\square=F+B\) \\
\hline 00690 & SAO EF & \(E\) E & & STA & E & 世6吅－ & \(P-1=F-1+E\) \\
\hline 00700 & 5ロ9こ 三 & & & Pul & E & & EESTDE＂G＂FRDM STACE \\
\hline OQP10 & 39\％ 09 & & & ПE\％ & & & \(F=P-1\) \\
\hline ロロアミ0 & SEH4［i\％ & Fe & & STX & & SMMTMF & \\
\hline ロロテミ0 & SSHE DE & F4 & & －П\％ & & Srmprot & \\
\hline 00740 & 5ЗР こう & －11 & Stros & ETE & & «m¢TT & \\
\hline 00750 & 5®AA 36 & & & BCH & H & & \\
\hline OロF50 & SEAF 7 E & \(F 7\) & & ＜［AF & 9 & GEMTMF＋1 & \\
\hline 00ア70 & 5डGD 3 E & 05 & & 910 & H & －5 & ＊THITL E二小＊＊ \\
\hline 00780 & जिFF 9 & \(F \overline{7}\) & & STH & F & WMTMF＋1 &  \\
\hline 00790 & 5EE1 こ & & & E！1L & H & & \\
\hline 00800 & 三日EE アA & U0F \(\mathrm{T}^{\text {P }}\) & YmbeF & DEC & & \(x \times 4 T+1\) & \(F=O-1\) \\
\hline 00910 & SGES DE & \(F E\) & SMQTS & － DS & & Q世TM & \\
\hline 008 O & 59E7 03 & & & ［ES & & & 时東－1 \\
\hline 0 g 30 & SEESEE & E4 & & EHE & & OMSTE & IF M MMT 0 GO TD MEST \(\because \leq *\) \\
\hline 00840 & 5GEA za & & & PTS & & & \\
\hline 00850 & SEEE 73 & OUF？ & C4TE & DES & & SMTMF +1 & \(\theta=F-1\) \\
\hline 0056 & BBEE B\％ & & & DE\％ & & & \(H=H-1\) \\
\hline 00870 & GEE \(\mathrm{E}^{\text {a }}\) & \(E 7\) & & EPG & & 81 & \\
\hline 00850 & & & & EHD & & & \\
\hline
\end{tabular}

FIGURE 2－1．6－6：XKMULT Assembly Listing（Sheet 2 of 2）


FIGURE 2-1.7-1. XKDIVD Flow Chart
count accumulated in the index register (up to 4 HEX digits) by the constant 7. This routine is used to determine an average module width during a portion of the UPC label scan routine. (See the description of the UPC label scanner in Chapter 5 for further details.) The routine permits division by a 2 -digit Hex number as shown in Figures 2-1.7-1 and 2-1.7-2; it calculates the displacement of the remainder left in the dividend and sets the quotient to FFFF if division by zero is attempted.

The algorithm used for this straight forward binary division is as follows:
(1) Left justify the divisor byte.
(2) If the MS byte of the dividend is less than the divisor byte, shift quotient left one bit with the LS bit \(=0\); then 4 .
(3) If the MS byte of the dividend is greater than or equal to the divisor, (2) shift the quotient left one bit with the LS Bit = 1 ; (b) subtract the divisor from the MS byte of the dividend, the result being stored in the MS byte of the dividend; then 4 .
(4) Shift the dividend left one bit with the LS Bit \(=0\), and the MS Bit going into the carry.
(5) If the carry is set, go to 3 a .
(6) If the carry is not set, go to 2 a .

The process continues until the number of quotient shifts equals \(8+\) the number of shifts required to left justify the divisor. A simulation (Figure 2-1.7-3) shows a typical divide takes approximately 1 millisecond.

This section is, by no means, comprehensive. It is intended to provide some examples that can be used as is or that will suggest the direction for modifying them for other specialized applications.
\begin{tabular}{|c|c|}
\hline 00100 & DET L \\
\hline 00000 & Yam YEIVE \\
\hline 00010 & GPT TEM \\
\hline 00020500 & 7er migno \\
\hline 00030 & * SUETDUTIHE to mivtde ar ungighed a digit \\
\hline 00040 &  \\
\hline 00050 &  \\
\hline 00050 & * \\
\hline 00070 &  \\
\hline 00090 & * THE DIUDEDD \(=\) YGM, TG \\
\hline 00070 &  \\
\hline 00190 & * \(=\) [FA.FE] \\
\hline 00110 & * the mugtient = om, mey \\
\hline 00120 & * \(=\) ¢GugT *atat +1 \\
\hline 00130 & * \(=\) CFI,FI] \\
\hline 00140 & * ThE Shift EDUATEF \(=2=\) ACE \\
\hline 00150 & * THE LEFT IISELACEMENT TF THE FEMGINDEF = SEDGF' \\
\hline 00160 & * \(=\) [FE] \\
\hline 00170 & * \\
\hline 0180 & * the diviode frid the divtderio mita ee bahden \\
\hline 01190 &  \\
\hline 00こ60 & thetra jea ta yenivo. \\
\hline 00210 & * \\
\hline -0,20 &  \\
\hline 10230 & * SHIETED LEFT THE * DF EITS IHTIGTED IH \& MSPL \\
\hline 00240 & * the diuteme utbl ee etrafily aeft bistified \\
\hline 00こE0 & * THe \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 00200 & \(5900-5\) & \(5 \%\) & ソGIJY & LIAF & E & 4 & IHTO－\(=3\) \\
\hline \(00 \mathrm{O}^{0} 0\) & Gu0e \(\quad\) \％ & O日F： & & LFF & & צणIDT & ZEFG TGTIE中T EUFFEE \\
\hline 冋ne90 & F05 & OnED & & ClF & & 9－9］T＋1 & \\
\hline 00890 & 50e E\％ & & DUEFO & Ite & E & & \(5=5+1\) \\
\hline 10300 & F909 -1 & 10 & & MP & E & 15 & \\
\hline 00310 & 5908 2 E & 34 & & EST & & DuDEGF & IF SIE TIUDE EFGOF \\
\hline 00290 & 970078 & 00＜9 & & 95 & &  & IF SIE LEFT SHIFT OIUISOF \\
\hline 00330 & 5910 & FE & & EC & & ［uTEO &  \\
\hline 703419 & 5912 T & FE & & TA & E & SEISFL & IF C＝1 CDSFL＝SHTFT CTUHT \\
\hline 00950 & 5914 & 00F9 & & FDE & & सबIve\％ & SHIFT THE IIYISOF EH， 1 \\
\hline 00350 & & & ＊ & & & & SHIF CDUHT ubu IH GSEE \\
\hline 00570 & & & ＊ & & & & HTUTSJe \(-E F T\) UST．IY \\
\hline 00890 & F917 & FA & & －DA & H & SEDutD & \\
\hline 010390 & 59197 & F9 & DYLLP1 & Smp & 7 & CDUS & I＝THE DIVTDEHD © DTYTSE \\
\hline 00405 & ЭЭ1E ES & OI & & EGS & & Derter & DTH T SUETEACT \\
\hline 00410 & 591080 & & ［uロ， & EES & & &  \\
\hline \(01040^{00}\) & 51E 7 & OリF 0 & & FOL & & soug +1 & QHFT D LEFT 1 EIT \\
\hline 00480 & 59177 & O日E： & & 9 CL & & ソब1！ & MTH－E＝ 1 \\
\hline 00740 & 592471 & Fg & & UE & F & ¢ CHS & \(Y 6 \%\) \\
\hline 00450 & 59597 & － & & STA & － & CHMtr & \\
\hline 01040 & 5929 こ0 & 07 & & EFA & & DYSHFT & \\
\hline 00470 & 59850 & & mucle & \(\because\) & & & YHFT A SEFT UITH \\
\hline 01045 & \(5 \% 26 \%\) & 00－0 & & Fl！ & & －940T +1 & \(\angle \mathrm{LE}=0\) \\
\hline 0049 & ŞEE 7 & 00F－ & & FIL & & YQuIT & \\
\hline 00500 & 59315 & & DUSHFT & EEC & E & & \(5=5-1\) \\
\hline D0510 & 59327 & 12 & & SE9 & & IUPEHD & IF \(=0\) STOP \\
\hline 00530 & 59340 & & & \(\cdots\) & & & IF 9 O SHIFT DIUIUEHD \\
\hline 60530 & 5957 & D0FE & & 7］ & & EDYHD＋1 & EET THE EIT：LSE＝0 \\
\hline 00540 & 59877 & 0リ¢ & & \(9 \square\) & & EETM＋0 & ME INTC EAEFG \\
\hline 00550 & 59E 98 & FA & & ［［17 & 7 & YEDAD & \\
\hline 0050 & F9\％ 55 & TIE & & EO & & DYDEP & \(I F=1\) GI TG LDOFE \\
\hline 00870 & 593F 20 & I2 & & ECH & & ［YDLPI & G］T］LU口F 1 \\
\hline 01580 & 5941 UE & FEFF & IYTEEE & LD\％ & & \(\therefore\) IFFFF & \\
\hline 00590 & 5944 IF & FC： & & OT\％ & & Y以1］ & \\
\hline 00600 & \(5746 \mathrm{\square}\) & FE & IUTEMI & LIA & E & SEDSEL & GET SHIFT COUHT IHTO GEE \\
\hline 00510 & 5948 Cb & 09 & & SUE & E & \(\because 7\) & QDSF－MEDSF－9 \\
\hline 00620 & 594 C & 04 & & OWF & E & 喪 & YDSP 4 \\
\hline 00630 & 59495 & ロミ & & ESS & & ［4D＿E & \(r\) YS： 30 TU PETUFH \\
\hline 00640 & 59450 & 04 & & 2UE & E & 品禹 & HO：STSFL MאDSFL－4 \\
\hline D0E50 & \(9950{ }^{\circ}\) & FE & IuTuP\％ & －TA & E & METEFL & GISPLACEMEHT DF FEMAIMEEE \\
\hline 0059 & & & ＊ & & & & STIEED IN YEDSFL \\
\hline 00670 & 59503 & & & FTS & & & \\
\hline 00880 & & & & \(\pm 40\) & & & \\
\hline
\end{tabular}

FIGURE 2－1．7－2：XKDIVD Assembly Listing（Sheet 2 of 2）
```

STFT: SS.
STRT: IE.
STFT: LE 1E.
STRT: SF FGGG, STFF:T0.
STET; SI FHENET.
STFT: HFE S.
T SR FSG00
FFFFF
SM DFG, IE: DFF:OFF.
E 100
MEM FHULLT

```

```

O IN OFE:E
Im DFE,E
OMFE ES 55 00
?

```

FIGURE 2-1.7-3: Simulation Results, Division

\section*{2-2 COUNTING DELAY MEASUREMENT/GENERATION}

When microprocessor systems are initially considered as replacements for conventional logic designs there is a natural tendency to formulate such questions as: What is the program that replaces a flip-flop? A counter? A shift register? A one-shot? Etc.? Such questions are better posed as: What is the function that must be performed? The answer to the question then often falls in one of two categories: (1) The number of times something occurs must be determined (counted); (2) A particular time interval must be measured or generated prior to taking some action.

These functions are also commonly used for controlling internal program flow; the MC6800 provides a variety of ways for performing them. Short (up to 8-bits or decimal 255) counter requirement can be implemented using either of the two accumulators or any RAM location. The increment (INC) and decrement (DEC) instructions apply to random access memory locations outside the MPU as well as the accumulators. (The instruction set for the MC6800 is discussed in Section 1-3) The data test instructions BITA, BITB, CMPA, CMPS, CBA, TST (memory), TSTA, and TSTB that are available for updating the Condition Code Register combined with the branch instructions permit complete control of counter operations.

For applications requiring long counters (up to 16-bits or decimal 65,535 ) the Index Register and its fuil complement of instructions are avaiiabie. When more than one iong counter is required simultaneousiy, a short program can be written that permits two adjacent RAM locations to be used as a 16 -bit counter:
\begin{tabular}{llll} 
& INC & \(\mathrm{N}+1\) & Increment mem. loc. \((\mathrm{N}+1)\) \\
& BNE & CNTNUE & if result not = 0 continue \\
CNTNUE & INC & N & \\
& xxx & xxxxxx & Next program instruction \\
&. & & \\
&. & & \\
&. & &
\end{tabular}

This sequence effectively increments a 16 -bit word located in memory locations N and \(\mathrm{N}+1\). A similar procedure is available for decrementing a 16 -bit word:
\begin{tabular}{llll} 
& TST & \(\mathrm{N}+1\) & Mem. loc. \(\mathrm{N}+1=0\) ? \\
& BNE & NEXT & No, go decr. \(\mathrm{N}+1\) \\
& DEC & N & Yes, first decr. N \\
NEXT & DEC & \(\mathrm{N}+1\) & Decr. \(\mathrm{N}=1\)
\end{tabular}

In addition to their use for long counters, these instruction sequences can be used for modifying return addresses. During execution of subroutines and interrupt service routines the program counter containing the return address is stored on the stack, a designated area in RAM. The increment or decrement sequences can be used to change the program counter value on the stack and thus cause the return from subroutine or interrupt to be to a different location in the main program.

It is possible in some cases to use the index Register and Accumulators for two functions simultaneously when one is a counting function. As an example, assume that data from a peripheral device is to be entered into the MPU's memory via an MC6820 PIA \({ }^{1}\). The peripheral is to indicate the presence of data by setting a flag, bit 7 of the PIA's Control Register. Each time the flag is set the MPU is to retrieve the data from the PIA Data Register and store it in an internal memory location until a total of 8 bytes have been accumulated. Since the PIA's Data Register and Control Register look like memory to the MPU, a program is required that will cause the MPU to monitor one memory location for a change in a flag bit and then fetch the data from another location. This operation is to be repeated the specified number (8) of times.

The following sequence of instructions uses a single register, Accumulator B, for both the monitoring and counting functions:
\begin{tabular}{llll} 
& LDAB & \#08 & Put 2's Compl. of byte count in ACCB. \\
LOOP1 & BITB & PIACRA & Byte Available flag set? \\
& BPL & LOOP1 & Not yet; loop back, chk. again. \\
& LDAA & PIADRA & Yes; Fetch byte. \\
& PSHA & & Put byte on stack. \\
& INCB & & Eight bytes yet? \\
& BNE & LOOP1 & No, go wait for next byte. \\
& xxx & xxxxxx & Yes, continue with program.
\end{tabular}

This program takes advantage of the fact that incrementing an accumulator containing FF cause it to "roll over'' to 00 . The two's complement of the required count is entered as the byte count. Since this will cause the sign bit (bit 7) of ACCB to be positive and since the BIT test does not affect ACCB but does update the Condition Code Register, the Bit test followed by the Branch on Plus instruction can be used to monitor the flag bit. As soon as bit 7 of the Control Register is set to one, the BPL test fails and the MPU fetches the current data byte by reading the Data Register (PIADRA) and then pushes the byte onto a stack location in RAM. The design of the PIA is such that the flag is automatically cleared by the LDAA PIADRA operation. The byte count is then "reduced" by incrementing ACCB and tested by the Branch on Not Equal Zero instruction. Unless the eighth byte has just been transferred the program loops back to wait on the next data byte. If the current byte was the eighth, the INC B instruction cause the count to roll over to zero, the branch test fails, and program flow falls through to the next instruction. The other test instructions (TST, CMP, and CBA) can also be used in a similar

\footnotetext{
\({ }^{1}\) Operation of the PIA is described in detail in Section 3-4.
}
fashion since they too update the condition Code bits but do not affect register contents. Note also that it was not necessary to bring the contents of the Control Register into the MPU in order to examine the flag.

Delays can be generated in a variety of ways. A typical procedure is shown in the following sequence:
\begin{tabular}{llll} 
& LDAA & \#32 & Takes 4 cycles to execute. \\
LOOP1 & DECA & & \((2\) cycles \()\) \\
& BNE & LOOP1 & \((4\) cycles \()\)
\end{tabular}

In this example, the MPU will go through LOOP1 32 times so that the total delay introduced by these instructions is, for a \(1.0 \mu \mathrm{sec}\) cycle time:
\[
4+32(2+4)=196 \mu \mathrm{sec}
\]

The number of times through the loop is calculated as the program is developed. If, for instance, the required delay is \(200 \mu \mathrm{sec}\), the value to be loaded into ACCA is determined from:
\[
(200-4) / 6=32.6 \approx 32
\]

Note that since the nearest smaller integer is selected, the actual delay generated in only \(196 \mu \mathrm{sec}\). If greater accuracy is required, the sequence above could be followed by two NOP instructions, since each NOP advances the program counter and takes up two cycles. Delays beyond the capacity of an 8-bit Register and a single loop can be generated by using the Index Register and/or multiple loops. It is also sometimes desirable to write the delay sequence as a callable subroutine that can be used to generate variable delays. This is illustrated by the following routine. This sequence assumes that the amount of delay, in milliseconds, is loaded into a RAM location identified as 'DLYBFR', prior to calling the routine.
\begin{tabular}{llll} 
DELGEN & LDAA & DLYBFR & (a) 4 cycles \\
LOOP1 & LDAB & \#165 & (b) 4 cycles \\
LOOP2 & DECB & & (c) 2 cycles \\
& BNE & LOOP2 & (d) 4 cycles \\
& DECA & & (e) 42 cycles \\
& BNE & LOOP1 & (f) 4 cycles \\
& RTS & & (g) 5 cycles
\end{tabular}

The MPU will go through LOOP2 165 times each time it is entered: \(165(c+d)=(165)(6)+990\) cycles. For every time through LOOP1 there will be a total LOOP2 time plus the \(\mathrm{b}, \mathrm{e}\), and f cycle times, or the total time, including the RTS cycle time, is:
\[
\begin{aligned}
\text { Total delay } & =\operatorname{DLYBFR}(990+4+2+4)+5 \\
& =\operatorname{DLYBER}(1000)+5
\end{aligned}
\]

If, for example, DLYBFR had been loaded with 17 , indicating that a 17 msec delay was required, then for a 1.0 \(\mu \mathrm{sec}\) cycle time. The total delay is \(17,005 \mu \mathrm{sec}=17 \mathrm{msec}\) with small error. The value 165 that is loaded into ACCB was of course selected to provide the desired scale factor, i.e., so that the delay could be entered as an integral number of milliseconds. Variation on these procedures can be used to generate virtually any amount of delay. Note that if for some reason it is undesirable to disturb the contents of the Accumulators or Index Register while generating a delay, RAM memory registers may be used. The INC and DEC instructions also operate directly on memory.

\section*{2-3 EVALUATING PERIPHERAL CONTROL ROUTINES}

Data handling often involves the transfer of data between a microprocessor's memory and a time dependent peripheral. It is necessary to synchronize the data transfer program to the peripheral because the peripheral data clock is asynchronous with respect to the program clock. The I/O controller which handles the data transfer consists of both hardware and software. An implicit assumption is that the best trade-off occurs by minimizing the hardware in the controller.

In a microprocessor based I/O controller, it is necessary to determine:
(1) How fast can the microcomputer transfer program move data (as contrasted with a direct memory access scheme)?
(2) Will a given data transfer program work successfully in the system?
(3) Is there any processing time remaining after handling the data movement?
(4) Can any additional time dependent functions be performed?
(5) What is the maximum length routine that can be performed in addition to the data transfer?

An analysis is required that will provide a technique for testing the operation of a proposed program. In addition, if there is unused processing time in the system, it may be possible to eliminate additional hardware (e.g., buffer registers). If a given program does not work in the system, the analysis should enable the user to modify the program or add additional hardware to allow the system to work.

Specific examples of the word transfer problem for a floppy disk and the bit transfer problem for a cassette system will be used to illustrate the typical problems. The cassette data transfer example also illustrates the technique for increasing the amount of usable spare time by borrowing it from adjacent data cells. In this case, the spare time is used to refresh a display.

When a peripheral signals the MPU requesting processing time, it will be referred to as a Service Request, (SR). When the service request is periodic, as in the above mentioned examples, it is called a time dependent service request. Read or Write Data Transfers are both examples of such service requests and where the examples show programs or terms referring to a Read Data Transfer, they are meant to be illustrative of both Read and Write Data Transfers.

\section*{2-3.1 NOTATION USED SERVICE REQUESTS AND PROGRAMS AS WAVEFORMS ON A TIMING DIAGRAM}

The process of synchronizing a data transfer program to a peripheral can be visualized more easily when the SR's and the program are both represented as waveforms on a timing diagram. The peripheral SR waveform is developed from the specifications of the peripheral which identify the maximum time, \(\mathrm{T}_{1} \mathrm{~m}\) it takes to load the data buffer (the period during which data is invalid), and the minimum period, Tom between service requests. The subscript m refers to the parameters of the mth peripheral.

The data transfer waveform is developed by writing the actual data transfer program and then calculating the time it takes to:
(1) Capture the data \(\left(\mathrm{T}_{4 \mathrm{~m}}\right)\)
(2) Process the data ( \(\mathrm{T}_{2 \mathrm{~m}}\) - includes period \(\mathrm{T}_{4 \mathrm{~m}}\) )
(3) Loop in a synchronization delay loop until a SR is active. ( \(\mathrm{nT}_{3}\) - where \(\mathrm{T}_{3}\) is the single loop time and n is the number of times the program loops).

These values are calculated by counting the number of processor clock cycles required to execute each function, and multiplying the numbers by the MPU clock rate. The waveforms and notation for a typical situation are illustrated in Figure 2-3.1-1. Figure 2-3.1-2 shows a flow chart for a data transfer program for a single peripheral. Figure 2-3.1-3 details the technique for calculating the program parameters and Figure 2-3.1-4 illustrates the relation between the peripheral word ready service request and the program timing. The values of the SR parameters are for a floppy disk data transfer.

The period \(\mathrm{T}_{01}\) is the worst case (fastest) peripheral data word rate, and it is calculated taking into consideration floppy disk motor speed variations. The SR update time \(\mathrm{T}_{11}\), is the time during which a new word is being loaded into the data buffer, and at the end of which there exists an active SR.

The timing diagram of Figure 2-3.1-4 shows a processor clock running at a \(1 \mu \mathrm{sec}\) cycle time and shows how the word capture time is developed from a knowledge of the point in the instruction cycle when the word capture begins and ends. In this case, the program begins the word transfer at the positive edge of the fourth processor clock cycle during the LDAA RDCTL instruction and completes it at the negative edge of the fourth clock cycle during the LDAA RDDATA instruction which moves the data. Therefore, \(\mathrm{T}_{41}\) is equal to the number of clock periods between initiation and the end of transfer, 8.5 cycles \(=8.5 \mu \mathrm{~s}\). The first two instructions form the sync loop ( \(\mathrm{T}_{3}\) ) and the total program represents the program processing time ( \(\mathrm{T}_{21}\) ).


\footnotetext{
\(T_{0 m}=\) Period of service request of \(m^{\text {th }}\) peripheral (word ready period).
\(T_{1 m}=\) Service request update time (Data Invalid) for \(\mathrm{m}^{\text {th }}\) peripheral.
\(T_{2 m}=\) Program Processing Time of the \(m^{\text {th }}\) SR. Includes time to capture data.
\(T_{3}=\) Synchronization Loop time when the program has checked and found no active service requests.
\(T_{4 m}=\) Data Capture Time of the \(m^{\text {th }}\) SR.
\(\mathbf{t}_{1 m}=\) Initial offset between the SR and Program Data Transfer Waveforms.
\(n \quad=\) number of times the program goes through the synchronization delay loop.
}

\section*{2-3.2 DEVELOPMENT OF EQUATIONS AND INEQUALITIES USED TO TEST SUCCESSFUL SYSTEM OPERATION}

A successful data transfer means that each time the peripheral indicates, via an SR, that a data word is available, the program is able to capture the data before it is replaced by the next data word. It is implied that the program is able to proces the data between data word transfers. (In the floppy disk data transfer program, processing involves storing the data in Random Access Memory (RAM) and checking whether it was the last word that needed to be transferred.) Similarly for data transfers to the peripheral, the program must make the data word requested available before the succeeding request arrives. In other words, a successful data transfer consists of avoiding an overrun (during READ) and underflow (during WRITE).

If the \(\operatorname{SR}\) is not ative at the time that the program checks for a SR, (i.e., the data word is not ready), then the program goes into a synchronization (sync) loop, which causes a delay ( \(\mathrm{T}_{3}\) ). At the end of a sync loop, the program again checks for an active SR.

In the following analysis, it is assumed that the values of the parameters detailed in Figure 2-3.1-1 are at their worst case limits and are constant for simplicity, the single SR model (where \(m=1\) ) will be used initially.

For the system to transfer data successfully the average word processing time Tavg must be approximately equal to the peripheral data word SR period \(\mathrm{T}_{01}\).
\[
\begin{equation*}
\mathrm{TAVG} \approx \mathrm{~T}_{01} \tag{1}
\end{equation*}
\]

More precisely stated, in the limit as the number of words transferred, \(p\), approaches infinity, the average word processing time, TAVG, is exactly equal to the byte cell period \(\mathrm{T}_{01}\).


FIGURE 2-3.1-2. Flow Chart for a Typical Data Transfer Program for a Single Service Request
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline LABEL & MNEMONIC & OPERAND & COMMENT & & \multicolumn{2}{|l|}{PROCESSOR CYCLES} \\
\hline \multirow[t]{3}{*}{RDLOOP} & LDAA BPL & \[
\begin{aligned}
& \text { RDCTL } \\
& \text { RDLOOP }
\end{aligned}
\] & LOAD CONTROL WORD LOOP IF SR IS INACTIVE & \[
\underset{\substack{\text { LOOP } \\\left(\mathrm{T}_{3}\right)}}{\mathrm{SYNC}}
\] & \multirow{4}{*}{PROGRAM PROCESSING TIME \(\left.{ }^{( } T_{21}\right)\)} & \[
\begin{aligned}
& 4 \\
& 4
\end{aligned}
\] \\
\hline & \[
\begin{aligned}
& \text { LDAA } \\
& \text { PSHA }
\end{aligned}
\] & RDDATA & LOAD READ DATA STORE ON STACK & \[
\begin{aligned}
& \text {-DATA } \\
& \text { CAPTURE } \\
& \left(T_{41}\right)
\end{aligned}
\] & & 4 \\
\hline & \[
\begin{aligned}
& \text { DEX } \\
& \text { BNE }
\end{aligned}
\] & RDLOOP & \begin{tabular}{l}
DECREMENT WORD COUNT \\
IF WORD COUNT IS NOT \\
ZERO RETURN FOR NEXT WORD
\end{tabular} & & & 4 \\
\hline \multirow[t]{2}{*}{EXIT} & & & & & & \[
\begin{aligned}
& 4 \\
& 4
\end{aligned}
\] \\
\hline & & & & TOTAL & TAL 24 C & YCLES \\
\hline
\end{tabular}

> IF THE MPU CLOCK PERIOD IS \(1 \mu \mathrm{~s}\) THEN SYNC LOOP TIME \(\mathrm{T}_{3}=8_{\mu \mathrm{s}}\) PROGRAM PROCESSING TIME \(\mathrm{T}_{21}=24_{\mu \mathrm{s}}\) DATA CAPTURE TIME T \(\mathrm{t}_{41}=8.5 \mu \mathrm{~s}\) (See Text)

FIGURE 2-3.1-3. Data Transfer Program Indicating Method Used to Calculate Program Parameters


FIGURE 2-3.1-4. Relationship of Peripheral Data Stream to Program Timing

Lim
\(\operatorname{Lim}_{\mathrm{p}} \infty \quad\) TAVG \(=\mathrm{T}_{01}\)
The time TAVG consists of the program word processing time \(\mathrm{T}_{21}\) and a time \(\mathrm{nT}_{3}\) while the program loops until the next word is ready. Stated mathematically,
\[
\begin{equation*}
\mathrm{TAVG}=\mathrm{T}_{21}+\frac{1}{\mathrm{P}}\left(\sum_{\mathrm{p}=1}^{\infty} \mathrm{n}_{\mathrm{p}} \mathrm{~T}_{3}\right) \tag{3}
\end{equation*}
\]

Where \(n p\) is the number of sync loops taken while waiting for the pth SR , and whose value may vary from 0 to \(\mathrm{n}(\mathrm{n}=\mathrm{np}\) maximum).

The program byte processing time, \(\mathrm{T}_{21}\), must be equal to or less than the SR period \(\mathrm{T}_{01}\), or else the program could not keep up with the word rate of the peripheral. Therefore,
\[
\begin{equation*}
\mathrm{T}_{21} \leqslant \mathrm{~T}_{01} \tag{4}
\end{equation*}
\]

If the program loops \(n\) times in the sync delay loop before the next data word is ready, then equation (4) can be modified to read:
\[
\begin{equation*}
T_{21}+(n-1) T_{3} \leqslant T_{01} \tag{5}
\end{equation*}
\]

Also, the time \(\mathrm{T}_{21}+\mathrm{nT}_{3}\) must be greater than \(\mathrm{T}_{01}\) so that the program may begin the transfer of the next word even if the offset \(T_{11}\) is equal to zero. This is true simply because the program loops until the next word SR is active. Hence,
\[
\begin{equation*}
\mathrm{T}_{01}<\mathrm{T}_{21}+\mathrm{nT}_{3} \tag{6}
\end{equation*}
\]

Therefore, the peripheral word ready period is bounded by \(T_{21}+(n-1) T_{3}\) and \(T_{21}+n T_{3}\) for successful operation:
\[
\begin{equation*}
\mathrm{T}_{21}+(\mathrm{n}-1) \mathrm{T}_{3} \leqslant \mathrm{~T}_{01}<\mathrm{T}_{01} \leqslant \mathrm{~T}_{3} \tag{7}
\end{equation*}
\]

If \(\mathrm{T}_{01}=\mathrm{T}_{21}\) then the program and peripheral are said to be synchronous. If \(\mathrm{T}_{01}>\mathrm{T}_{21}\) (equation 4), then the offset \(\mathrm{T}_{11}\) gets smaller and smaller until it is negative or zero, which means that after the program has processed one word, the next word will not be ready. At this time, the program goes into the synchronization loop, and samles the peripheral Word Ready line until the SR is again active.

The maximum value of the synchronization loop for which the system will work may be determined from the following argument. Since the peripheral SR and the program are independent, it is entirely possible that the SR occurs immediately after the program has initiated a sync loop. Since the data capture time is \(\mathrm{T}_{41}\) and the data is invalid for a period \(\mathrm{T}_{11}\) out of every \(\mathrm{T}_{01}\), it is necessary that:
\[
\begin{equation*}
\mathrm{T}_{3} \leqslant \mathrm{~T}_{01}-\mathrm{T}_{11}-\mathrm{T}_{41} \tag{8}
\end{equation*}
\]

This is the inequality used to calculate the maximum permissible value of \(\mathrm{T}_{3}\).

\section*{2-3.3 Floppy Disk Data Transfer Routine}

The parameters of the Floppy Disk Data transfer routine are listed in Figure 2-3.1-4. The parameters
can now be tested with equations (7) and (8):
From Equation (7)
\[
\begin{align*}
& \mathrm{T}_{21} \leqslant \mathrm{~T}_{0}<\mathrm{T}_{21}+\mathrm{T}_{3} \quad \mathrm{n}=1  \tag{9}\\
& 24 \leqslant 29.7<32 \mu \mathrm{~s}
\end{align*}
\]
and from Equation (8)
\[
\begin{align*}
& \mathrm{T}_{3} \leqslant \mathrm{~T}_{01}-\mathrm{T}_{11}-\mathrm{T}_{41}  \tag{8}\\
& 8 \leqslant 29.7-0.75-8.5
\end{align*}
\]

Both requirements are met and the program will transfer data successfully, (at a maximum rate when \(\mathrm{T}_{01}=\) \(\mathrm{T}_{21}\) ).
\[
\text { Max Data Rate }=\frac{1}{\mathrm{~T}_{21}}=\frac{1}{24 \mu \mathrm{~s}}=41.6 \mathrm{~K} \text { Bytes } / \mathrm{sec}
\]

Note that in this example, the time left over in each data byte after processing is:
\[
\begin{equation*}
\mathrm{T}_{01}-\mathrm{T}_{21}=29.7-24=5.7 \mu \mathrm{~s} \tag{10}
\end{equation*}
\]

This time is too small to be usable for other tasks by the M6800.

\section*{2-3.4 CASSETTE DATA TRANSFER ROUTINE}

The data transfer routine of Figure 2-3.1-3 is equally valid for the case of word data transfer between the cassette and an MPU. The significant difference is the slower data rate, i.e., the SR period for word transfer is much longer. For the cassette with a worst case data transfer rate of \(1.85 \mathrm{KBytes} / \mathrm{sec}\) ( \(15 \mathrm{KBits} / \mathrm{sec}\) ):
\[
\mathrm{T}_{01}=\frac{1}{1850}=540.5 \mu \mathrm{~s}
\]

All other parameters remain essentially the same.
\[
\begin{aligned}
\mathrm{T}_{11} & =1 \mu \mathrm{~s} \\
\mathrm{~T}_{21} & =24 \mu \mathrm{~s} \\
\mathrm{~T}_{3} & =8 \mu \mathrm{~s} \\
\mathrm{~T}_{41} & =8.5 \mu \mathrm{~s}
\end{aligned}
\]

It may be verified that both Equation 7 and 8 are satisfied by the above parameters for \(n=65\). The time available after processing the word is:
\(\mathrm{T}_{01}-\mathrm{T}_{21}=540.5-24=516.5 \mu \mathrm{~s}\)
This time is normally used up in synchronization delay loops. Since so much additional time is available, it may be possible to transfer cassette data in serial form (bit transfer), and eliminate the hardware
associated with the serial to parallel conversion. The Serial Data Transfer Flow Chart and Program are shown in Figures 2-3.4-1 and 2-3.4-2 respectively. Equation 7 and 8 are both satisfied for \(n=4\). The unused processing time per bit cell is:
\[
\begin{equation*}
\mathrm{T}_{01}-\mathrm{T}_{21}=66.6-40=26.6 \mu \mathrm{~s} \tag{11}
\end{equation*}
\]

\section*{2-3.5 UTILIZATION OF MPU PROCESSING TIME}

Assume that it is required that a program must service a cassette for serial data transfers, as described earlier, and simultaneously refresh a dynamic display (display without memory). Let the subscripts 1 and 2 be used to refer to parameters of the cassette and displays respectively. Assume that the program processing time \(\mathrm{T}_{22}\), to refresh the display, is longer than the available processing time in a single bit cell, i.e.
\[
\mathrm{T}_{22}>26.6 \mathrm{~s}(\text { From Equation } 11)
\]

However, if the period of the display SR is longer than that of the Cassette ( \(\mathrm{T}_{02}>\mathrm{T}_{01}\) ) an interesting question arises. Is it possible to borrow time from adjacent data cells and process SR2 without losing SR1 data? The following analysis shows that it is, if the parameters meet certain requirements.

To maximize the utilization of an MPU's processing time the extra time spent in synchronization delay loops can be used for doing other routines. This is similar to adding a time equal to the additional delay loops to the program processing time \(\mathrm{T}_{11}\). The condition that must now be satisfied by the program and the peripheral SR period may be stated as:
\[
\begin{equation*}
\mathrm{T}^{\prime}{ }_{21} \leqslant \mathrm{~T}_{01}<\mathrm{T}^{\prime}{ }_{21}+\mathrm{T}_{3} \tag{11}
\end{equation*}
\]
where
\[
\begin{equation*}
\mathrm{T}^{\prime}{ }_{21}=\mathrm{T}_{21}+(\mathrm{n}-1) \mathrm{T}_{3} \tag{12}
\end{equation*}
\]
and \((n-) T_{3}\) is the additional time now used for processing. The length of the program processing time has been extended; however, there is still only one independent service request being serviced as illustrated in the flow chart in Figure 2A.

It is often required that the unused processing time be used to process SR's from another time dependent peripheral. Assume that it is required that the unused processing time be used to process SR's from a display, i.e., to refresh the display. Will the system be able to successfully handle the two SR's? This question leads to considering the program model for handling multiple SR's, and the conditions that must be satisfied for successful operation.


FIGURE 2-3.4-1. Flow Chart for Serial Data Transfer
\begin{tabular}{llll} 
LABEL & MNEMONIC & OPERAND & COMMENT
\end{tabular} PROCESSOR CYCLES

At MPU clock rate of 1 MHZ
\(\mathrm{T}_{3}=8 \mu \mathrm{~s}\)
\(\mathrm{T}_{21}=40 \mu \mathrm{~s}\)
\(T_{41}=0.5 \mu \mathrm{~s}\)
and \(\quad T_{01}=\frac{1}{15000}=66.6 \mu \mathrm{~s}\)

\section*{2-3.6 PROGRAM MODEL FOR TWO PRIORITIZED SERVICE REQUESTS}

When two independent periodic SR's are allowed, the program model for servicing them may be prioritized. The prioritizing is done such that the SR with the shorter period (hgher frequency) has the higher priority. Figure 2-3.6-1 indicates the programming model for two SR's where SR \# 1 (SR1) has higher priority. Notice that SR1 is tested first, regardless of which SR was last processed.

The parameters of the SR1, SR2 waveforms are derived as before, from specifications of the two peripherals. The parameters for the program are derived in conjunction with the prioritized model. For example, the synchronization loop time \(\mathrm{T}_{3}\), is now the time it takes the program to test for an active SR1, and


FIGURE 2-3.6-1. Program Model for Two Prioritized Time Dependent Service Requests
then test for an active SR2, and find them both inactive. Similarly, \(\mathrm{T}_{22}\), the program processing time for SR2, includes the time to test for SR1, (which is inactive) and then test for SR2 (active), process SR2, and test if it is the end of SR2 processing.

\section*{2-3.7 REQUIREMENTS THAT MUST BE SATISFIED WHEN AN MPU SERVICES MULTIPLE SR's}

The following requirements were developed by studying the failure mechanisms using the program model for two prioritized time-dependent service requests. A failure was defined as an overflow or underflow, and the program was run to process a very large number of consecutive SR's (up to 100,000 service requests). Each time there was a failure, the timing relationships between the two SR waveforms and the program processing waveform was studied to give a clue to the failure mechanism. The results are listed in Figure 2-3.7-1. Of the requirements listed in Figure 2-3.7-1, Equations 7 and 8 have already been discussed. Equation 12 is really implied by the program flowchart model for a single SR where the data capture time is included in the SR processing time.

Equation 13 states that the sum of the processing times expressed as a fraction of the SR frequency is no greater than unity. This is true because of the periodic nature of each SR and the fact that each SR uses \(\mathrm{T}_{2 \mathrm{~m}} / \mathrm{Tom}\) of the MPU's processing time. As an example, if the cassette serial data transfer routine uses \(40 \mu \mathrm{~s}\) every \(66.6 \mu\) s then it uses \(40 / 66.6=60 \%\) (approx.) of the MPU's capability. Hence, \(40 \%\) of the remaining MPU capability may be used by another SR. This result is used shortly to test the cassette-display service program.

For each SR it is required that:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline A. & \(\mathrm{T}_{2 \mathrm{~m}}\) & \(\leqslant\) & Tom & \(<\) & \(\mathrm{T}_{2 m}\) & + & \(\mathrm{nT}_{3}\) & (7) \\
\hline B. & \(\mathrm{T}_{3}\) & \(\leqslant\) & Tom & - & \(\mathrm{T}_{1 \mathrm{~m}}\) & - & \(\mathrm{T}_{4 \mathrm{~m}}\) & (8) \\
\hline c. & \(\mathrm{T}_{4 \mathrm{~m}}\) & \(\leqslant\) & \(\mathrm{T}_{2 \mathrm{~m}}\) & & & & & (12) \\
\hline
\end{tabular}

For the system it is required that:
D. \(1-\underset{m}{\Sigma}\left(\frac{T_{2 m}}{T_{0 m}}\right) \geqslant 0\)

The equality is the synchronous case where no synchronization loops are taken.
E. For each peripheral when compared to the fastest peripheral \(k\),
\(\mathrm{T}_{\mathbf{0 k}}-\mathrm{T}_{\mathbf{1 k}}-\mathrm{T}_{\mathbf{4 k}} \geqslant \mathrm{T}_{\mathbf{2 n}} \quad\) for all \(\mathrm{n} \neq \mathrm{k}\)
Where \(k\) is the peripheral with the highest frequency of operation, and the SR's are prioritized by frequency with the highest frequency SR being first.
F. \(\quad T_{0 m}-T_{1 m}-T_{4 m} \geqslant T_{2 k}+T_{3}\)

FIGURE 2-3.7-1. Timing Constraints for Successful System Operation
for Prioritized Multiple Service Requests

Equation 14 is best illustrated by the timing diagram in Figure 2-3.7-2 where SR2 and SR1 occur almost simultaneously, but SR2 is active first. This implies that just prior to this occurrence, the last SR from both SR1 and SR2 has already been processed and SR1 has been tested first, according to the prioritized model, and found to be inactive. SR2 must be processed in a time \(\mathrm{T}_{22}\); then data from SR1 must be captured in time \(\mathrm{T}_{41}\), before it becomes invalid. The data becomes invalid a time \(\mathrm{T}_{11}\) prior to the next SR1. Therefore, the condition that must be satisfied is:
\[
\begin{equation*}
\mathrm{T}_{01}-\mathrm{T}_{11}-\mathrm{T}_{41} \geqslant \mathrm{~T}_{22}(\mathrm{~m}=2) \tag{14}
\end{equation*}
\]

Equation 15 implies that the program should be able to synchronize, then process SR1, and capture data from SR2 before it becomes invalid. This situation occurs after the last SR1 has just been processed, and then neither SR1 nor SR2 are active (see Figure 2-3.7-3). After the sync loop, SR1 is processed, and SR2 data must be captured:
\[
\begin{equation*}
\mathrm{T}_{02}-\mathrm{T}_{12}-\mathrm{T}_{42} \geqslant \mathrm{~T}_{21}+\mathrm{T}_{3}(\mathrm{~m}=2) \tag{15}
\end{equation*}
\]

Equations 14 and 15 are stated in a general form for m SR's in Figure 2-3.7-1 but they have been verified only for the case of two SR's. Equations 7,8 and 13 of that Figure, however, must be satisfied by any set of \(m\) SR's.


FIGURE 2-3.7-2. Timing Diagram Showing Requirements of Equation 15 for Two SR's


FIGURE 2-3.7-3. Timing Diagram Showing Requirements of Equation \(\mathbf{1 5}\) for Two SR's

\section*{2-3.8 SERIAL DATA TRANSFER AND DYNAMIC DISPLAY REFRESH PROCESSING}

The cassette serial data transfer program is now modified and extended to service both the cassette data SR and the Display Refresh SR. The combined program, listed in Figure 2-3.8-1 follows the model of two prioritized SR's of Figure 2-3.6-1. SR2 is generated by a 16 character dynamic display, and the characters are refreshed cyclically. Figure 2-3.8-2 lists the parameters of the two SR's and verifies that all requirements are met for the two SR's to be successfully serviced. Note that use of Equation 13 provides a measure of the efficiency of usage of the MPU processing time. In this case:
\[
1-\left(\frac{40}{66.6}+\frac{50}{130}\right)=1-0.985=0.015
\]
which implies that \(98.5 \%\) of the total processing time is being used.
The amount of spare time remaining is calculated by multiplying the left-hand side of Equation 13 by the period of the highest frequency SR. Thus,

Unused processing time \(=0.015 \times 66.6=1.00 \mu\) s every SR1 period.


FIGURE 2-3.8-1. Serial Data Transfer and Dynamic Display Refresh Routine
\begin{tabular}{l|l}
\(T_{01}=66.6 \mu \mathrm{~s}\) \\
\(T_{11}=1 \mu \mathrm{~s}\) \\
\(T_{21}=40 \mu \mathrm{~s}\) \\
\(T_{41}=0.5 \mu \mathrm{~s}\)
\end{tabular}\(|\)\begin{tabular}{l}
\(\mathrm{T}_{21} \leqslant \mathrm{~T}_{01}<\mathrm{T}_{21}+{ }^{21} \mathrm{~T}_{3}\) \\
\(40 \leqslant 66.6<40+2 \times 16\) \\
AND \(\mathrm{T}_{3} \leqslant \mathrm{~T}_{01}-\mathrm{T}_{11}-\mathrm{T}_{41}\) \\
\(16 \leqslant 66.6-1-0.5\) \\
\\
\(\mathrm{~T}_{01} \leqslant \mathrm{~T}_{02}\)
\end{tabular}

PARAMETERS OF SR2 (DISPLAY REFRESH)
\(T_{02}=130 \mu \mathrm{~s}\)
\(\mathrm{~T}_{12}=1_{\mu \mathrm{s}}\)
\(\mathrm{T}_{22}=42+8=50 \mu \mathrm{~s}\)
\(\mathrm{~T}_{42}=26 \mu \mathrm{~s}\)\(\quad\)\begin{tabular}{l}
\(\mathrm{T}_{22} \leqslant \mathrm{~T}_{02}<\mathrm{T}_{22}+{ }^{2} \mathrm{~T}_{3}\) \\
\(50 \leqslant 130<50+5 \times 16\) \\
AND \\
\(\mathrm{T}_{3} \leqslant \mathrm{~T}_{02}-\mathrm{T}_{12}-\mathrm{T}_{42}\) \\
\(16 \leqslant 130-1-26\)
\end{tabular}
\(\mathrm{T}_{3}=16 \mu \mathrm{~s}\)
FROM EQU. 13
\[
\begin{aligned}
& 1-\sum_{m} \frac{T_{2 m}}{T_{0 m}} \geqslant 0 \\
& 1-\left(\frac{40}{66.6}+\frac{50}{130}\right)=0.015>0
\end{aligned}
\]

FROM EQU. 14
```

$\mathrm{T}_{01}-\mathrm{T}_{11}-\mathrm{T}_{\mathbf{4 1}} \geqslant \mathrm{T}_{22}$
$66.6-1-0.5>50$

```

FROM EQU. 15
```

T
130 - 1 - 26 > 40 + 16

```

FIGURE 2-3.8-2. Serial Data Display SR Parameters and System Requirement Test

\section*{2-3.9 INCREASING MPU PROCESSING EFFICIENCY WITH THE FLIP-FLOP MODEL FOR TWO "EQUAL" PERIOD SR'S}

When the SR's have approximately equal SR periods, as in Read/Write, or bi-directional data flow, the processing time for SR2 may be reduced if a flip-flop model is used in place of the prioritized model. Figure 2-3.9-1 shows the Flip-Flop model in which, after completion of SR1 processing, the program checks SR2 first and vice versa.


FIGURE 2-3.9-1. Flip-Flop Model for Two "Equal" Period SR's

The advantage gained in processing efficiency is reflected in the fastest data rate that the program can successfully transfer for both SR's. This can be illustrated using the example of cassette serial data transfer. Let SR1 and SR2 programs be identical in form such that:
\[
\begin{aligned}
& \mathrm{T}_{41}=\mathrm{T}_{42}=0.5 \mu \mathrm{~s} \\
& \mathrm{~T}_{11}=\mathrm{T}_{12}=1 \mu \mathrm{~s} \\
& \mathrm{~T}_{3}=16 \mu \mathrm{~s}
\end{aligned}
\]
\[
\operatorname{MAX} \mathrm{T}_{01}=\mathrm{T}_{02}=?
\]

If the prioritized model is used, then:
\[
\mathrm{T}_{21}=40 \mu \mathrm{~s} \text { and } \mathrm{T}_{22}=50 \mu \mathrm{~s}
\]
because it takes \(8 \mu\) s to test if SR1 is active and this is always tested first.
In this case, the maximum data transfer rate for the two SR's may be calculated by using the equality in Equation 13.
\[
\begin{aligned}
& \frac{40}{\mathrm{~T}_{01}}+\frac{50}{\left(\mathrm{~T}_{02}=\mathrm{T}_{01}\right)}=1 \\
& \mathrm{~T}_{01}=\frac{1}{90 \mu \mathrm{~s}}=11.1 \mathrm{Kbits} / \mathrm{sec} .
\end{aligned}
\]

If the flip-flop model is used then.
\[
\mathrm{T}_{21}=\mathrm{T}_{22}=40 \mu \mathrm{~S}
\]
and the maximum data transfer rate for the two SR's may be calculated from Equation 13 as:
\[
\begin{aligned}
& \frac{40}{\mathrm{~T}_{01}}+\frac{40}{\left(\mathrm{~T}_{02}=\mathrm{T}_{01}\right)}=1 \\
& \mathrm{~T}_{01}=\frac{1}{80 \mu \mathrm{~s}}=12.5 \mathrm{Kbits} / \mathrm{sec} .
\end{aligned}
\]

This provides approximately a ten percent increase in maximum data rate.
Note, however, that when the flip-flop model is used there is an additional condition that now must be satisfied. This is required because both SR1 and SR2 may occur simultaneously. Therefore,
\[
\begin{equation*}
\mathrm{T}_{01} \geqslant \mathrm{~T}_{02} \geqslant \mathrm{~T}_{21}+\mathrm{T}_{22} \tag{16}
\end{equation*}
\]

The techniques described in this section enable the user to determine if a given data transfer program will work in the microprocessor system. If it is found that the program does not work, the user may modify the program/hardware to allow the system to work. The techniques also provide a measure of the utilization of the microprocessor's capability. This provides the opportunity to add functions to or delete hardware from the system until the microprocessor is being used to its full capability. The techniques may be extended to cover operation of systems where interrupts are the periodic service requests.

\section*{2-4 USE OF INDEX REGISTER}

Effective programming of the MPU makes extensive use of the Indexed Addressing mode. For this mode, the address is variable and depends on the current contents of the Index Register. A source statement such as
\begin{tabular}{ccc} 
Operator & Operand & Comment \\
LDAA & X & Load ACCA from \(\mathrm{M}=\mathrm{X}\)
\end{tabular}
will cause the contents of the memory location specified by the contents of the Index Register to be loaded into accumulator A, that is, the effective address is determined by X. Since there are instructions for manipulating the contents of the Index Register during program execution (LDX, INX, DEX, etc.), the Indexed Addressing mode provides a dynamic "on the fly" way to modify program activity.

The Index Register can be loaded either with "constants" such as the starting address of a file in ROM or with a variable located in RAM that changes as the program runs. The Indexed Addressing mode also allows the address to be modified by an offset. The operand field can include a value that will be automatically added to X during execution. The format for this technique is:
\begin{tabular}{ccc} 
Operator & Operand & Comment \\
STAA & \(\mathrm{K}, \mathrm{X}\) & Store ACCA in \(\mathrm{M}=(\mathrm{X}+\mathrm{K})\)
\end{tabular}

When the MPU encounters the opcode for LDAA (Indexed), it looks in the next memory location for the value to be added to X and calculates the required address, \(\mathrm{X}+\mathrm{K}\) in this example. (See Section 1-2.3.5 for additional information on the Indexed Addressing Mode.) The control program is normally in ROM, hence, the offset is a
constant that was established during program development and cannot be changed during program execution.
There are numerous examples of indexed addressing techniques in the sample programs throughout this Manual, however, it is of interest to summarize some of the methods in this Section. A common usage is shown in the following sequence of instructions for setting a series of RAM locations to zero (perhaps part of an initialization routine):
Label Operator Operand Comment
\begin{tabular}{llll} 
& LDX & \#FIRST & Get starting Address \\
LOOP1 & CLR & X & Clear current location. \\
& INX & & Move to next location. \\
& CPX & LAST+1 & Finished yet? \\
& BNE & LOOP1 & No, continue clearing. \\
NEXT & xxx & xxxxxx & Yes, continue with program.
\end{tabular}

This sequence causes the consecutive memory locations FIRST through LAST to be cleared. The labels FIRST, LAST, NEXT, etc., will have been assigned specific values during assembly of the program. Note that only every other memory location would be operated on if a second INX had been included in the program:
\begin{tabular}{lll} 
& \(\cdot\) & \\
& & \\
& LOOP1 & \\
& LDX & \\
& CLR & X \\
& INX & \\
& INX & \\
& CPX & LAST + 2 \\
& BNE & LOOP1 \\
NEXT & xxx & xxxxxx
\end{tabular}

This technique is commonly used to establish the "size" of the increment that will be stepped through. If the size of the step is large (many INXs) or if it is desirable to have a variable step size, another procedure can be used to advantage. The following sequence of instructions can be used to effectively add a variable offset to X :
\begin{tabular}{llll} 
Label & Operator & Operand & Comment \\
& \(\cdot\) & & \\
& \(\cdot\) & & \\
& LDAB & VALUE & Get variable into ACCB. \\
& LDX & \#FIRST & Get Starting Address. \\
LOOP1 & INX & & Advance address pointer. \\
& DECB & & Is ACCB zero yet? \\
& BNE & LOOP1 & No, continue advancing pointer. \\
NEXT & xxx & xxxxxx & Yes, proceed with program.
\end{tabular}

This sequence has the effect of adding the contents of accumulator B to the Index Register, that is, a variable offset is generated. If, for example, the value in ACCB is one, the INX instruction increases X by one and the DECB instruction reduces ACCB to zero. The program flow falls through to NEXT since the BNE test fails but the Index Register is now loaded with \(\mathrm{X}+1\) rather than X . A different value for B would cause the program to pass through the loop until \(B\) is reduced to zero. Since \(X\) is increased by one during each pass, the net effect is to add the variable "VALUE" to X.

This technique is illustrated in the following example: A program is required that will check for a zero result in every 8th location in a block of memory extending from FIRST to LAST. The first zero result encountered is to cause the program to branch to location ZROTST. If no zero results are encountered, processing is to continue:
\begin{tabular}{llll} 
BEGIN & LDX & \#FIRST & Get starting address. \\
START & LDAB & \(\# \$ 08\) & Load step size. \\
LOOP1 & INX & & Advance address pointer. \\
& DECB & & Next location yet? \\
& BNE & LOOP1 & No, continue advancing pointer. \\
& TST & X & Yes, test for zero result. \\
& BEQ & ZROTST & Branch to zero test if zero. \\
& CPX & LAST+1 & Finished? \\
& BNE & START & No, move to next location. \\
NEXT & xxx & xxxxxx & Yes, continue with program.
\end{tabular}

In this case, the program will pass through LOOP1 eight times prior to each test, effectively adding eight to the value in the Index Register. Note also that the INX instruction could be replaced by the decrement \(X\) instruction, DEX, thus providing a means of "negative" or backward indexing if desired.

There is another "variable indexing technique" that combines the Indexed Addressing mode with suitable memory allocation to obtain dynamic indexed addressing. Assume that a program is required that will
select a mask pattern that is determined by the current contents of a counter. The counter content is variable and depends on the results of previous program operation. Such sequences are useful for establishing particular bit patterns required by the program.

As an example, assume that one of the bit patterns shown below is required, depending on the current value of BITCNT, a value that has been previously computed and stored in RAM:

Bit Count Bit Pattern
\begin{tabular}{ccccccccc} 
& \(\mathrm{b}_{7}\) & \(\mathrm{~b}_{6}\) & \(\mathrm{~b}_{5}\) & \(\mathrm{~b}_{4}\) & \(\mathrm{~b}_{3}\) & \(\mathrm{~b}_{2}\) & \(\mathrm{~b}_{1}\) & \(\mathrm{~b}_{0}\) \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{tabular}

The following memory allocation can be used to permit indexed addressing of the desired pattern:


By putting the upper byte of the starting address of the table (upper byte of \(m=\) START1) in the RAM location immediately preceding BITCNT, the LDX instruction can be used to load the Index Register with the address of the desired bit pattern. This method has the limitation that the lookup table must begin (START1 above) at an address whose least two significant Hex digits are zero, that is, of the form XX00. Such tables can be at the beginning of any multiple of 256 ROM locations.

This technique is illustrated in the following sample program for updating a bit pattern stored in two PIA Output Registers, PIAORA and PIAORB. The registers contain a pattern for driving an external display array that must be updated to include the results of each new calculation of a word count, WRDCNT, and a bit count, BITCNT. The current update goes to PIAORA if the word count is odd and to PIAORB if even. The steps involved in the update are:
(1) Test WRDCNT for odd or even and set a flag.
(2) Get PIAORA (odd WRDCNT) or PIAORB (even WRDCNT) into accumulator A.
(3) Determine the bit pattern that corresponds to the current BITCNT.
(4) Combine with the contents of accumulator A, preserving any previously set bits.
(5) Write updated pattern back into appropriate PIA register.

The following program can be used if the memory allocation recommended above is used:
\begin{tabular}{llll} 
& ROR & WRDCNT & Sets Carry if odd. \\
& ROR & COLFLG & Set sign bit on odd WRDCNT. \\
& BMI & TAG1 & Get appropriate register. \\
& LDAA & PIAORB & * into \\
& BRA & TAG2 & * ACCA \\
TAG1 & LDAA & PIAORA & * for update \\
TAG2 & LDX & COLBIT & Point to bit pattern. \\
& ORAA & X & Combine with previous pattern. \\
& TST & COLFLG & Put updated pattern. \\
& BMI & TAG3 & * back. \\
& STAA & PIAORB & * out \\
& BRA & TAG4 & * to \\
TAG3 & STAA & PIAORA & * display \\
TAG4 & xxx & xxxxxx &
\end{tabular}

Note that the single instruction LDX COLBIT is all that is required to locate a ROM location that depends on a dynamic program result.

\section*{CHAPTER 3}

\section*{3. INPUT/OUTPUT TECHNIQUES}

\section*{3-1 INTRODUCTION}

Due to the type of applications in which they are used, the capability to efficiently handle Input/Output (I/O) information is perhaps the most important characteristic of microprocessor systems. The M6800 architecture incorporates supervisory controls and interface devices that permit a wide variety of I/O techniques to be used. This Chapter describes the I/O characteristics of the M6800 system and their use in typical applications.

Most I/O information can be placed in one of two general categories: (1) control and status signals; (2) data that is to be processed by the MPU. Much of the MC6800's flexibility in handling control and status information depends on three system features:
(1) Many of the routine peripheral control tasks can be delegated to the interface adapters.
(2) Because the design of the interface adapters allows the MPU to treat peripherals exactly like other memory locations, the memory reference instructions that operate directly on memory are also used to control peripherals.
(3) While all MPU's must be able to continuously control simple peripherals under program control, in many typical applications, the peripheral information to the MPU is often asynchronous in nature and is best handled on an interrupt basis. The interrupt structure of the MC6800 allows such applications to be processed in an orderly manner, that is, interrupts are handled without disrupting other system tasks in progress.

The currently available interface devices are described in detail in Section 3-4. The various interrupt control techniques are discussed in Sections 3-2 and 3-3.

In the M6800 system, all data movement between family elements (memory and/or peripheral interface adapters) is normally done through the MPU via the Data Bus. This means that the transfers are program controlled, that is, the movement is accomplished by execution of instructions such as Load, Store, Push, Pull, etc. Numerous examples of programmed controlled data transfers are shown throughout this manual. For example, a program for moving 8 -bit bytes from a peripheral to memory (at the rate of 43,000 bytes per second) is described in conjunction with the floppy disk application discussed in Section 5-4.

In most system designs, it is possible to "speed up' data movement by surrendering program control and transferring data directly between the other system elements. This bypassing of the MPU, usually called Direct Memory Access (DMA), requires that the MPU be provided with supervisory signals. In addition, external hardware for generating addresses and controlling the transfer must be provided. The MC6800's supervisory control features allow DMA to be accomplished in a variety of ways. The details of implementation depend on the particular system configuration and timing requirements. Several methods and their relative merits are discussed in Section 3-5 of this Chapter.

\section*{3-2 MC6800 INTERRUPT SEQUENCES}

In a typical application, the peripheral devices may be continuously generating asychronous signals (interrupts) that must be acted on by the MPU. The interrupts may be either requests for service or acknowledgements of services performed earlier by the MPU. The.MC6800 MPU provides several methods for automatically responding to such interrupts in an orderly manner.

In the control of interrupts, three general problems must be considered: (1) It is characteristic of most applications that interrupts must be handled without permanently disrupting the task in process when the interrupt occurs. The MC6800 handles this by saving the results of its current activity so that processing can be resumed after the interrupt has been serviced. (2) There must be a method of handling multiple interrupts since several peripherals may be requesting service simultaneously. (3) If some signals are more important to system operation or if certain peripherals require faster servicing than others, there must be a method of prioritizing the interrupts. Techniques for handling each of these problems with the MC6800 will be described in the following paragraphs.

The MPU has three hardware interrupt inputs, Reset \(\left(\overline{\operatorname{RES})^{1}}\right.\), Non-Maskable Interrupt \((\overline{\mathrm{NMI}})\), and Interrupt Request ( \(\overline{\mathrm{IRQ}})\). An interrupt sequence can be initiated by applying a suitable control signal to any of these three inputs or by using the software SWI instruction. The resulting sequence is different for each case.

\section*{3-2.1 INTERRUPT REQUEST (IRQ)}

The IRQ input is the mainstay of system interrupt control. Inputs to \(\overline{\mathrm{IRQ}}\) are normally generated in PIAs and ACIAs but may also come from other user-defined hardware. In either case, the various interrupts may be wire-ORed and applied to the MPU's \(\overline{\mathrm{IRQ}}\) input. This input is level sensitive; a logic zero causes the MPU to initiate the interrupt sequence \({ }^{2}\). A flow chart of the \(\overline{\mathrm{IRQ}}\) sequence is shown in Figure 3-2.1-1.

After finishing its current instruction and testing the Interrupt Mask in the Condition Code Register, the MPU stores the contents of its programmable registers in memory locations specified by the Stack Pointer. (Operation of the Stack Pointer is discussed in Section 1-3.4.1.) This stacking process takes seven memory cycles: two each for the Index Register and Program Counter, and one each for Accumulator A, Accumulator B, and the Condition Code Register. The Stack Pointer will have been decremented seven locations and is pointing to the next empty memory location.

The MPU's next step of setting the Interrupt Mask to a logic one is an important aspect of system interrupt control. Setting the mask allows the control program to determine the order in which multiple interrupts will be handled. If it is desirable to recognize another interrupt (of higher priority, for example) before service of the first is complete, the Interrupt Mask can be cleared by a CLI instruction at the beginning of the current service routine. If each interrupt is to be completely serviced before another is recognized, the CLI instruction is omitted and a Return from Interrupt instruction, RTI, placed at the end of the service routine restores the Interrupt Mask status from the stack, thus enabling recognition of subsequent interrupts.

Note that if the former method is selected (immediate enable of further interrupts), the original interrupt service will still eventually be completed. This is due to the fact that the later interrupt also causes the current status to be put on the stack for later completion. This process is general and means that interrupts can be

\footnotetext{
\({ }^{1}\) The bar convention over the symbols is used to indicate an active low signal condition.
\({ }^{2} \overline{\mathrm{IRQ}}\) is a maskable input. If the Interrupt Mask Bit within the MPU is set, low levels on the \(\overline{\mathrm{IRQ}}\) line will not be recognized; the MPU will continue current program execution until the mask bit is cleared by encountering the Clear Interrupt (CLI) instruction in the control program, or an RTI is encountered.
}


FIGURE 3-2.1-1: Hardware Interrupt Request Sequence
\begin{tabular}{|c|c|}
\hline CONTENTS & ADDRESS \\
\hline \(\overline{\mathrm{RES}}\) (Low Byte) & FFFF \\
\hline \(\overline{\mathrm{RES}}\) (High Byte) & FFFE \\
\hline \(\overline{\mathrm{NMI}}\) (Low Byte) & FFFD \\
\hline \(\overline{\text { NMI ( }}\) (High Byte) & FFFC \\
\hline SWI (Low Byte) & FFFB \\
\hline SWI (High Byte) & FFFA \\
\hline \(\overline{\text { IRQ ( }}\) ( \({ }^{\text {aw }}\) Byte) & FFF9 \\
\hline \(\overline{\text { IRO }}\) (High Byte) & FFF8 \\
\hline
\end{tabular}

FIGURE 3-2. 1-2: Interrupt Vector, Permanent Memory Assignments
"nested" to any depth required by the system limited only by memory size. The status of the interrupted routines is returned on a Last-In-First-Out (LIFO) basis. That is, the last result to be stacked is the first to be returned to the MPU.

After setting the Interrupt Mask, the MPU next obtains the address of the first interrupt service routine instruction from memory locations permanently assigned to the \(\overline{\text { IRQ }}\) interrupt input. This is accomplished by loading the Program Counter's high and low bytes from memory locations responding to addresses, FFF8 and FFF9, respectively. The MPU then fetches the first instruction from the location now designated by the Program Counter.

This technique of indirect addressing (also called vectoring) is also used by the other interrupt sequences. The "vectors"' are placed in the memory locations corresponding to addresses FFF8 through FFFF as shown in Figure 3-2.1-2 during program development.

The MPU places two of the address bytes in the range FFF8 - FFFF on the Address Bus during interrupt sequences. It should be noted that the vector data is fetched from the memory locations that respond to these addresses even though they may not actually be FFF8 - FFFF. For example, in the memory allocation that was illustrated in Section 1-1.2.1 of Chapter 1, the ROM was assigned the 1024 memory locations between C000 and C3FF (decimal 49152 to 50175 ) by tying Address Lines A 15 and \(\mathrm{A}_{14}\) to the ROM's chip enables:

Address
Lines
\(\begin{array}{llllllllllllllll}\mathrm{A}_{15} & \mathrm{~A}_{14} & \mathrm{~A}_{13} & \mathrm{~A}_{12} & \mathrm{~A}_{11} & \mathrm{~A}_{10} & \mathrm{~A}_{9} & \mathrm{~A}_{8} & \mathrm{~A}_{7} & \mathrm{~A}_{6} & \mathrm{~A}_{5} & \mathrm{~A}_{4} & \mathrm{~A}_{3} & \mathrm{~A}_{2} & \mathrm{~A}_{1} & \mathrm{~A}_{0}\end{array}\)
ROM
Connections
\(\begin{array}{lllllllllllllll}\mathrm{E} & \mathrm{E} & \underbrace{\mathrm{X}}_{\text {Not Connected }} \mathrm{X} \quad \mathrm{X} \quad \mathrm{X} & \mathrm{A}_{9} & \mathrm{~A}_{8} & \mathrm{~A}_{7} & \mathrm{~A}_{6} & \mathrm{~A}_{5} & \mathrm{~A}_{4} & \mathrm{~A}_{3} & \mathrm{~A}_{2} & \mathrm{~A}_{1} & \mathrm{~A}_{0}\end{array}\)

Notice that if the MPU outputs the address FFFF (all ones) while fetching the vector data for a Reset, it is actually addressing memory location C3FF in the system memory.

The significant point is that the eight locations that respond to FFF8 - FFFF must be reserved for the interrupt vectors.

\section*{3-2.2 NON-MASKABLE INTERRUPT ( \(\overline{\text { NMI }})\)}

As implied by its name, the Non-Maskable Interrupt ( \(\overline{\mathrm{NMI}})\) must be recognized by the MPU as soon as the \(\overline{\mathrm{NMI}}\) line goes to logic zero. This interrupt is often used as a power-failure sensor or to provide interrupt service to a "hot" peripheral that must be allowed to interrupt.

Except for the fact that it cannot be masked, the \(\overline{\text { NMI }}\) interrupt sequence is similar to \(\overline{\mathrm{IRQ}}\) (See Figure 3-2.2-1). After completing its current instruction, the MPU stacks its registers, sets the Interrupt mask and fetches the starting address of the \(\overline{\mathrm{NMI}}\) interrupt service routine by vectoring to FFFC and FFFD. (See Figure 3-2.1-2).

\section*{3-2.3 RESET ( \(\overline{\mathbf{R E S}})\)}

The Reset interrupt sequence differs from \(\overline{\text { NMI }}\) and \(\overline{\mathrm{IRQ}}\) in two respects. When \(\overline{\mathrm{RES}}\) is low, the MPU places FFFE (the high order byte of the \(\overline{\mathrm{RES}}\) vector location) on the Address Bus in preparation for executing the \(\overline{\mathrm{RES}}\) interrupt sequence. It is normally used following power on to reach an initializing program that sets up system starting conditions such as initial value of the Program Counter, Stack Pointer, PIA Modes,
etc. It is also available as a restart method in the event of system lockup or runaway. Because of its use for starting the MPU from a power down state, the \(\overline{\operatorname{RES}}\) sequence is initiated by a positive going edge. Also, since it is normally used only in a start-up mode, there is no reason to save the MPU contents on the stack. The flow is shown in Figure 3-2.3-1. After setting the Interrupt mask, the MPU loads the Program Counter from the memory locations responding to FFFE and FFFF and then proceeds with the initialization program.


FIGURE 3-2.2.1: Non-Maskable Interrupt Sequence


FIGURE 3-2.3-1: Reset Interrupt Sequence

\section*{3-2.4 SOFTWARE INTERRUPT (SWI)}

The MPU also has a program initiated interrupt mode. Execution of the Software Interrupt (SWI) instruction by the MPU initiates the sequence shown in Figure 3-2.4-1. The sequence is similar to the hardware interrupts except that it is initiated by "software" and the vector is obtained from memory locations responding to FFFA and FFFB.

The Software Interrupt is useful for inserting break-points in the program as an aid in debugging and troubleshooting. In effect, SWI stops the process in place and puts the MPU register contents into memory where they can be examined or displayed.


FIGURE 3-2.4-1: Software Interrupt Sequence

In the previous section, the various methods available for finding the 'beginning' of an interrupt control program were described. If there is only one peripheral capable of requesting service, the source of the interrupt is known and the control program can immediately begin the service routine. More often, several devices are allowed to originate interrupt requests and the first task of the interrupt routine is to identify the source of the interrupt.

There is also the possibility that several peripherals are simultaneously requesting service. In this case, the control program must also decide which interrupt to service first. The \(\overline{\mathrm{IRQ}}\) interrupt service routine in particular may be complex since most of the I/O interrupts are wire-ORed on this line.

The most common method of handling the multiple and/or simultaneous \(\overline{\mathrm{IRQ}}\) interrupts is to begin the service routine by "polling" the peripherals to see which one generated the request. If the interrupts are generated by peripheral signals coming in through a PIA or an ACIA, the polling procedure is very simple. In addition to causing \(\overline{\overline{R Q Q}}\) to go low, the interrupting signal also sets a flag bit in the PIA's or ACIA's internal registers. Since these registers represent memory locations to the MPU, the polling consists of nothing more than stepping through the locations and testing the flag bits \({ }^{3}\).

Establishing the priority of simultaneous interrupts can be handled in either of two ways. The simplest is to establish priority by the order in which the PIAs and ACIAs are polled. That is, the first I/O flag encountered gets the service, so higher priority devices are polled first. The second method first finds all the interrupt flags and then uses a special program to select the one having highest priority. This method permits a more sophisticated approach in that the priority can be modified by the control program. For example, it might be desirable to select the lower priority of two simultaneous requests if the lower priority has not been serviced for some specified period of time.

Software techniques can, in theory, handle any number of devices to any sophistication level of prioritizing. In practice, if there are many sources of interrupt requests, the time required to find the appropriate interrupt can exceed the time available to do so. In this situation, external prioritizing hardware can be used to speed up the operation.

One method for implementing hardware prioritized interrupts is shown in block diagram form in Figure 3-3-1. With this technique, each interrupting device is assigned its own address vector which is stored in ROM memory similarly to the \(\overline{\text { RES }}\), SWI, \(\overline{\text { IRQ }}\), and \(\overline{\text { NMI }}\) vectors. An external hardware priority encoder selects the interrupt to be recognized and directs the MPU to the proper locations in memory for obtaining the vectors.

Operation of the MPU itself is unchanged; after recognizing an \(\overline{\mathrm{RQ}}\), the MPU still outputs addresses FFF8 and FFF9 as before. However, some of the address lines are no longer tied directly to memory but go instead to a 1-of-2 Data Selector. The other set of inputs to the Data Selector are generated by a Priority Encoder that outputs a binary number corresponding to the highest priority interrupt signal present at the time the interrupt was recognized by the MPU.

Detection of the FFF8 and FFF9 addresses by the Address Bus monitoring circuitry then causes the outputs of the priority encoder to be substituted for part of the normal address. Hence, even though the MPU outputs FFF8 and FFF9, other locations in ROM are read by the MPU. Suitable vectors for sending the MPU directly to the appropriate service routine are stored in these locations. Specific circuits for implementing this prioritizing method are described in Section 4-2.1.

\footnotetext{
\({ }^{3}\) See Section 5-4 for a specific example of software polling.
}


FIGURE 3-3-1: Hardware Interrupt Prioritizing Block Diagram

\section*{3-4 PROGRAMM CONNTROLLED DÁTA TRȦNSFERS}

\section*{3-4.1 MC6820 PERIPHERAL INTERFACE ADAPTER}

\section*{3-4.1.1 Input/Output Configuration:}

The MC6820 Peripheral Interface Adapter (PIA) provides a flexible method of connecting byte-oriented peripherals to the MPU. The PIA, while relatively complex itself, permits the MPU to handle a wide variety of equipment types with minimum additional logic and simple programming. An Input/Output Diagram of the MC6820 is shown in Figure 3-4.1.1-1.

Data flows between the MPU and the PIA on the System Data Bus via eight bi-directional data lines, D0 through D7. The direction of data flow is controlled by the MPU via the Read/Write input to the PIA.

The "MPU side" of the PIA also includes three chip select lines, CS0, CS1, and CS2, for selecting a particular PIA. Two addressing inputs, RS0, and RS1, are used in conjunction with a control bit within the PIA for selecting specific registers in the PIA. The MPU can read or write into the PIA's internal registers by addressing the PIA via the system Address Bus using these five input lines and the R/W signal. From the MPU's point of view, each PIA is simply four memory locations that are treated in the same manner as any other read/write memory.

The MPU also provides a timing signal to the PIA via the Enable input. The Enable (E) pulse is used to condition the PIA's internal interrupt control circuitry and for the timing of peripheral control signals. Since all data transfers take place during the \(\phi 2\) portion of the clock cycle, the Enable pulse is normally \(\phi 2^{4}\).

The "Peripheral side" of the PIA includes two 8-bit bi-directional data buses (PA0-PA7 and PB0-PB7), and four interrupt/control lines, CA1, CA2, CB1, and CB2. All of the lines on the "Peripheral Side" of the PIA are compatible with standard TTL logic. In addition, all lines serving as outputs on the "B" side of each PIA (PB0-PB7, CB1, CB2) will supply up to one milliamp of drive current at 1.5 volts.

\footnotetext{
\({ }^{4}\) See Section 4-1.3 for exceptions required in some applications.
}


FIGURE 3-4.1.1-1: MC6820 PIA I/O Diagram

\section*{3-4.1.2 Internal Organization:}

An expanded Block Diagram of the PIA is shown in Figure 3-4.1.2-1. Internally, the PIA is divided into two symmetrical independent register configurations. Each half has three main features: an Output Register, a Control Register, and a Data Direction Register. It is these registers that the MPU treats as memory locations, i.e., they can be either read from or written into. The Output and Data Direction Registers on each side represent a single memory location to the MPU. Selection between them is internal to the PIA and is determined by a bit in their Control Register.

The Data Direction Registers (DDR) are used to establish each individual peripheral bus line as either an input or an output. This is accomplished by having the MPU write "ones" or "zeros" into the eight bit positions of the DDR. Zeros or ones cause the corresponding peripheral data lines to function as inputs or outputs, respectively.

The Output Registers, ORA and ORB, when addressed, store the data present on the MPU Data Bus during an MPU write operation \({ }^{5}\). This data will also appear on those peripheral lines that have been

\footnotetext{
\({ }^{5}\) As used here, an "MPU Write" operation refers to the execution of the "Store"' instruction, i.e., writing into Output Register A is equivalent to execution of STAA PIAORA by the MPU. Similarly, an "MPU Read" operation is equivalent to execution of the "Load" instruction: LDAA PIAORA.
}


FIGURE 3-4.1.2-1: MC6820 PIA - Block Diagram
programmed as outputs. If a peripheral line has been programmed as an input, the corresponding bit position of the Output Register can still be written into by the MPU, however, the data will be influenced by the external signal applied on that peripheral data line.

During an MPU Read operation, the data present on peripheral lines programmed as inputs is transferred directly to the system Data Bus. Due to differing circuitry, the results of reading positions programmed as outputs differ slightly between sides A and B of the PIA. On the B side, there is three-state buffering between Output Register B and the peripheral lines such that the MPU will read the current contents of ORB for those bit positions programmed as outputs. (See Figure 3-4.1.2-2.) During an MPU Read of the A side, the data present on the Peripheral lines will effect the MPU Data Bus regardless of whether the lines are programmed as outputs or inputs. The bit positions in ORA designated as outputs will be read correctly only if the external loading on the Peripheral lines is within the specification for one TTL load. That is, a logic one level could be read as a logic zero if excessive loading reduced the voltage below 2.0 volts.

The two Control Registers, CRA and CRB, allow the MPU to establish and control the operating modes of the peripheral control lines, CA1, CA2, CB1, and CB2. It is by means of these four lines that control information is passed back and forth between the MPU and peripheral devices. The control word format and a summary of its features is shown in Figure 3-4.1.2-3.

The Data Direction Register access bit ( \(\mathrm{b}_{2}=\) DDR Access) is used in conjunction with the register select lines to select between internal registers. For a given register select combination, the status of the DDR bit determines whether the Data Direction Register ( \(\mathrm{b}_{2}\) of \(\operatorname{DDR}=0\) ) or the Output Register \(\left(\mathrm{b}_{2}\right.\) of DDR \(=1\) ) is addressed by the MPU.


FIGURE 3-4.1.2-2: PIA Output Circuit Configurations



Each Control Register has two interrupt request flags, \(\mathrm{b}_{7}=\operatorname{IRQA}(B) 1\) and \(\mathrm{b}_{6}=\operatorname{IRQA}(B) 2\); they are set by transitions on the CA1(CB1) and CA2(CB2) control lines and can be read by an MPU read Control Register operation. The status of the interrupt flags cannot be altered by an MPU write instruction, that is, \(\operatorname{IRQA}(B) 1\) and \(\operatorname{IRQA}(B) 2\) are Read Only with respect to the MPU. They are indirectly reset to zero each time the MPU reads the corresponding Output Register or can be cleared with the hardware \(\overline{\text { Reset }}\).

Bits \(b_{0}\) and \(b_{1}\) of the Control Registers determine the CA1(CB1) operating mode. A "one" written into \(b_{1}\) by the MPU will cause subsequent positive-going transitions of the CA1(CB1) input to set IRQA(B) 1 ; if \(\mathrm{b}_{1}=0\), negative-going transitions on \(\operatorname{CA} 1(\mathrm{CB} 1)\) cause \(\operatorname{IRQA}(B) 1\) to set. If \(\mathrm{b}_{0}=1\) when the \(\operatorname{IRQA}(B) 1\) flag goes high, the PIA's external interrupt request line, IRQA(B), immediately goes low, providing a hardware interrupt signal to the MPU. The external interrupt is disabled if \(\mathrm{b}_{0}=0\) when the internal interrupt is set by CA1(CB1). If bo is later set by an MPU Write Control Register operation, the disable is immediately released and a pending external interrupt request will occur.

When \(b_{5}=0, b_{3}\) and \(b_{4}\) of the Control Register perform similarly to \(b_{0}\) and \(b_{1}\), controlling the \(\overline{\text { IRQA }}(\mathrm{B}) 2\) interrupt via the CA2(CB2) input. The IRQA(B) interrupt terminal, when enabled, responds to either IRQA(B) 1 or \(\operatorname{IRQA}(\mathrm{B}) 2\).

If \(\mathrm{b}_{5}=1, \mathrm{CA} 2(\mathrm{CB} 2)\) acts as an output and will function in one of three modes. If \(\mathrm{b}_{4}\) is also equal to one, CA2(CB2) serves as a program-controlled set/reset output to the peripheral and follows \(b_{3}\) as it is changed by MPU Write Control Register operations. If \(b_{4}=0\) when \(b_{5}=1, C A 2(C B 2)\) can be used in either a pulse-strobed or handshake mode. Operation of the two sections differ slightly for these two operating modes. In the handshake mode \(\left(\mathrm{b}_{3}=0\right)\) CA2 is taken low by the negative transition of the MPU Enable Pulse following an MPU Read Output Register operation and returns high when IRQA1 is next set by CA1. This, in effect, tells the peripheral it has been read and allows it to acknowledge via CA1. The " \(B\) " Side operation is similar except that CB2 is taken low following an MPU Write Output Register operation and returned high by the next CB1 transition; this tells the peripheral it has been written into and allows it to respond via CB1.

In the pulse-strobed mode ( \(\mathrm{b}_{3}=1\) ), CA2 is again set low by a Read Output Register command, but is now returned high by the negative transition of the next MPU originated Enable Pulse. CB2 operation is similar except that an MPU Write Operation initiates the pulse. Relative timing waveforms for the strobe control modes are shown in Figures 3-4.1.2-4 and 3-4.1.2-5. The use of A side for Read and B side for Write in those figures is not meant to imply that the A and B sides must be used only for peripheral data in and out, respectively. However, the strobe modes are implemented only as shown, i.e., a strobe is not generated by an A side Write or a B side Read. Strobes can be generated for these cases by including "dummy" instructions in the program. For example, an A side Write instruction can be followed immediately by an A side dummy Read to generate the strobe. Similarly, a B side Read can be followed by a dummy Write.

\begin{tabular}{|c|c|c|c|c|c|}
\hline Characteristic & Symbol & Min & Typ & Max & Unit \\
\hline Delay Time, Address valid to Enable positive transition & TAEW & 180 & - & - & ns \\
\hline Delay Time, Enable positive transition to Data valid on bus & TEDR & - & - & 395 & ns \\
\hline Peripheral Data Setup Time & TPDSU & 300 & - & - & ns \\
\hline Data Bus Hold Time & THR & 10 & - & - & ns \\
\hline Delay Time, Enable negative transition to CA2 negative transition & \({ }^{\text {T }}\) CA2 & - & - & 1.0 & \(\mu \mathrm{s}\) \\
\hline Delay Time, Enable negative transition to CA2 positive transition & TRS 1 & - & - & 1.0 & \(\mu \mathrm{s}\) \\
\hline Rise and Fall Time for CA1 and CA2 input signals & \(t_{r}, t_{f}\) & - & - & 1.0 & \(\mu \mathrm{S}\) \\
\hline Delay Time from CA1 active transition to CA2 positive transition & TRS2 & - & - & 2.0 & \(\mu\) s \\
\hline Rise and Fall Time for Enable input &  & - & - & 25 & ns \\
\hline
\end{tabular}

FIGURE 3-4.1.2-4: Read Timing Characteristics

\begin{tabular}{|c|c|c|c|c|c|}
\hline Characteristic & Symbol & Min & Typ & Max & Unit \\
\hline Enable Pulse Width & TE & 0.470 & - & 25 & \(\mu \mathrm{s}\) \\
\hline Delay Time, Address valid to Enable positive transition & TAEW & 180 & - & - & ns \\
\hline Delay Time, Data valid to Enable negative transition & TDSU & 300 & - & - & ns \\
\hline Delay Time, Read/Write negative transition to Enable positive transition & TWE & 130 & - & - & ns \\
\hline Data Bus Hold Time & THW & 10 & - & - & ns \\
\hline Delay Time, Enable negative transition to Peripheral Data valid & TPDW & - & - & 1.0 & \(\mu \mathrm{s}\) \\
\hline Delay Time, Enable negative transition to Peripheral Data Valid, CMOS
\[
\left(V_{C C}-30 \%\right)
\]
PAO-PA7, CA2 & TCMOS & - & - & 2.0 & \(\mu \mathrm{s}\) \\
\hline Delay Time, Enable positive transition to CB2 negative transition & TCB2 & - & - & 1.0 & \(\mu \mathrm{s}\) \\
\hline Delay Time, Peripheral Data valid to CB2 negative transition & T \({ }_{\text {DC }}\) & 0 & - & 1.5 & \(\mu \mathrm{s}\) \\
\hline Delay Time, Enable positive transition to CB2 positive transition & TRS1 & - & - & 1.0 & \(\mu \mathrm{s}\) \\
\hline Rise and Fall Time for CB1 and CB2 input signals & \(\mathrm{t}_{\mathrm{r}}, \mathrm{t}_{\mathrm{f}}\) & - & - & 1.0 & \(\mu \mathrm{s}\) \\
\hline Delay Time, CB1 active transition to CB2 positive transition & TRS2 & - & - & 2.0 & \(\mu \mathrm{s}\) \\
\hline
\end{tabular}

FIGURE 3-4.1.2-5: Write Timing Characteristics

\section*{3-4.1.3 Addressing and Initialization:}

Chapters 6 and 7 of this manual include numerous examples of PIA addressing and initialization, however, some basic considerations are discussed in the following paragraphs. As indicated in Section 3-4.1.1, the MPU addresses the PIA via the five chip select and register select inputs and bit 2 of the Control Registers. The correspondence between internal registers and the address inputs is shown in Figure 3-4.1.3-1.
\begin{tabular}{ccccccl}
\(\overline{\mathrm{CS}}\) & CS1 & \(\mathrm{CS} \phi\) & RS 1 & \(\mathrm{RS} \phi\) & b 2 & \\
\(\phi\) & 1 & 1 & \(\phi\) & \(\phi\) & \(\phi\) & Data Direction Register A (PIADRA) \\
\(\phi\) & 1 & 1 & \(\phi\) & \(\phi\) & 1 & Output Register A (PIAORA) \\
\(\phi\) & 1 & 1 & \(\phi\) & 1 & \(\times\) & Control Register A (P|ACRA) \\
\(\phi\) & 1 & 1 & 1 & \(\phi\) & \(\phi\) & Data Direction Register B (PIADRB) \\
\(\phi\) & 1 & 1 & 1 & \(\phi\) & 1 & Output Register B (P|AORB) \\
\(\phi\) & 1 & 1 & 1 & 1 & \(\times\) & Control Register B (PIACRB) \\
\(\times\) & \(\times\) & \(\phi\) & \(\times\) & \(\times\) & \(\times\) & PIA Not Selected \\
\(\times\) & \(\phi\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & PIA Not Selected \\
1 & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & PIA Not Selected \\
\(\times\) Doesn'tMatter & & & &
\end{tabular}

FIGURE 3-4.1.3-1: PIA Register Addressing

Addressing a PIA can be illustrated in conjunction with the simple system configuration shown in Figure 3-4.1.3-2 \({ }^{6}\). The method shown is typical for assigning mutually cxclusive memory addresses to the family devices without using additional address decode logic. The connections shown in Figure 3-4.1.3-2 assign memory addresses as follows:
\begin{tabular}{ll} 
RAM & \(0000-007 \mathrm{~F}\) \\
PIA & \(4004-4007\) \\
ACIA & \(4008-4009\) \\
ROM & C000-C3FF \\
(Hexadecimal notation)
\end{tabular}

In most cases, the desired I/O configuration and Control Register modes are established as part of an initialization sequence. The steps involved depend on the particular application but can be clarified by means of a specific example.

Assume that a PIA is to be used as the interface between two peripherals. When interrupted by a positive transition on a control line, the MPU is to fetch 8 bits of data from Peripheral \#1 and then send an acknowledgement pulse. The MPU must be able to transfer a byte of data to Peripheral \#2 and receive acknowledgement that it was accepted. Peripheral \#2 must be provided with a control signal indicating that there is data ready for it.

A suitable hardware configuration is shown in Figure 3-4.1.3-3. Peripheral Lines PA0-PA7 are assigned to "read"' Peripheral \#1 and, hence, must be established as inputs. CA1 provides the interrupt input and must be conditioned to recognize incoming positive transitions. CA2 will be used to signal that data has been read, hence, it must be established as an output using the pulse strobe mode, i.e., reading PIAORA \({ }^{7}\) will automatically transmit a pulse to the peripheral.

Peripheral Lines PB0-PB7 are assigned for transmitting data to Peripheral \#2 and, hence, must be established as outputs. CB2 will be used as an output for signalling that there is data ready. CB1 will be

\footnotetext{
\({ }^{6}\) Figure 3-4.1.3-2 is identical to Figure 1-1.2-1 and is discussed in Section 1-1.2 of Chapter 1.
\({ }^{7}\) In order to use symbolic labels instead of absolute addresses in the initialization program, the labels introduced in Figure 3-4.1.3-1 will be used to refer to PIA registers.
}


FIGURE 3-4.1.3-2: Family Addressing


FIGURE 3-4.1.3-3: Typical I/O Configuration
conditioned to accept a negative transition acknowledgement signal from Peripheral \#2. CB2 is to be restored by that transition.

If it is known that a hardware system \(\overline{\text { Reset }}\) is to be applied prior to initializing, all PIA register bits will be zero initially and the following sequence can be used:
\begin{tabular}{lllc}
10 & LDAA & \#\$2F & SELECT ORA; SET MODE CONTROL \\
20 & STAA & PIACRA & FOR 'A"' SIDE \\
30 & COM & PIADRB & ESTABLISH PB0-PB7 AS OUTPUTS \\
40 & LDAA & \#\$24 & SELECT ORB; SET MODE CONTROL \\
50 & STAA & PIACRB & FOR 'B'' SIDE
\end{tabular}

The constant \({ }^{8} \$ 2 \mathrm{~F}=00101111\) loaded into the A Control Register by Instruction 20 has the following effect: b0 \(=1\) enables a CA1 interrupt; \(\mathrm{b} 1=1\) selects positive transition for interrupt recognition; \(\mathrm{b} 2=1\) selects ORA (the initial zeros in DDRA establish PA0-PA7 as inputs); \(\mathrm{b} 3=1, \mathrm{~b} 4=0\) selects read strobe with E restore; \(\mathrm{b} 5=\) 1 establishes CA2 as an output; b6 and b7 are don't cares since MPU cannot write into those two positions:
\[
\begin{array}{cccccccc}
\mathrm{b} 7 & \mathrm{~b} 6 & \mathrm{~b} 5 & \mathrm{~b} 4 & \mathrm{~b} 3 & \mathrm{~b} 2 & \mathrm{~b} 1 & \mathrm{n} 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 1
\end{array}=2 \mathrm{~F}(\mathrm{Hex})
\]

Instruction 30 writes "ones" into the B Data Direction Register, thus establishing PB0-PB7 as outputs. The constant loaded into the \(B\) Control Register by instruction 50 has the following effect: \(\mathrm{b} 0=0\) disables \(\overline{\mathrm{RQB}}\) interrupt by CB1 transition (it is assumed that the MPU will read flag bit b7 to check for acknowledgement rather than allowing an interrupt); \(\mathrm{b} 1=0\) selects recognition of negative transition on CB 1 for setting flag bit 7; \(\mathrm{b} 2=1\) selects ORB; \(\mathrm{b} 3=0, \mathrm{~b} 4=1\) selects Write strobe with CB1 restore; \(\mathrm{b} 5=1\) establishes CB2 as an output; b6 and b7 are don't cares:
\[
\begin{array}{cccccccc}
\mathrm{b} 7 & \mathrm{~b} 6 & \mathrm{~b} 5 & \mathrm{~b} 4 & \mathrm{~b} 3 & \mathrm{~b} 2 & \mathrm{~b} 1 & \mathrm{~b} 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0
\end{array}=24(\mathrm{Hex})
\]

If there is no assurance that the PIA internal register bit positions are initially zero prior to initialization, the following sequence can be used:
\begin{tabular}{rllc}
10 & CLRA & & \multicolumn{1}{c}{ SELECT } \\
20 & STAA & PIACRA & DATA DIRECTION REGISTER A \\
30 & STAA & PIACRB & AND DATA DIRECTION REGISTER B. \\
40 & STAA & PIADRA & ESTABLISH PA0-PA7 AS INPUTS. \\
50 & LDAA & \(\# \$ 2 F\) & SELECT ORA; SET MODE \\
60 & STAA & PIACRA & CONTROL FOR "A" SIDE. \\
70 & LDAA & \(\# \$ F F\) & ESTABLISH \\
80 & STAA & PIADRB & PB0-PB7 AS OUTPUTS. \\
90 & LDAA & \(\# \$ 24\) & SELECT ORB; SET MODE \\
100 & STAA & PIACRB & CONTROL FOR "B" SIDE.
\end{tabular}

Note that if the initialization sequence is started from a known hardware clear only half as many instructions are required.

\footnotetext{

}

\section*{3-4.1.4 System Considerations:}

The information provided in the preceding paragraphs has been limited to only the more obvious characteristics of the PIA. The features described greatly simplify I/O processing, as will be seen in the examples of later chapters. There are several general techniques worth considering as a system is configured.

The fact that the PIA registers are treated as memory combined with the fact that many of the MPU's instructions (CLR, ASL, COM, TST, etc) operate directly on memory makes possible a variety of I/O techniques. This characteristic should be given careful attention when hardware/software tradeoffs are being considered.

The flexibility inherent in being able to change the I/O direction of individual peripheral lines under program control was not adequately stressed in the initialization discussion. A detailed example making use of this feature to decode a switch matrix is included in Section 5-1.1.1.

Only a simple case of address assignment was considered. Other approaches may lead to a more efficient system. As an example, consider the memory allocation that results from applying A0, and A1 of the address bus to RS0 and RS1, respectively:


Here the registers alternate between output and Control \({ }^{9}\) Registers. If A0 is connected to RS1 and A1 to RS0, the following result is obtained:
\begin{tabular}{cc|c|}
\hline RS1 & \multicolumn{1}{l}{ RS0 } \\
(A0) \\
(A1) \\
0 & 0 \\
1 & 0 & \\
0 & 1 & PIAORA \\
1 & 1 & PIAORB \\
\hline & PIACRA \\
\hline
\end{tabular}

Notice that the output registers are now in adjacent memory locations. This configuration can be used to advantage in applications where 16 bits must be brought into memory. With both the A and B sides established as input ports, the LDX and STX instructions can be used to efficiently transfer two bytes at a time. A specific example of this technique is described in Section 5-4. If this allocation is selected, initialization routines such as the first example of Section 3-4.1.3 can also be simplified:

\section*{10 LDX \#\$2F24 ESTABLISH CONTROL MODES \\ 20 STX PIACRA FOR BOTH SIDES.}

In this sequence, the single instruction STX causes the appropriate constant to be loaded into both Control Registers.

\footnotetext{
\({ }^{9}\) This assumes that b 2 of the Control Registers has been set to select the Output Registers.
}

\section*{3-4.2 MC6850 ASYNCHRONOUS COMMUNICATIONS INTERFACE ADAPTER}

\section*{3-4.2.1 Input/Output Configuration}

The MC6850 Asynchronous Communications Interface Adapter (ACIA) provides a means of efficiently interfacing the MPU to devices requiring an asynchronous serial data format. The ACIA includes features for formatting and controlling such peripherals as Modems, CRT Terminals, and teletype printer/readers. An Input/Output Diagram of the MC6850 is shown in Figure 3-4.2.1-1.

Data flow between the MPU and the ACIA is via 8 bi-directional lines, DB0 through DB7, that interface with the MPU Data Bus. The direction of data flow is controlled by the MPU via the Read/Write input to the ACIA.

The "MPU side"' of the ACIA also includes (see Figure 3-4.1.3-2) three chip select lines, CS0, CS1, and \(\overline{\mathrm{CS} 2}\), for addressing a particular ACIA. An additional addressing input, Register Select (RS), is used to select specific registers within the ACIA. The MPU can read or write into the internal registers by addressing the ACIA via the system Address Bus using these four input lines. From the MPU's addressing point of view, each ACIA is simply two memory locations that are treated in the same manner as any other read/write memory.

The MPU also provides a timing signal to the ACIA via the Enable input. The Enable (E) pulse is used to condition the ACIA's internal interrupt control circuitry and for the timing of status/control changes. Since all data transfers take place during the \(\phi 2\) portion of the clock cycle, \(\phi 2\) is applied as the E signal.

The "Peripheral side" of the ACIA includes two serial data lines and three control lines. Data is transmitted and received via the Tx Data output and Rx Data inputs, respectively. Control signals Clear-To-Send ( \(\overline{\mathrm{CTS}}\) ), Data Carrier Detect ( \(\overline{\mathrm{DCD}}\) ), and Request-To-Send ( \(\overline{\mathrm{RTS}}\) ) are provided for interfacing with Modems such as the MC6860. Two clock inputs are available for supplying individual data clock rates to the receiver and transmitter portions of the ACIA.


FIGURE 3-4.2.1-1: MC6850 ACIA I/O Diagram


FIGURE 3-4.2.2-1: ACIA Block Diagram

\section*{3-4.2.2 Internal Organization}

An expanded Block Diagram of the ACIA is shown in Figure 3-4.2.2-1. While the ACIA appears to the MPU as two addressable memory locations, internally there are four registers, two that are Write Only and two that are Read Only. The Read Only registers are for status and received data and the Write Only registers are for ACIA control and transmit data.

The Status Register format and a summary of the status bits is shown in Figure 3-4.2.2-2. The first two bits b 0 and b 1 indicate whether the Receiver Data Register is full (RDRF) or if the Transmit Data Register is empty (TDRE). b0 will go high when Rx data has been transferred to the Receiver Data Register (RDR). b0 will go low on the trailing edge of the Read Data command (reading the Receiver Data Buffer) or by a master reset command from bits b0 and b1 of the Control Register.

Status bit b1 (Tx Data Register Empty) will go high when a transmitter data transfer has taken place indicating that the Transmit Data Register (TDR) is available for new data entry from the MPU Bus. Bit b1 will return low on the trailing edge of a write data command. b1 will be held low if Clear-To-Send is not received from a peripheral device ( \(\overline{\mathrm{CTS}}=" 1\) ")

Status bits b2 (Data Carrier Detect) and b3 (Clear-To-Send) are flag indicators from an external modem. Bit b2 ( \(\overline{\mathrm{DCD}}\) ) will be high when the received carrier at the modem has been lost (ACIA's \(\overline{\mathrm{DCD}}\) input is high). Bit b2 will remain high until the interrupt is cleared by reading the Status Register and the Receiver Data Register. Bit b3 \((\overline{\mathrm{CTS})}\) is low during reception of a Clear-To-Send command from a modem or other peripheral device.


Bit b4 (Framing Error) will be high whenever a data character is received with an improper start/stop bit character frame. The framing error flag b 4 is cleared by the next data transfer signal if the condition causing the framing error has been rectified. Bit b5 (Receiver Overrun) being high indicates that the Receiver Data Register has not been read prior to a new character being received by the ACIA. This bit is cleared by reading the Receiver Data Register. Status Register bit b6 (Parity Error) is set whenever the number of high (' ' 1 's'") in the received character does not agree with the preselected odd or even parity. Bit \(b 7\) (Interrupt Request) when high indicates the ACIA is requesting interrupt to the MPU via the ACIA \(\overline{\text { IRQ }}\) output and may be caused by b0 or \(\mathbf{b} 1\) or \(\mathbf{b} 2\) being set. All of the Status Register bits (except b3) will be cleared by an ACIA Master Reset.

The Control Register is an eight bit write only buffer which controls operation of the ACIA receiver, transmitter, interrupt enables, and the modem Request-To-Send control line. The Control Register format and a summary of its features is shown in Figure 3-4.2.2-3.

Control bits b0 and b1 select a Master Reset function for the ACIA when both bits are high and selects different clock divide ratios for the transmitter and receiver sections for the other combinations:
\begin{tabular}{ccc} 
b1 & b0 & \\
(CDS2) & (CDS1) & Clock Division \\
0 & 0 & \(\div 1\) \\
0 & 1 & \(\div 16\) \\
1 & 0 & \(\div 64\) \\
1 & 1 & Master Reset
\end{tabular}

The next 3 control bits, b2, b3, and b4, are provided for character length, parity, and stop bit selection. The encoding format is as follows:
\begin{tabular}{cccl}
\begin{tabular}{c} 
b4 \\
(WS3)
\end{tabular} & \begin{tabular}{c} 
b3 \\
(WS2)
\end{tabular} & \begin{tabular}{c} 
b2 \\
(WS1)
\end{tabular} & \begin{tabular}{l} 
Character Frame \\
0
\end{tabular} \\
0 & 0 & 0 & 7 Bit + Even Parity + 2 Stop Bits \\
0 & 0 & 1 & 7 Bit + Odd Parity + 2 Stop Bits \\
0 & 1 & 0 & 7 Bit + Even Parity + 1 Stop Bit \\
0 & 1 & 1 & 7 Bit + Odd Parity + 1 Stop Bit \\
1 & 0 & 0 & 8 Bit + No Parity + 2 Stop Bits \\
1 & 0 & 1 & 8 Bit + No Parity + 1 Stop Bit \\
1 & 1 & 0 & 8 Bit + Even Parity + 1 Stop Bit \\
1 & 1 & 1 & 8 Bit + Odd Parity + 1 Stop Bit
\end{tabular}

The ACIA transmitter section is controlled by control bits b5 (TC1) and b6 (TC2). The four combinations of these two inputs provide transmission of a break command, Modem Request-To-Send ( \(\overline{\mathrm{RTS}}\) ) command, and a transmitter inhibit/enable for the ACIA Interrupt Request output. When both b5 and b6 are low, the Request-To-Send ( \(\overline{\mathrm{RTS}}\) ) output will be active low and the transmitter data register empty flag is inhibited to the ACIA's Interrupt Request ( \(\overline{\mathrm{IRQ}}\) ) output. If b5 is high and b6 is low the \(\overline{\mathrm{RTS}}\) output remains active low but the transmit IRQ input is enabled. To turn off the \(\overline{R T S}\) output b 6 should be high and b 5 low. This selection also inhibits the transmitter interrupt input to the \(\overline{\mathrm{IRQ}}\) output. When both b 5 and b 6 of the control register are high, Request-To-Send is on \(\overline{\text { RTS }}=0, \overline{\mathrm{IRQ}}\) is inhibited for the transmitter, and a break is transmitted (a space).


FIGURE 3-4.2.2-3: ACIA Control Register Format

Bits \(\mathbf{b 7}\) controls the Receiver Interrupt Enable to the \(\overline{\text { IRQ }}\) output. When b 7 is high \(\overline{\mathrm{IRQ}}\) will indicate an interrupt request of the Receiver Data Register is Full (RDRF).

\section*{3-4.2.3 Addressing and Initialization}

A specific example of ACIA usage is shown by the application described in Section 5-3, however, some basic considerations are discussed in the following paragraphs. As indicated in Section 3-4.1.2, the MPU addresses the ACIA via the chip select and register select inputs from the Address Bus. The correspondence between internal registers and the address inputs is shown in Figure 3-4.2.3-1.

With the chip selects properly enabled and \(\mathrm{RS}=0\), either the Status or Control Register will be selected, depending on the current state of the Read/Write line: \(R / W=0=\) Write, Control Register is selected;
\begin{tabular}{cccccl} 
CS2 & CS1 & CS \(\phi\) & RS & R/W \\
\(\phi\) & 1 & 1 & \(\phi\) & \(\phi\) & Control Register \\
\(\phi\) & 1 & 1 & \(\phi\) & 1 & Status Register \\
\(\phi\) & 1 & 1 & 1 & \(\phi\) & Transmit Data Register \\
\(\phi\) & 1 & 1 & 1 & 1 & Receive Data Register \\
\(\times\) & \(\times\) & \(\phi\) & \(\times\) & \(\times\) & ACIA Not Selected \\
\(\times\) & \(\phi\) & \(\times\) & X & \(\times\) & AC:A Not Selected \\
1 & X & X & X & X & ACIA Not Selected \\
X \(=\) Don't Care
\end{tabular}

FIGURE 3-4.2.3-1: ACIA Register Addressing
\(R / W=1=\) Read, Status Register is selected. Similarly, when RS \(=1\), either the Receive Data Register (R/W \(=1=\) Read \()\) or the Transmit Data Register ( \(\mathrm{R} / \mathrm{W}=0=\) Write) is selected.

Addressing the ACIA can be illustrated in conjunction with the simple system configuration shown in Figure 3-4.1.3-2 \({ }^{10}\). The method shown is typical for assigning mutually exclusive memory addresses to the family devices without the use of additional decode logic. The connections shown assign memory addresses as follows:
\begin{tabular}{ll} 
RAivi & \(0000-007 \mathrm{~F}\) \\
PIA & \(4004-4007\) \\
ACIA & \(4008-4009\) \\
ROM & C000- C3FF
\end{tabular}
(Hexadecimal notation)

As voltage is applied to the ACIA during the power-on sequence, its internal registers are cleared to zero \({ }^{11}\) by circuitry within the ACIA to prevent spurious outputs. This initial condition means that interrupts are disabled, IRQ to the MPU is high (no interrupt request), and the Ready-To-Send, \(\overline{\text { RTS }}\), output is high. The first step in preparation for using the ACIA must be a master reset via bits b0 and b1 of the Control Register, that is, the MPU must write ones into those positions. Once reset, the ACIA operating mode is established by writing the appropriate data into the Control Register.

\section*{3-4.2.4 System Considerations}

The ACIA is used primarily to transfer serial data between the microprocessor and real time peripheral devices such as teletypes, CRT terminals, etc. The most common data format used for the transfer of real-time data is the asynchronous data format. Use of this format is generally limited to low transmission rates - below 1200 bps or \(120 \mathrm{char} / \mathrm{sec}\). For example, the maximum transmission rate of a teletype is \(10 \mathrm{char} / \mathrm{sec}\). Here, the transmission of data to the MPU depends on the operator's dexterity of depressing a key on the keyboards. Since the transmission of data is dependent on the operator, gaps (non transmission of data) between data characters occur as a general rule.

In the transmission of asynchronous data, there is no pre-synchronized clock provided along with the data. Also, the gaps between data characters in this transmission mode requires that synchronization be re-established for each character. Therefore, the receiving device must be capable of establishing bit and

\footnotetext{
\({ }^{10}\) Figure 3-4.1.3-1 is identical to Figure 1-1.2-1 and is discussed in Section 1-1.2 of Chapter 1.
\({ }^{11}\) If external high signals are present on the \(\overline{\mathrm{DCD}}\) and \(\overline{\mathrm{CTS}}\) inputs, their respective bits, b 2 and b 3 , in the Status Register will also be high.
}
character synchronization from the characteristics of the asynchronous format. Each character consists of a specified number of data bits preceded by a start bit and followed by one or more stop bits as shown in Figure 3-4.2.4-1

These start and stop elements do not contain any information and they actually slow down the effective transmission rate. Since the asynchronous format is used in real time systems, the effect of the start and stop bits on the transmission rate is negligible. The purpose of the start bit is to enable a receiving system to synchronize its clock to this bit for sampling purposes and thereby establish character synchronization. The stop bit is used as a final check on the character synchronization.

Since the MPU processes eight bit parallel bytes that do not include start and stop elements, received serial data in an asynchronous format must be converted to parallel form with the start and stop elements stripped from the character. Likewise, in order to transmit serial data the parallel data byte from the MPU must be converted to serial form with the start and stop elements added to the character. This serial-to-serial/parallel-to-parallel conversion is the primary function of the ACIA.

Desired options such as variable clock divider ratios, variable word length, one or two stop bits, odd or even parity, etc. are established by writing an appropriate constant into the ACIA's Control Register. The combination of options selected depends on the desired format for a particular application. The general characteristics of data flow through the ACIA are described in the following paragraphs.

A typical transmitting sequence consists of reading the ACIA status register either as a result of an interrupt or in the ACIA's turn in a polling sequence. A character may be written into the Transmit Data Register if the status read operation has indicated that the Transmit Data Register is empty. This character is transferred to a shift register where it is serialized and transmitted from the Tx Data output preceded by a start bit and followed by one or two stop bits. Internal parity (odd or even) can be optionally added to the character and will occur between the last data bit and the first stop bit. After the first character is written in the data register, the Status Register can be read again to check for a Transmit Data Register Empty condition and current peripheral status. If the register is empty, another character can be loaded for transmission even though the first character is in the process of being transmitted. This second character will be automatically transferred into the shift register when the first character transmission is completed. The above sequence may be continued until all the characters have been transmitted.


> Start Bit - "Space" - Logic Zero
> Start Bits - "Mark" - Logic One Idling Bits - "Mark"

FIGURE 3-4.2.4-1: Asynchronous Data Format

Data is received from a peripheral by means of the Rx Data input. A divide by one clock ratio is provided for an external clock that is synchronized to its data; the divide by 16 and 64 ratios may be used for internal synchronization. Bit synchronization in the divide by 16 and 64 modes is obtained by detecting the leading mark-to-space transition of the start bit. False start bit detection capability insures that a full half bit of a start bit has been received before the internal clock is synchronized to the bit time. As a character is being received, parity (odd or even) will be checked and the possible error indication will be available in the status register along with framing error, overrun error, and receiver data register full. In a typical receiving sequence, the Status Register is read to determine if a character has been received from a peripheral. If the receiver data register is full, the character is placed on the Data Bus when the MPU reads the ACIA Receive Data Register. The status register can be read again to determine if another character is available in the receiver data register. The receiver is also double buffered so that a character can be read from the data register as another character is being received in the shift register. The above sequence may be continued until all characters have been received.


FIGURE 3-4.3.1-1: Typical MC6860 System Configuration

\section*{3-4.3 MC6860 LOW SPEED MODEM}

\section*{3-4.3.1 Input/Output Configuration}

The MC6860 Modem provides a very effective method of interfacing a MPU based system, via a MC6850 ACIA, to a telephone network as shown in Figure 3-4.3.1-1. The modem provides full automatic answer/originate and initiate disconnect capability under MPU program control thru the ACIA. Data may be asynchronously sent and received over the telephone network at data rates up to 600 bits per second.

The Input/Output configuration of the MC6860 when used with the MC6850 ACIA and the MC6800 MPU family is shown in Figure 3-4.3.1-2. Data flow from the terminal side of the modem enters in serial digital format via the transmit data line of the modem. It is then digitally processed by the modulator section and exits the telephone network side of the modem via the transmit carrier line. This digitized sinewave FSK signal is post filtered by an output buffer/low pass filter. The filtered analog sinewave passes through a line duplexer to the telephone line via a data coupler.

The returning analog signal from the remote modem at the other end of the telephone line passes through the data coupler and duplexer and is applied to a bandpass filter/amplifier. The receive bandpass filter bandlimits the incoming signal to remove noise and adjacent transmit channel interference. After being bandlimited the analog signal is full limited to a \(50 \%\) duty cycle TTL level signal by the input limiter. This digital signal is the receive carrier that is applied to the modem. The output signal from the bandpass filter is also routed to a threshold detector to determine if the input signal to the limiter is above the minimum detectable signal level presented to the modem. When the signal input level exceeds the bias point of the threshold detector, the detector's output goes low at the threshold input pin to the MC6860 modem indicating that carrier is present.

A complete listing and functional description of all I/O pins for the MC6860(Figure3-4.3.2-1) is provided in the following:

\section*{Data Terminal Ready ( \(\overline{\text { DTR }}\) )}

The Data Terminal Ready signal must be low before the modem function will be enabled. To initiate a disconnect, \(\overline{\mathrm{DTR}}\) is held high for 34 msec minimum. A disconnect will occur 3 seconds later.


FIGURE 3-4.3.1-2: I/O Configuration For MC6860 Modem


FIGURE 3-4.3-2-1: MC6860 Modem Block Diagram

\section*{Clear-To-Send ( \(\overline{\mathbf{C T S}}\) )}

A low on the \(\overline{\mathrm{CTS}}\) output indicates the Transmit Data input has been unclamped from a steady Mark, thus allowing data transmission.

\section*{Ring Indicator ( \(\overline{\mathbf{R I I}})\)}

The modem function will recognize a receipt of a call from the CBT if at least 20 cycles of the 20-47 Hz ringing signal are present. The CBS \(\overline{\mathrm{RI}}\) signal must be level-converted from EIA RS- 232 levels before interfacing it with the modem function. The receipt of a call from the CBS is recognized if the \(\overline{\mathrm{RI}}\) signal is present for at least 51 msec . This input is held high except during ringing. A \(\overline{\mathrm{RI}}\) signal automatically places the modem function in the Answer Mode.

\section*{Switch Hook ( \(\overline{\mathbf{S H}})\)}
\(\overline{\mathrm{SH}}\) interfaces directly with the CBT and via a EIA RS-232 level conversion for the CBS. An \(\overline{\mathrm{SH}}\) signal automatically places the modem function in the Originate Mode.
\(\overline{\mathrm{SH}}\) is low during origination of a call. The modem will automatically hang up 17 seconds after the release of \(\overline{\mathrm{SH}}\) if the handshaking routine between the local and remote modem has not been accomplished.

\section*{Threshold Detect ( \(\overline{\mathbf{T D}}\) )}

This input is derived from an external threshold detector. If the signal level is sufficient, the \(\overline{\mathrm{TD}}\) input must be low for \(20 \mu \mathrm{~s}\) at least once every 32 msec to maintain normal operation. An insufficient signal level indicates the absence of the Receive Carrier; an absence for greater than 32 msec will not cause channel establishment to be lost; however, data during this interval will be invalid.

\section*{Answer Phone (An Ph)}

Upon receipt of Ring Indicator or Switch Hook signal and Data Terminal Ready, the Answer Phone output goes high \([(\overline{\mathrm{SH}}+\overline{\mathrm{RII})} \bullet \overline{\mathrm{DTR}}]\). This signal drives the base of a transistor which activates the Off Hook \((\mathrm{OH})\) and Data Transmission (DA) control lines in the data coupler. Upon call completion, the Answer Phone signal returns to a low level.

\section*{Mode}

The Mode output indicates the Answer (low) or Originate (high) status of the modem. This output changes state when a Self Test command is applied.

\section*{Transmit Break ( \(\overline{\text { Tx Brk }}\) )}

The Break command is used to signal the remote modem to stop sending data.
A Transmit Break (low) greater than 34 msec forces the modem to send a continuous space signal for 233 msec . Transmit Break must be initiated only after \(\overline{\mathrm{CTS}}\) has been established. This is a negative edge sense


\section*{Receive Break (Rx Brk)}

Upon receipt of a continuous 150 msec space, the modem automatically clamps the Receive Break output high. This output is also clamped high until Clear-To-Send is established.

\section*{Break Release ( \(\overline{\text { Brk R }}\) )}

After receiving a 150 msec space signal, the clamped high condition of the Receive Break output can be removed by holding Break Release low for at least \(20 \mu \mathrm{~s}\).

\section*{Transmit Data (Tx Data)}

Transmit Data is the binary information presented to the modem function for modulation with FSK techniques. A high level represents a Mark.

\section*{Receive Data (Rx Data)}

The Receive Data output is the data resulting from demodulating the Receive Carrier. A Mark is a high level.

\section*{Receive Data Rate (Rx Rate)}

The demodulator has been optimized for signal-to-noise performance at 300 bps and 600 bps . The Receive Data Rate input should be low for \(0-600 \mathrm{bps}\) and should be high for \(0-300 \mathrm{bps}\).

\section*{Digital Carrier (FO)}

A test signal output is provided to decrease the chip test time. The signal is a square wave at the transmit frequency.

\section*{Transmit Carrier (Tx Car)}

The Transmit Carrier is a digitally-synthesized sinewave derived from the 1.0 MHz crystal reference. The frequency characteristics are as follows:
\begin{tabular}{|l|l|c|c|}
\hline Mode & Data & \begin{tabular}{c} 
Transmit \\
Frequency
\end{tabular} & Accuracy* \\
\hline Originate & Mark & 1270 Hz & -0.15 HZ \\
Originate & Space & 1070 Hz & +0.09 Hz \\
Answer & Mark & 2225 Hz & -0.31 Hz \\
Answer & Space & 2025 Hz & -0.71 Hz \\
\hline
\end{tabular}
*The reference frequency tolerance is not included.
The proper output frequency is transmitted within the \(3.0 \mu \mathrm{~s}\) following a data bit change with no more than \(2.0 \mu \mathrm{~s}\) phase discontinuity. The typical output level is 0.35 V (RMS) into a 200 k -ohm load impedance.

The second harmonic is typically 32 dB below the fundamental.

\section*{Receive Carrier ( \(\mathbf{R x}\) Car)}

The Receive Carrier is the FSK input to the demodulator. The iocai Transmit Carrier must be balanced or filtered out prior to this input, leaving only the Receive Carrier in the signal. The Receive Carrier must also be hard limited. Any half-cycle period greater than or equal to \(429 \pm 1.0 \mu \mathrm{~s}\) for the low band or \(235 \pm\) \(1.0 \mu \mathrm{~s}\) for the high band is detected as a space.

\section*{Enabled Space Disconnect ( \(\overline{\text { ESD }})\)}

When \(\overline{\mathrm{ESD}}\) is strapped low and \(\overline{\mathrm{DTR}}\) is pulsed to initiate a disconnect, the modem transmits a space for either 3 seconds or until a loss of threshold is detected, whichever occurs first. If \(\overline{\mathrm{ESD}}\) is strapped high, data instead of a space is transmitted. A disconnect occurs at the end of 3 seconds.

\section*{Enable Short Space Disconnect ( \(\overline{\text { ESS }}\) )}
\(\overline{\mathrm{ESS}}\) is a strapping option which, when low, will automatically hang up the phone upon receipt of a continuous space for 0.3 seconds. \(\overline{E S S}\) and \(\overline{E L S}\) must not be simultaneously strapped low.

\section*{Enable Long Space Disconnect ( \(\overline{\text { ELS }}\) )}

ELS is a strapping option which, when low, will automatically hang up the phone upon receipt of a continuous space for 1.5 seconds.

\section*{Crystal (Xtal)}

A \(1.0-\mathrm{MHz}\) crystal with the following parameters is required to utilize the on-chip oscillator. A \(1.0-\mathrm{MHz}\) square wave can also be fed into this input to satisfy the clock requirement.
\begin{tabular}{ll} 
Mode: & Parallel \\
Frequency: & \(1.0 \mathrm{MHz} \pm 0.1 \%\) \\
Series Resistance: & \(750 \mathrm{ohms} \max\) \\
Shunt Capacitance: & \(7.0 \mathrm{pF} \max\) \\
Temperature: & \(0-70^{\circ} \mathrm{C}\) \\
Test Level: & 1.0 mW \\
Load Capacitance: & 13 pF
\end{tabular}

When utilizing the \(1.0-\mathrm{MHz}\) crystal, external parasitic capacitance, including crystal shunt capacitance, must be \(\leqslant 9 \mathrm{pF}\) at the crystal input.

\section*{Test Clock (TST)}

A test signal input is provided to decrease the test time of the chip. In normal operation this input must be strapped low.

\section*{Self Test \(\overline{(S T)}\)}

When a low voltage level is placed on this input, the demodulator is switched to the modulator frequency and demodulates the transmitted FSK signal. Channel establishment, which occurred during the initial handshake, is not lost during self test. The Mode Control output changes state during \(\overline{\text { Self Test, }}\) permitting the receive filters to pass the local Transmit Carrier.
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{3}{|c|}{ INPUTS } & OUTPUT \\
\hline ST & SH & RI & Mode \\
\hline H & L & H & H \\
H & H & L & L \\
L & L & H & L \\
L & H & L & H \\
\hline
\end{tabular}

\section*{3-4.3.2 Internal Organization}

The MC6860 Modem may be broken down into internal functional sections as shown in Figure 3-4.3.2-1. The terminal control logic and auto answer/disconnect logic sections are referred to as the supervisory control section. This section contains digital counters which provide the required time out intervals and necessary control gating logic. This provides logic outputs Clear-To-Send and Answer Phone from inputs Ring Indicator, Switch Hook, and Data Terminal Ready. Also the control section has some local strapping options available on pins 5, 6, and 22. These options provide time outs for line hang-up or termination of the data communication channel.

The oscillator/timing blocks accept a 1.0 MHz clock into pin 13 either from an external clock source or by connecting a 1.0 MHz crystal between pin 13 and ground. A test clock input is provided to allow more rapid testing of the MC6860 timing chains used for various timeouts. This input must be strapped low during normal operation.

The modulator section takes the input digital data and converts it to one of two FSK tones for transmission over the telephone network. There are two tones for transmission and two tones used for reception during full depulx operation. During data transmission from the call origination modem the transmit tones are: 1270 Hz for a Mark and 1070 Hz for a Space. This originating modem will receive two frequencies in the high band which are: 2225 Hz for a Mark and 2025 Hz for a space. If the local modem answers the data call it will transmit in the high band \(2225 / 2025 \mathrm{~Hz}\) and receive in the low band \(1270 / 1070 \mathrm{~Hz}\). The modulator section generates these frequencies digitally by synthesizing a sinewave with an 8 step D to A available on pin 10 and a digital square wave output at the above frequencies available on pin 11.

The demodulator accepts a \(50 \%\) duty cycle TTL level square wave derived from amplifying, filtering, and limiting the incoming line FSK analog signal. The binary data is recovered from the FSK signal by detecting when the signal has a zero crossing and digitally using post detection techniques to discriminate
between the two incoming mark/space tones. A receive data rate input (pin 14) is used to optimize the post detection filter at either 300 or 600 bits per second.

\section*{3-4.3.3 Handshaking and Control}

The supervisory control section of the modem can function in four different modes. Two are associated with data communication channel initialization (Answer Mode and Originate Mode) and two are for channel termination or hang-up (Automatic Disconnect and Initiate Disconnect).

\section*{Answer Mode}

Automatic answering is first initiated by a receipt of a Ring Indicator ( \(\overline{\mathrm{RI})}\) signal. This can be either a low level for at least 51 msec as would come from a CBS data coupler, or at least 20 cycles of a \(20-47 \mathrm{~Hz}\) ringing signal as would come from a CBT data coupler. The presence of the Ring Indicator signal places the modem in the Answer Mode; if the Data Terminal Ready line is low, indicating the communication terminal is ready to send or receive data, the Answer Phone output goes high. This output is designed to drive a transistor switch which will activate the Off Hook \((\mathrm{OH})\) and Data Transmission (DA) relays in the data coupler. Upon answering the phone the \(2225-\mathrm{Hz}\) transmit carrier is turned on.

The originate modem at the other end detects this \(2225-\mathrm{Hz}\) signal and after a 450 msec delay (used to disable any echo suppressors in the telephone network) transmits a \(1270-\mathrm{Hz}\) signal which the local answering modem detects provided the amplitude and frequency requirements are met. The amplitude threshold is set external to the modem chip. If the signal level is sufficient the \(\overline{\mathrm{TD}}\) input should be low for \(20 \mu \mathrm{~s}\) at least once every 32 msec . The absence of a threshold indication for a period greater than 51 msec denotes the loss of Receive Carrier and the modem begins hang-up procedures. Hang-up will occur 17 seconds after \(\overline{\mathrm{RI}}\) has been released provided the handshaking routine is not re-established. The frequency tolerance during handshaking is \(\pm 100 \mathrm{~Hz}\) from the Mark frequency.

After the \(1270-\mathrm{Hz}\) signal has been received for 150 msec , the Receive Data is unclamped from a Mark condition and data can be received. The Clear-To-Send output goes low 450 msec after the receipt of carrier and data presented to the answer modem is transmitted.

\section*{Automatic Disconnect}

Upon receipt of a space of 150 msec or greater duration, the modem clamps the Receive Break high. This condition exists until a Break Release command is issued at the receiving station. Upon receipt of a 0.3 second space, with Enable Short Space Disconnect at the most negative voltage (low), the modem automatically hangs up. If Enable Long Space Disconnect is low, the modem requires 1.5 seconds of continuous space to hang up.

\section*{Originate Mode}

Upon receipt of a Switch Hook ( \(\overline{\mathrm{SH}}\) ) command the modem function is placed in the Originate Mode. If the Data Terminal Ready input is enabled (low) the modem will provide a logic high output at Answer Phone. The modem is now ready to receive the \(2225-\mathrm{Hz}\) signal from the remote answering modem. It will continue to look for this signal until 17 seconds after SH has been released. Disconnect occurs if the handshaking routine is not established.

Upon receiving \(2225 \pm 100 \mathrm{~Hz}\) for 150 msec at an acceptable amplitude, the Receive Data output is unclamped from a Mark condition and data reception can be accomplished. 450 msec after receiving a \(2225-\mathrm{Hz}\)
signal, a \(1270-\mathrm{Hz}\) signal is transmitted to the remote modem. 750 msec after receiving the \(2225-\mathrm{Hz}\) signal, the Clear-To-Send output is taken low and data can now be transmitted as well as received.

\section*{Initiate Disconnect}

In order to command the remote modem to automatically hang up, a disconnect signal is sent by the local modem. This is accomplished by pulsing the normally low Data Terminal Ready into a high state for greater than 34 msec . The local modem then sends a 3 second continuous space and hangs up provided the Enable Space Disconnect is low. If the remote modem hangs up before 3 seconds, loss of Threshold Detect will cause loss of Clear-To-Send, which marks the line in Answer Mode and turns the carrier off in the Originate Mode.

If \(\overline{\mathrm{ESD}}\) is high the modem will transmit data until hang-up occurs 3 seconds later. Transmit Break is clamped 150 msec following the Data Terminal Ready interrupt.

Each of the four above operational modes are shown in Figures 3-4.3.3-1 through 3-4.3.3-4.


FIGURE 3-4.3.3-1: Answer Mode


FIGURE 3-4.3.3-2: Automatic Disconnect - Long or Short Space


FIGURE 3-4.3.3-3: Originate Mode


FIGURE 3-4.3.3-4: Initiate Disconnect

The term Direct Memory Access (DMA) is applied to a variety of techniques for speeding up overall system operation by loading and unloading memory faster than can be done using an MPU control program. DMA is often described as a means of allowing fast peripherals (perhaps another Microprocessor), to access the system memory without 'bothering'' the MPU. However, most DMA procedures do interfere with normal operation to some extent. The capability for handling the various techniques is an often used figure of merit for evaluating Microprocessors.

The MC6800's supervisory control features permit any of three commonly used DMA techniques to be used; (1) Transfer data with MPU halted; (2) Transfer data on burst basis (cycle stealing) with MPU running; (3) Transfer data synchronously with MPU running. Methods for implementing each of these techniques are described in Section 4-2.2 therefore, only qualitative descriptions are included here.

The simplest procedure for DMA merely uses the \(\overline{H a l t}\) control to shut the MPU down while the DMA takes place. In the Halt state, the MC6800 effectively removes itself from the Address and Data Buses by putting all buffers in the high impedence off state. This method has the disadvantage that it can take a relatively long time for the MPU to "vacate" the buses. The MC6800 is designed to finish executing its current instruction before entering the Halt or Wait state; the resulting delay depends on which instruction is being executed and may be as much as 13 machine (clock) cycles. However, due to its simplicity this is the preferred method if the delay can be tolerated and long transfers are required.

In contrast to this, the Three-State Control (TSC) may be used to obtain DMA control within 500 nanoseconds of initiation but must be used only for short transfers. Activation of TSC puts the MPU's buffers in the high impedence off state. This technique has the disadvantage that activation of TSC should be synchronized with the \(\phi 1\) clock and both clocks must be "frozen"' \(\phi 1\) high, \(\phi 2\) low) for the duration of the DMA. Due to the MPU's address and R/W refresh requirements, the clocks can only be frozen for a maximum of 5 microseconds, thus limiting the duration of the transfer.

A third method can be used that is completely transparent to the MPU. This technique takes advantage of the fact that MPU data transfers take place only during \(\phi 2\) of the clock cycle. If the DMA control signals are properly synchronized and the memory is fast enough, DMA can be accomplished during \(\phi 1\) of each clock cycle.

Each of these three methods is described in greater detail in Section 4-2.2. It should be noted that the faster methods impose additional external hardware requirements on the system.

The techniques described above of course do not exhaust all methods for performing DMA. As an additional example, DMA can be program controlled in the sense that a control program and hence the MPU can be used to establish the memory area to be used and to grant permission for the DMA. In this case the DMA circuitry is treated as another peripheral from which status and control signals can be passed through a PIA. This technique is also outlined in Section 4-2.2.

\section*{CHAPTER 4}

\section*{M6800 FAMILY HARDWARE CHARACTERISTICS}

There are four classes of control signals which control the execution of the MC6800 MPU. The first pair of control signals is the two phase clock \(\phi 1\) and \(\phi 2\) which time the entire MPU system. The second pair of signals, \(\overline{\text { HALT }}\) and Bus Available (BA), are used to stop program execution and free up the Address and Data Bus for other uses such as a DMA channel. The interrupt signals make the MPU responsive to outside control and are listed in decreasing order of priority: \(\overline{\text { RESET }}\), Non-Maskable Interrupt \(\overline{(\mathrm{NMI})}\) and Maskable Interrupt \(\overline{(I R Q)}\). The Three-State Control (TSC) and Data Bus Enable (DBE) control lines provide a way to momentarily remove the MPU from the busses and can be used for implementing a burst type DMA channel.

\section*{4-1 CLOCK CIRCUITRY FOR THE MC6800 MPU}

\section*{4-1.1 Clock Requirements and Circuitry}

Figure 4-1.1-1 is a summary of the MC6800 Microprocessor clock waveform requirements. The \(\phi 1\) and \(\phi 2\) clock inputs require complementary 5 volt non-overlapping clocks. The clock inputs of the MPU appear primarily capacitive being 110 pf typical and 160 pf maximum plus \(100 \mu \mathrm{a}\) of leakage. Provision is made in the specification for the undershoot and overshoot that will result from the generation of a high speed transistion into a capacitive load.

The clock specifications which constrain the clock driver the most are the rise and fall times required to meet the pulse widths at the maximum operating frequency of 1 MHz , the non-overlapping requirement, and the logic level requirements of Vss +0.3 volts and Vcc -0.3 volts. The clock buffer circuit that drives the MPU clock inputs must be designed to meet the rise and fall time requirements as well as the logic level requirements. The non-overlapping requirement of the clock signals can be met by the design of the control logic which drives the buffers. A clock buffer, the MPQ6842*, will guarantee the clock designer the speed and saturation voltages necessary to design the clock circuit to meet the MPU clock requirements. Relevant specifications of the MPQ6842 for this design are detailed in Figure 4-1.1-2. Note that the VCE (SAT)'s, rise and fall times are specified to meet this clock driver requirement.

Figure 4-1.1-3 is a circuit designed with TTL logic devices and the MPQ6842 buffer to meet the MPU clock requirements while operating from a single +5 volt supply. The oscillator can be any source with a maximum frequency of 1 MHz , TTL logic levels and \(50 \%\) duty cycle. This oscillator signal source could vary from a commercial oscillator such as a K1100A available from Motorola's Component Product Department, \({ }^{1}\) to a signal derived from a higher frequency signal already available in the system. The TTL gates shown are standard MC3000 and MC3001 ( 74 H 00 and 74 H 08 ) which were chosen for their speed and drive characteristics. The discrete buffers require good ' 1 '" level pullup and drive capability which is provided by the MC3001. The circuit was constructed on a wire wrap board and tested on an EXORciser. \({ }^{2}\) Good power and ground distribution practice was followed but no special care was taken in parts layout.

\footnotetext{
12553 N. Edgington, Franklin Park, Illinois 60131, 312-451-1000
\({ }^{2}\) A system prototyping tool for the M6800 Microprocessor family.
*To be introduced first quarter 1975.
}


CHARACTERISTIC
SYMBOL MIN
TYP
MAX
UNITS
\begin{tabular}{|c|c|c|c|c|c|}
\hline \begin{tabular}{l}
Input High Voltage \(\phi 1, \phi 2\) \\
Input Low Voltage \(\phi 1, \phi 2\)
\end{tabular} & \begin{tabular}{l}
VIHC \\
VilC
\end{tabular} & \[
\begin{aligned}
& \text { Vcc-0.3 } \\
& \text { Vss-0.1 }
\end{aligned}
\] & & \[
\begin{aligned}
& \text { Vcc }+0.1 \\
& \text { Vss }+0.3
\end{aligned}
\] & \(V_{\text {dc }}\)
\(V_{\text {dc }}\) \\
\hline Clock Overshoot/Undershoot & Vos & & & & \(V_{\text {dc }}\) \\
\hline Input High Voltage & & Vcc-0.5 & & Vcc +0.5 & Vdc \\
\hline Input Low Voltage & & Vss-0.5 & & Vss +0.5 & \\
\hline Input Leakage Current \(\phi 1, \phi 2\)
\[
\left(\mathrm{V}_{\mathrm{IN}}=0 \text { to } 5.25 \mathrm{~V}, \mathrm{VCC}^{2}=\mathrm{MAX}\right)
\] & IIN & - & - & 100 & \(\mu \mathrm{a}\) \\
\hline Capacitance
\[
\left(\mathrm{V}_{\mathrm{IN}}=0, \mathrm{~T}_{\mathrm{A}}=25^{\circ} \mathrm{C}, \mathrm{f}=1.0 \mathrm{MHz}\right)
\] & CIN & 80 & 120 & 160 & pf \\
\hline Frequency of Operation & f & 0.1 & - & 1.0 & MHz \\
\hline Clock Timing & & & & & \\
\hline Cycle Time & tcyc & 1.0 & - & 10 & \(\mu s\) \\
\hline \begin{tabular}{l}
Clock Pulse Width \\
(Measured at Vcc-0.3 V) \(\phi 1\)
\end{tabular} & PWOH & \[
\begin{aligned}
& 430 \\
& 450
\end{aligned}
\] & - & 4500
4500 & ns \\
\hline \begin{tabular}{l}
Rise and Fall Times \(\phi 1, \phi 2\) \\
(Measured between \\
Vss +0.3 V and Vcc-0.3 V)
\end{tabular} & \(\mathbf{t r}, \mathbf{t f}\) & 5 & - & 50 & ns \\
\hline \begin{tabular}{l}
Delay Time or Clock Overlap \\
(Measured at Vov \(=\) Vss +0.5 V )
\end{tabular} & td & 0 & - & 9100 & ns \\
\hline Overshoot/Undershoot Duration & tos & 0 & - & 40 & ns \\
\hline Clock High Times & tUT & 940 & - & - & ns \\
\hline
\end{tabular}

DEVICE CHARACTERISTICS: \(T=25^{\circ} \mathrm{C}, \mathrm{V}_{\mathrm{CC}}=5.00\) VDC
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Characteristic & Symbol & Measurement Levels & Min & Typ & Max & Units \\
\hline Propagation Delay & \(T^{\text {PD }}\) & \begin{tabular}{l}
50\% Points TP1 to TP3 \\
50\% Points TP2 to TP4
\end{tabular} & - & \[
\begin{aligned}
& 5 \\
& 5 \\
& \hline
\end{aligned}
\] & \[
\begin{aligned}
& 15 \\
& 15
\end{aligned}
\] & nsec nsec \\
\hline Rise Time & \(\mathrm{t}_{\mathrm{r}}\) & 0.3 V to 4.7 V TP3 and TP4 & 5 & 20 & 25 & nsec \\
\hline Fall Time & \(\mathrm{t}_{\mathrm{f}}\) & 4.7 V to 0.3 V TP3 and TP4 & 5 & 15 & 25 & nsec \\
\hline Collector-Emitter Saturation Voltage & \(V_{\text {CE }}\) (sat) & \[
\begin{aligned}
& { }^{I} \mathrm{C}=0.5 \mathrm{ma},{ }^{1} \mathrm{~B}=0.05 \mathrm{ma} \\
& \mathrm{~T}=0^{\circ} \mathrm{C} \text { to } 70^{\circ} \mathrm{C}
\end{aligned}
\] & - & 0.10 & 0.15 & VDC \\
\hline
\end{tabular}


NOTES:
1. Unless otherwise noted, all resistors carbon composition \(1 / 4 \mathrm{~W} \pm 5 \%\), all carbon composition \(1 / 4\)
capas dipped mica \(\pm 2 \%\).
2. Use short interconnect wiring with good power and ground busses.
3. TP1 \(\rightarrow\) TP4 are coaxial connectors to accept scope probe tip and provide a good ground.
4. Device under test is MPQ6842.
5. 200 pf load includes strays plus scope probe capacitance.

FIGURE 4-1.1-2. MPQ6842 Clock Buffer


FIGURE 4-1.1-3 MPU Clock Circuit

Waveforms typical of the circuit in Figure 4-1.1-3 at \(\mathrm{T}=20^{\circ} \mathrm{C}\) and VCC \(=5.00\) volts are shown in Figure 4-1.1-4. Figure \(4 a\) and \(4 b\) depict the logic levels and pulse widths achieved by this circuitry with Vcc and GND as reference levels. Figure 4 c superimposes the two clock waveforms so that their phase relationship can be seen. Figure 4d shows the phase relationship of BUS \(\phi 2\) and MPU \(\phi 2\). Figures 4 e and 4 f examine the non-overlap regions as well as rise and fall times typical of this clock drive circuit. Table 4-1.1-1 presents test data taken over a voltage range of 4.75 volts to 5.25 volts and over a temperature range of \(0^{\circ} \mathrm{C}\) to \(70^{\circ} \mathrm{C}\). Note the stability of these measured parameters and that the logic levels achieved will provide noise margin on the system clocks. Both \(\phi 1\) and \(\phi 2\) clock high times were designed to be about 20 ns wider than the minimum required by the MPU ( \(\phi 1-430 \mathrm{~ns}, \phi 2-450 \mathrm{~ns}\) ) to provide system margin. Rise and fall times were minimized to provide maximum clock high times consistent with non-critical circuit layout considerations. The overlap margin shown easily meets the MPU requirement of 0 ns at 0.5 volts but will decrease as the capacitive loading increases. The MPU tested for this data had a clock input capacitance on the order of the 110 pf typical value.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{5}{|c|}{MPU \(\phi 1\)} & \multicolumn{5}{|c|}{MPU \(\phi 2\)} & \multicolumn{2}{|l|}{Non-Overlap Region} \\
\hline Test Conditions & PW & RT & FT & "1' LL* & '0' LL* & PW & RT & FT & "1" LL" & "0" LL* & \(\phi 1 \downarrow\) to \(\phi 2 \uparrow\) & \(\phi 2 \downarrow\) to \(\phi 1 \uparrow\) \\
\hline \(\mathrm{T}=20^{\circ} \mathrm{C}\) & & & & & & & & & & & & \\
\hline \(\mathrm{V}_{\mathrm{CC}}=4.75 \mathrm{~V}\) & 460 ns & 15 ns & 10 ns & 4.75 V & 0.1 V & 465 ns & 15 ns & 10.5 ns & 4.75 V & 0 V & 10.5 ns & 12 ns \\
\hline \(V_{C C}=5.00 \mathrm{~V}\) & 460 & 16 & 11 & 5.00 & 0.1 & 465 & 16 & 10 & 5.00 & 0 & 10 & 11 \\
\hline \(V_{\text {CC }}=5.25 \mathrm{~V}\) & 460 & 16 & 11 & 5.25 & 0.1 & 465 & 16 & 11 & 5.25 & 0 & 9.5 & 10.5 \\
\hline \(\mathrm{V}_{C C}=5.00 \mathrm{~V}, \mathrm{C}_{\mathrm{L}}=210 \mathrm{pf}\) & 450 & 21 & 15.5 & 5.00 & 0.1 & 460 & 22 & 15 & 5.00 & 0 & 2 & 5.5 \\
\hline T \(=70^{\circ} \mathrm{C}\) & & & & & & & & & & & & \\
\hline \(\mathrm{V}_{\mathrm{CC}}=4.75 \mathrm{~V}\) & 460 & 15 & 12 & 4.75 & 0.1 & 465 & 16 & 12 & 4.75 & 0 & 9 & 10.5 \\
\hline \(V_{C C}=5.00 \mathrm{~V}\) & 460 & 16 & 12 & 5.00 & 0.1 & 465 & 16 & 12 & 4.75 & 0 & 8.5 & 10 \\
\hline \(V_{C C}=5.25 \mathrm{~V}\) & 455 & 17 & 12.5 & 5.25 & 0.1 & 465 & 17 & 13 & 5.25 & 0 & 8 & 9 \\
\hline T \(=0^{\circ} \mathrm{C}\) & & & & & & & & & & & & \\
\hline \(\mathrm{V}_{\mathrm{CC}}=4.75 \mathrm{~V}\) & 460 & 14 & 10 & 4.75 & 0.1 & 465 & 15 & 10.5 & 4.75 & 0 & 11 & 12 \\
\hline \(V_{C C}=5.00 \mathrm{~V}\) & 460 & 15 & 10 & 5.00 & 0.1 & 465 & 15 & 10 & 5.00 & 0 & 10.5 & 11.5 \\
\hline \(\mathrm{V}_{\mathrm{CC}}=5.25 \mathrm{~V}\) & 460 & 15 & 10.5 & 5.25 & 0.1 & 465 & 15 & 10 & 5.25 & 0 & 10 & 10.5 \\
\hline
\end{tabular}
*Resolution of this measurement \(\approx \pm 50 \mathrm{mv}\)

\section*{LEGEND:}

PW: Pulse width measured at \(V_{C C}-0.3 \mathrm{~V}\)
RT: Rise time measured from 0.3 V to \(\mathrm{V}_{\mathrm{CC}}-0.3 \mathrm{~V}\)
FT: Fall time measured from \(\mathrm{V}_{\mathrm{CC}}-0.3 \mathrm{~V}\) to 0.3 V
TABLE 4-1.1-1. Performance of Circuit in Figure 4-1.1-3
" 0 " LL: Zero logic level
"1" LL: One logic level
Non-Overlap: Measured from 0.5 volt levels
In many systems, especially in the breadboard and evaluation stage, it may be desirable to have the flexibility to vary the system clock to test the effects on data throughput, real time operation with interrupts or to help diagnose a system timing problem. In these applications, or in those not requiring crystal oscillator stability, an even simpler clock circuit can be used. A pair of cross coupled monostable multivibrators with individual pulse width adjustments can be used as the clock oscillator with the previously described clock driver. This approach is shown in Figure 4-1.1-5. The non-overlapping clock is generated by the propagation delays through the monostable multivibrators. Figure 4-1.1-6 shows waveforms resulting from this circuit. Table 4-1.1-2 shows test data taken of this circuit over the voltage and temperature range driving a typical MPU \((\mathrm{CL} \approx 110 \mathrm{pf})\). Note the small variations in the pulse widths.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{5}{|c|}{MPU \(\phi 1\)} & \multicolumn{5}{|c|}{MPU \(\phi 2\)} & \multicolumn{2}{|l|}{Non-Overlap Region} \\
\hline Test Conditions & PW & RT & FT & "1' LL* & "0" LL* & PW & RT & FT & "1" LL* & "0" LL* & \(\phi 1 \downarrow\) to \(\phi 2 \uparrow\) & \(\phi 2 \downarrow\) to \(\phi 1 \uparrow\) \\
\hline \(\mathrm{T}=20^{\circ} \mathrm{C}\) & & & & & & & & & & & & \\
\hline \(\mathrm{V}_{\mathrm{CC}}=4.75 \mathrm{~V}\) & 470 ns & 11 ns & 11.5 ns & 4.75 V & 0.1 V & 450 ns & 12 ns & 12 ns & 4.75 V & 0 V & 12 ns & 11 ns \\
\hline \(V_{C C}=5.00 \mathrm{~V}\) & 470 & 12.5 & 13 & 5.00 & 0.1 & 460 & 13 & 12.5 & 5.00 & 0 & 11 & 9.5 \\
\hline \(V_{C C}=5.25 \mathrm{~V}\) & 470 & 13 & 12 & 5.25 & 0.1 & 460 & 13.5 & 12.5 & 5.25 & 0 & 10 & 9 \\
\hline & & & & & & & & & & & & \\
\hline \(\mathrm{V}_{\mathrm{CC}}=4.75 \mathrm{~V}\) & 455 & 12.5 & 13.5 & 4.75 & 0.1 & 450 & 13 & 13 & 4.75 & 0 & 11 & 10 \\
\hline \(\mathrm{V}_{\mathrm{CC}}=5.00 \mathrm{~V}\) & 455 & 13 & 14 & 5.00 & 0.1 & 450 & 14 & 14 & 5.00 & 0 & 10 & 9 \\
\hline \(\mathrm{V}_{\mathrm{CC}}=5.25 \mathrm{~V}\) & 455 & 13 & 14.5 & 5.25 & 0.1 & 450 & 14 & 14 & 5.25 & 0 & 8.5 & 7 \\
\hline \(\mathrm{T}=\mathbf{0}^{\circ} \mathrm{C}\) & & & & & & & & & & & & \\
\hline \(V_{C C}=4.75 \mathrm{~V}\) & 473 & 12 & 12 & 4.75 & 0.1 & 470 & 12 & 12 & 4.75 & 0 & 11 & 11 \\
\hline \(V_{C C}=5.00 \mathrm{~V}\) & 475 & 12 & 12 & 5.00 & 0.1 & 470 & 12.5 & 12 & 5.00 & 0 & 9 & 11 \\
\hline \(\mathrm{V}_{\mathrm{CC}}=5.25 \mathrm{~V}\) & 475 & 12.5 & 12.5 & 5.25 & 0.05 & 473 & 12.5 & 12 & 5.25 & 0 & 9 & 8 \\
\hline
\end{tabular}
*Resolution of this measurement \(\approx \pm 50 \mathrm{mv}\)

\section*{LEGEND:}

PW: Pulse width measured at \(V_{C C}-0.3 \mathrm{~V}\)
RT: Rise time measured from 0.3 V to \(\mathrm{V}_{\mathrm{CC}}-0.3 \mathrm{~V}\)
FT: Fall time measured from \(V_{C C}-0.3 \mathrm{~V}\) to 0.3 V
" 0 " LL
"1" LL:
Non-Overlap: Measured from 0.5 volt points
TABLE 4-1.1-2. Performance of Circuit in Figure 4-1.1-5

The fast rise and fall times produced by this circuitry and the highly capacitive loads require some care in layout to avoid excessive ringing and/or pulse distortion. While no particular care was taken in the construction of the wirewrap test boards other than placing all of the discretes into one header board, the following construction guidelines are recommended. Wide power and ground lines ( \(50-100\) mils) should be used to provide low impedance voltage and ground sources. The clock driver should be physically located as near the MPU as possible to avoid ringing down long lines. Close proximity of the clock circuitry to the MPU allows common power and ground connections so that any noise appears common mode rather than differential to the MPU and clock driver. Finally, it is recommended that the MPU \(\phi 2\) clock signal not be used to clock any device other than the MPU so that it is not distributed all over the system with the possibility of picking up noise and causing reflections. The circuits shown in this section provide an additional buffer for the other \(\phi 2\) loads in the system to isolate MPU \(\phi 2\) from all the other \(\phi 2\) loads.

For further discussion on clock generators for the MC6800 including interface with dynamic and slow memories, the reader is referred to Section 4-2.5.1.

\section*{4-1.1.2 Clock Module}

A hybrid clock module is being developed by the Communications Division of Motorola \({ }^{1}\) for the M6800 Microprocessor family. This module is composed of a crystal oscillator and associated buffering circuitry to provide either 1 MHz or user specified frequency operation of the M6800 family. Provision is made within this module for cycle stealing in order to interface with dynamic memory (see Section 4-2.5.1) or implement a DMA channel (see Section 4-2.2.2). The module is designed to provide a MEMORY READY

\footnotetext{
\({ }^{1}\) Component Products, 2553 N. Edgington St., Franklin Park, Illinois 60131, 312-625-0020
}


FIGURE 4-1.1-4a MPU \(\phi 1\) Clock

\(200 \mathrm{~ns} / \mathrm{cm}\)

FIGURE 4-1.1-4b. MPU \(\phi 2\) Clock


FIGURE 4-1.1-4c. MPU \(\phi 1\) and \(\phi \mathbf{2}\) Clocks

\(100 \mathrm{~ns} / \mathrm{cm}\)

FIGURE 4-1.1-4d. MPU \(\phi 2\) Clock and Bus \(\phi 2\)


FIGURE 4-1.1-4e. MPU Clock Non-Overlap Region


FIGURE 4-1.1-4f. MPU Clock Non-Overlap Region


FIGURE 4-1.1-5. Monostable Clock Generator

\(200 \mathrm{~ns} / \mathrm{cm}\)

FIGURE 4-1.1-6a. MPU Clock Waveforms


FIGURE 4-1.1-6b. MPU Clock Non-Overlap Region


FIGURE 4-1.1-6c. MPU Clock Non-Overlap Region

\(200 \mathrm{~ns} / \mathrm{cm}\)

FIGURE 4-1.1-6d. MPU \(\phi 2\) Clock and Buss \(\phi 2\)
function in order to interface with slow memories (see Section 4-2.5.1). Those interested in this device should contact their Motorola salesman for further details.

\section*{4-1.2 HALTING THE MC6800 AND SINGLE INSTRUCTION EXECUTION}

The \(\overline{\text { HALT }}\) line provides an input to the MPU to allow control of program execution by an outside source. If \(\overline{\mathrm{HALT}}\) is high, the MPU will execute; if it is low, the MPU will go to a halted or idle mode. A response signal, Bus Available (BA) provides an indication of the MPU's current status. When BA is low, the MPU is in the process of executing the control program; if BA is high, the MPU has halted and all internal activity has stopped. When BA is high, the Address Bus, Data Bus, and R/W line will be in a high impedance state, effectively removing the MPU from the system bus. VMA is forced low so that the floating system bus will not activate any device on the bus that is enabled by VMA.

While the MPU is halted, all program activity is stopped and, if either a \(\overline{\text { NMI }}\) or \(\overline{\text { IRQ }}\) interrupt occurs, it will be latched into the MPU and acted on as soon as the MPU is taken out of the halted mode. If a \(\overline{\text { RESET }}\) command occurs while the MPU is halted, the following states occur: VMA-low, BA-low (while \(\overline{\mathrm{RESET}}\) is low), Data Bus-high impedance, R/W-Read state (while \(\overline{\mathrm{RESET}}\) is low), and the Address Bus will contain the reset address FFFE (while RESET is low). As soon as the HALT line goes high, the MPU will go to locations FFFE and FFFF for the address of the reset routine.

Figure 4-1.2-1 shows the timing relationships involved when halting the MPU and executing a single instruction. Both of the instructions illustrated are single byte, 2 cycles, such as CLRA and CLRB. The MPU always halts after completing execution of an instruction when \(\overline{\mathrm{HALT}}\) is low. If \(\overline{\mathrm{HALT}}\) is low within 100 nsec after the leading edge of \(\phi 1\) in the last cycle of an instruction (point A in the figure) then the MPU will halt at the end of the current instruction. The fetch of the OP code by the MPU is the first cycle of an instruction. If \(\overline{\text { HALT }}\) had not been low at point A but went low during \(\phi 2\) of that cycle, the MPU would have halted after completion of the next instruction after instruction X . BA will go high within 470 nsec of the leading edge of the next \(\phi 2\) clock after the last instruction cycle executed. At this point in time, VMA is low and the R/W line, Address Bus, and the Data Bus are in the high impedance state.

To single cycle the MPU, \(\overline{\text { HALT }}\) must be brought high for one MPU cycle and then returned low as shown at (B). Again, the transitions of \(\overline{\text { HALT }}\) must occur within 100 nsec of the leading edge of \(\phi 1\). BA will go low within 300 nsec of the leading edge of the next \(\phi 1\) indicating that the Address Bus Data Bus, VMA and R/W lines are back on the bus. A single byte, 2 cycle instruction, such as CLRB is used for this example also. During the first cycle, the instruction \(Y\) is fetched from address \(M+1\). BA returns high 470 nsec after \(\phi 2\) on the last cycle indicating the MPU is off the bus. If instruction Y had more than two cycles, the width of the BA's low time would have been increased proportionally.

\section*{4-1.3 MC6800 RESET AND INTERRUPT CONTROLS}

The \(\overline{\text { RESET }}\) input is used to reset and start the MPU from a power down condition resulting from a power failure or initial start-up of the processor. This input can also be used to reinitialize the machine at any time after start up. If a positive edge is detected on this input, this will signal the MPU to begin the restart sequence. During the reset sequence, all of the higher order address lines will be forced high. The contents of the last two locations (FFFE, FFFF) in memory will be loaded into the program counter to point to the reset program. During the reset routine, the interrupt mask bit is set and must be reset by an Instruction in the initializing program before the MPU can be interrupted by \(\overline{\mathrm{IRQ}}\). While \(\overline{\mathrm{RESET}}\) is low (assuming 8 clock cycles


NOTE 1: Crosshatch indicates data not valid


NOTE 2: Midrange waveform indicates high
have occurred) the MPU output signals will be in the following states: VMA-low, BA-low, Data Bus-high impedance, R/W (Read State) and the Address Bus will contain the reset address FFFE.

Figure 4-1.3-1 illustrates a power up sequence using the \(\overline{\operatorname{RESET}}\) control line. After the power supply reaches 4.75 volts, eight clock cycles are required for the processor to stabilize in preparation for restarting. During these eight cycles, VMA will be in an indeterminate state so any devices that are enabled by VMA which could accept a false write during this time (such as a battery backed RAM) must be disabled until VMA is forced low after 8 cycles. \(\overline{\text { RESET }}\) can go high asynchronously with the system clock, however, its rise time must be less than 500 nsec . If \(\overline{\text { RESET }}\) is high at least 200 nsec before the leading edge of \(\phi 1 \mathrm{in}\) any given cycle, then the restart sequence will begin in that cycle as shown in Figure 4-1.3-1. The \(\overline{\operatorname{RESET}}\) control line may also used to reinitialize the MPU system at any time during its operation. This is accomplished by pulsing RESET low for the duration of at least three complete \(\phi 2\) pulses. The \(\overline{\text { RESET }}\) pulse can be completely asynchronous with the MPU system clock.

The MC6800 is capable of handling two types of interrupts, maskable (IRQ) and non-maskable \(\overline{(\mathrm{NMI})}\). The handling of these interrupts by the MPU is the same with the exception that each has its own vector address. The behavior of the MPU when interrupted by these two types of interrupts falls into two categories as shown in Figure 4-1.3-2. Figure 4-1.3-2a details the MPU response to an interrupt while the MPU is executing the control program. The interrupt shown could be either an \(\overline{\mathrm{IRQ}}\) or \(\overline{\mathrm{NMI}}\) and can be asynchronous with respect to \(\phi 1\). The Interrupt is shown going low 200 nsec before the leading edge of \(\phi 1\) in cycle \#2 which is the first cycle of an instruction (OP code fetch). This instruction is not executed but instead the Program Counter, Index Register, Accumulators, and the Condition Code Register are pushed onto the stack. The Interrupt Mask is then set to prevent further IRQ interrupts. The address of the interrupt service routine is then fetched from FFFC, FFFD, for a NMI interrupt and from FFF8, FFF9 for an IRQ interrupt. Upon completion of the interrupt service routine, the execution of RTI will pull the PC, X, ACCUMULATORS, and CCR off of the stack.

Figure 4-1.3-2b is a similar interrupt sequence except, in this case, a WAIT instruction has been executed in preparation for the interrupt. This technique speeds up the MPU's response to the interrupt because the stacking of the PC, X, ACCUMULATORS, and the CCR is already done. While the MPU is waiting for the Interrupt, Bus Available will go high indicating the following state of the control lines: VMA-low, Address Bus-R/W-Data Bus all in the high impedance state. After the interrupt occurs, it is serviced as previously described.




FIGURE 4-1.3-3. Interrupt signal Format

\section*{INTERRUPT ENABLING DURING HALT AND/OR WAI}

While there are nominally no restrictions on the format of interrupt signals into CA1, CA2, CB1, and CB2 of the PIA, there are certain combinations of system situations that require special consideration. Assume that the interrupt signal format follows one of the cases shown in Figure 4-1.3-3 and that the PIA has been conditioned by the MPU to recognize the transition polarity represented by the "trailing edge" of the interrupt pulse.

The design of the PIA is such that at least one E pulse must occur between the inactive and active edges of the input signal if the interrupt is to be recognized. Relative timing requirements are shown in Figure 4-1.3-4. Note that an internal enable signal that is initiated by the first positive transition of E following the inactive edge of the input signals is included.


FIGURE 4-1.3-4: Interrupt Enabling
When the MPU has been halted either by hardware control or execution of the Wait For Interrupt (WAI) instruction, its VMA output goes low. Since VMA is normally used to generate the Enable signal ( \(\mathrm{E}=\) VMA \(\bullet\) ) 2 ) either of these two conditions temporarily eliminates the E signal. The effect of this on the trailing edge interrupt format is shown in Figure 4-1.3-5 where it is assumed that VMA went low and eliminated the Enable pulses before the PIA's interrupt circuitry was properly conditioned to recognize the active transition. It should be noted that this condition occurs only when an active transition is preceded by an inactive transition and there are no intervening \(E\) pulses.


FIGURE 4-1.3-5. Interrupt not properly enabled

If this combination occurs during system operation, valid interrupts will be ignored. Either of two simple precautions can be adopted. If the format of the interrupt signals is up to the designer, the potential problem can be avoided by not using the pulse-with-trailing-edge-interrupt format.

If this format is compulsory, the Chip Select signal can be generated by ANDing VMA and one of the PIA's chip select inputs as shown in Figure 4-1.3.6, while the \(\phi 2\) clock is used to enable the PIA.


FIGURE 4-1.3-6. Alternate Enable Generation

\section*{4-1.4 THREE-STATE CONTROL LINE OPERATION}

When the Three-State Control (TSC) line is a logic one, the Address Bus and the \(\mathrm{R} / \mathrm{W}\) line are placed in a high impedance state. VMA and BA are forced low whenever TSC \(=\) ' 1 '" to prevent false reads or writes on any device enabled by VMA. BA is low to indicate that the bus is not available for long term use. While TSC is held high, the \(\phi 1\) and \(\phi 2\) clocks must be held high and low, respectively, in order to delay program execution (this is required because of the bus lines being in the high impedance state). Since the MPU is a dynamic device, the clocks can be stopped for no more than \(4.5 \mu \mathrm{sec}\) without destroying data within the MPU.

Figure 4-1.4-1 shows the effect of TSC on the MPU. TSC must have its transitions within 50 nsec of the leading edge of \(\phi 1\) while holding \(\phi 1\) high and \(\phi 2\) low as shown. Within 500 nsec of TSC going high, the Address Bus, and R/W line will reach the high impedance state with VMA being forced low. In this example, the Data Bus is also in the high impedance state while \(\phi 2\) is being held low because DBE is controlled by \(\phi 2\). At this point in time, a DMA transfer could occur as explained in Section 4-2.2.2.

When TSC is returned low, the MPU's Address and R/W lines return to the bus within 500 nsec . Because it is too late in cycle number 5 to access memory, this cycle is a dead cycle used for synchronization and program execution resumes in cycle 6.

\subsection*{4.1.5 M6800 FAMILY INTERFACE AND ENABLING CONSIDERATIONS}

The specifications of the M6800 family allow easy interfacing with other family members and with TTL systems. All logic levels (with the exception of the clocks) are TTL compatible with the outputs having a fanout of 17400 TTL load and 130 pf shunt capacitance at a 1.0 MHz clock rate. TTL logic level compatibility allows the system designer access to a whole realm of standard interface and memory devices to complement the M6800 family.

The limiting factor on size in building a M6800 system without buffering will usually be the loading on the data bus. Data bus loading by family devices in the high impedance state is \(10 \mu\) a of leakage current with 10 pf of capacitance each for the PIA and ACIA and 15 pf of capacitance each for the MPU, RAM, and ROM.


FIGURE 4-1.4-1. Three-State Control Timing
Each family device can source \(100 \mu \mathrm{and}\) drive a 130 pf load at rated speed (refer to the family data sheets for more detail), thus, the data bus fanout varies from 7 to 10 family parts when assuming \(25-30\) pf of stray capacitance. Once the system becomes larger than the 7 to 10 family parts of a minimum system, Bus Extenders (BEX) are necessary in order to increase the fanout.

Figure 4-1.5-1 shows a generalized block diagram of a buffered M6800 system. The different modules shown could be composed of family members (PIA, ACIA, 128 X 8 RAM, and 1K X 8 ROM) or other devices such as 4K RAMS (for large memory arrays) or bipolar PROMs (for bootstrap loaders). Bus drivers and receivers are available which provide a fanout on the order of 50 receivers for each driver, providing almost unlimited system expansion.

The buffers shown are used on the unidirectional lines, i.e., Address, R/W, VMA and \(\phi 2\) clock. Devices used for this function can vary from MC7404 hex buffers for a fanout of 10 to Bus Interface devices such as the MC8T97* which can provide fanout on the order of 50 MC 8 T 97 receivers from one MC8T97 driver. These buffer devices may have three state capability but unless the bus is needed for something like a DMA channel, the buffers can remain enabled all the time. Devices that can be used for the bidirectional data transceivers are the MC8T26* and the MC8833*. The data transceiver at the MPU should be controlled by the following signals, \(\phi 2\), VMA, and R/W. \(\phi 2\) and VMA can be used to enable the data transceivers only during the data transfer portion of the cycle and only on memory reference cycles. The R/W line is used to control the direction of the data transfer. The data transceivers for each module are enabled by these same signals plus an additional signal which selects one module from the others. This additional signal can be derived from a full decode of the Address Bus or it could be as simple as one of the high order address lines in an abbreviated address decoding method as described in Section 1-1.2.

Figure \(4-1.5-2\) is an example of a buffered system using MC8T97 buffers and MC8T26 data transceivers. In this example, all MC8T97s are enabled permanently because they are used with unidirectional lines and no DMA channel is included. The drivers from the MPU could be disabled to allow control of the bus by a DMA channel. The MC8T26 is used as the data bus transceiver in Figure 4-1.5-2. The enabling logic
*To be introduced third quarter, 1975.
shown places the transceiver in the mode of normally driving the bus except during \(\phi 2\) of a valid read cycle in which case the driver is disabled and the receiver enabled. The logic of the data transceivers for the module enables the receiver and disables the driver except during \(\phi 2\) of a valid read cycle for that module (For a valid read cycle, the receiver is disabled and the driver enabled). The ADDR input to this logic is used to enable only one driver of the modules on the bus at any one time and is dependent on the address decoding method used.


FIGURE 4-1.5-1. Buffered M6800 System


FIGURE 4-1.5.2. M6800 Bus Expansion Example

\section*{Enabling Considerations of Module Devices}

VMA, R/W, and \(\phi 2\) are all available to enable RAMs, ROMs, and PIA/ACIAs. In some cases, it may be desirable to eliminate one of these enabling signals so that the enable input is available for address decoding. The following discussion indicates which control signals could be deleted for a given device and the effects on the system operation:

\section*{ROM}
\(\mathrm{R} / \mathrm{W}\) and \(\phi 2\) can be used to enable the ROMs without using the VMA signal. Not using the VMA signal means that the ROM may be enabled during a non-memory reference read cycle (VMA would be low but since it is not used, the ROM may be enabled). A false read of the ROM will have no effect on the system and if the non-memory reference cycle had been a write, then the R/W signal would have disabled the ROM.

\section*{RAM}

VMA can be left off as an enable to a RAM if the MPU will not be halted, the WAI instruction not used, or if the TSC will not be used. Either of these conditions cause the Address lines and the R/W lines to float which could produce a false write into RAM if not prevented by VMA. During normal operation of the MPU, only one instruction, TST, causes a false write to memory (i.e., the R/W line going low without VMA going high). This instruction does not pose a problem because it first reads the memory and then rewrites the same data. If VMA was used to enable the RAM, this false write would not occur, however, since the memory is rewritten with the same data, no problem occurs by not using VMA as an enable.

\section*{PIA/ACIA}

All three signals must be used to enable or select a PIA or ACIA. Both of these devices automatically clear the Interrupt Flags when the MPU reads the PIA or ACIA data registers so that a false read of a PIA or ACIA may cause an interrupt on CA1, CB1, CA2, or CB2 to be missed. In addition, it is suggested that VMA \(\bullet 2\) not be used as an Enable signal for a PIA because, if the machine is halted, VMA is forced low removing the clocks from the PIA. Without the Enable input to the PIA, an external interrupt may not be recognized. \({ }^{1} \phi 2\) should be used for the PIA Enable signal so that the PIA Enable clock always occurs whether or not the MPU is halted. VMA may then be taken directly to Chip Select inputs or be gated with address signals to the Chip Select inputs.

\footnotetext{
\({ }^{1}\) Refer to Section 4-1.3 for a complete explanation.
}

\section*{4-2.1 INTERRUPT PRIORITY CIRCUITRY}

The interrupt control features of the MC6800 are described in Sections 3-2 \& 3-3. The software polling and prioritizing methods discussed there are adequate for most applications. However, in systems having several interrupts that must be handled quickly on a priority basis, hardware prioritizing circuitry can be used to advantage.

The prioritizing method recommended in Chapter 3 is shown in more detail in the block diagram of Figure 4-2.1-1. With this technique, each interrupting device is assigned a separate ROM location which is used to store the starting address of a service routine. After the MPU recognizes an interrupt, external circuitry selects the interrupt that is to be serviced and directs the MPU to the proper location in memory.

The MPU responds to an \(\overline{\mathrm{IRQ}}\) by trying to fetch the \(\overline{\mathrm{IRQ}}\) vector address from locations FFF8 and FFF9. However, some of the address lines are no longer tied directly to memory but go instead to a 1 -of- 2 Data Selector. The other set of inputs to the Data Selector is generated by a Priority Encoder that outputs a binary number corresponding to the highest priority interrupt signal present at the time the interrupt is recognized by the MPU.

Detection of addresses FFF8 and FFF9 by the INTERRUPT ADDRESS DECODE circuitry then causes the outputs of the Priority Encoder to be substituted for part of the normal address. Hence, even though the MPU outputs FFF8 and FFF9, other locations are read by the MPU.

\section*{4-2.1.1 8-Level Prioritizing}

Specific circuitry for prioritizing eight interrupts is shown in Figure 4-2.1.1-1. The interrupting


FIGURE 4-2.1-1. 8-level Priority Interrupt Configuration Block Diagram


FIGURE 4-2.1.1-1. 8 Level Hardware Prioritized Interrupt Logic
signals are tied to the D inputs of an MC8502. \({ }^{1}\) In the absence of interrupts, all the inputs are low and the \(\overline{\mathrm{IRQ}}\) line to the MPU is high. One or more interrupts going high causes \(\overline{\mathrm{IRQ}}\) to go low (following the next positive transition of \(\phi 2\) ), thus initiating an \(\overline{\mathrm{IRQ}}\).

After setting the Interrupt Mask and stacking its contents, the MPU responds in the normal manner by outputting FFF8 and FFF9 onto the Address Bus where it is decoded by the INTERRUPT ADDRESS DECODE circuitry. The resulting decode pulses are shown in the relative timing diagram of Figure 4-2.1.1-2.

The INTERRUPT DECODE signal causes the MC8266 Data Selector to select the Priority Encoder outputs for addressing inputs A1 through A4 of the ROM. If any address other than FFF8 or FFF9 is on the Address Bus, INTERRUPT ADDRESS DECODE is low and the normal A1-A4 address lines are routed to the ROM.

The INTERRUPT ADDRESS DECODE signal is also used in generating the LATCH CLOCK DISABLE signal. When the INTERRUPT DECODE pulses are not present, the contents of the D flip-flops in the Interrupt Register are updated by each negative transition of \(\phi 2\). During retrieval of the current interrupt vector, further changes on the interrupt inputs are shut out by disabling the LATCH CLOCK. The clock is disabled by the presence of the INTERRUPT DECODE signal on the \(D\) input of the LATCH CLOCK Disable flip-flop which causes the disable signal to go high on the next negative transition of \(\phi 1\).

On the negative transition of \(\phi 1\) following the FFF9 decode pulse the D input to the disable flip-flop will again be low, the disable signal will go low, and sampling of the interrupts will be resumed.

When no interrupts are present, all inputs to the Interrupt Register/Priority Encoder are low and \(\overline{\text { IRQ }}\) is high. With one or more of the interrupt inputs high, the Priority Encoder translates the highest priority input into a corresponding 4-bit output. The priority is an indicated in Table 4-2.1.1-1; 10 is the highest, I 1 is second highest, etc. The response of the Priority Encoder to various combinations of interrupts is shown in Table 4-2.1.1-1.

The A1-A4 outputs corresponding to each priority are obtained by encoding a 256 X 4 PROM with the desired results. \({ }^{2}\) The code is determined by where the vectors are to be located in memory. In this case, the


FIGURE 4-2.1.1-2. Prioritizing Interrupt Circuitry Relative Timing

\footnotetext{
\({ }^{1}\) The MC8502 Longitudinal Redundancy Check/Data Register is a dual-mode circuit developed for use in 9-channel magnetic tape systems. It contains nine flip-flops and logic to detect an all zeros condition. All nine flip-flops have common reset, clock, and mode control inputs. Each flip-flop may operate either as a Toggle (mode control high) or D (mode control low) flip-flop. The flip-flops are edge-triggered and are updated on the negative edge of the clock input. An all zero condition in the register is indicated by a low state at the Match output.
\({ }^{2}\) A complete code listing is shown in Table 4-2.1.1-2.
}
\(\overline{\text { IRQ }}\) vectors are contiguous with the RES, NMI, and SWI vectors as shown in Figure 4-2.1.1-3. The code that must be generated by the Priority Encoder to accomplish this is enclosed by dashed lines in the Figure.

If a conventional 8 -input priority encoder such as the MC9318 (see next section) was used only five interrupts could be implemented without additional address decoding. This is due to the fact that three of its inputs would, if active, cause the addresses for RES, NMI, and SWI to be accessed by an \(\overline{\mathrm{IRQ}}\). Use of the PROM allows any desired code and, hence, any memory locations to be selected.

In this example, addressing is shown for an MCM6830 1024 X 8 ROM assigned memory locations FF00 to FFFF with the interrupt vectors located at the top of memory. If no interrupts are being processed, lines A0 through A9 of the Address Bus select individual ROM locations in the usual manner. A suitable chip enable for locating the ROM at FFXX is developed by decoding A10-A15 and tying it to an \(\overline{\mathrm{E}}\) on the ROM. The chip enable requires no additional logic since A10-A15 must be decoded for the interrupt circuitry anyway.
\begin{tabular}{lcccccccccccccc}
\begin{tabular}{l} 
Interrupt \\
Priority
\end{tabular} & D0 & D1 & D2 & D3 & D4 & D5 & D6 & D7 & A4 & A3 & A2 & A1 & IRQ & Vector Location \\
1 (Highest) & 1 & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & 1 & 1 & 0 & 0 & 0 & FFF8-FFF9 \\
2 & 0 & 1 & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & 1 & 0 & 1 & 1 & 0 & FFF6-FFF7 \\
3 & 0 & 0 & 1 & \(\times\) & \(\times\) & \(\times\) & \(\times\) & \(\times\) & 1 & 0 & 1 & 0 & 0 & FFF4-FFF5 \\
4 & 0 & 0 & 0 & 1 & \(\times\) & \(\times\) & \(\times\) & \(\times\) & 1 & 0 & 0 & 1 & 0 & FFF2-FFF3 \\
5 & 0 & 0 & 0 & 0 & 1 & \(\times\) & \(\times\) & \(\times\) & 1 & 0 & 0 & 0 & 0 & FFFO-FFF1 \\
6 & 0 & 0 & 0 & 0 & 0 & 1 & \(\times\) & \(\times\) & 0 & 1 & 1 & 1 & 0 & FFEE-FFEF \\
\(\mathbf{7}\) & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \(\times\) & 0 & 1 & 1 & 0 & 0 & FFEC-FFED \\
8 (Lowest) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & FFEA-FFEB \\
& 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 &
\end{tabular}

TABLE 4-2.1.1-1. 8-Level Priority Circuitry Truth Table

\section*{4-2.1.2 13-level Prioritizing}

For the 8 -level prioritizing circuitry described in the preceding section, the vector addresses were located near the top of a block of memory assigned locations FF00 to FFFF. This required decoding address lines A10-A15; in addition, for purposes of illustration, the Interrupt Address Decode signal was generated by doing a complete decode of the Address Bus.

In a typical application, the block memory assignments may be different and the decoding can be simplified. This is illustrated in Figure 4-2.1.2-1 where the specific circuitry for prioritizing 13 levels of interrupt is shown. The addressing follows the example of Section 1-1.2.1 and assigns the ROM to memory locations C000 through C3FF by tying address lines A14 and A15 to chip enables on the ROM.

The requirements for decoding the \(\overline{\text { IRQ }}\) Interrupt Address Decode signal are determined by the following considerations:
(1) When the MPU places addresses on the Address Bus during interrupt sequences the vector data is fetched from the memory locations that respond to those addresses even though they are not actually locations FFF8 through FFFF. For example, if the MPU outputs the address FFFF (all ones) while fetching the vector data for a \(\overline{\text { Reset, in this case it is actually addressing memory }}\) locations C3FF in the ROM since the A15 and A14 "ones" on the chip enable selects the particular ROM and the X3FF portion of the address is determined by the ones on A0-A9.

(2) During system operation, the unused lines A11 and A12 will be high only when the MPU is processing an interrupt; otherwise the address generated would be outside (below) the highest system assignment.
(3) If one of the lines A11-A13 is included in the decode, the MPU's response to an \(\overline{\mathrm{IRQ}}\) can be decoded by distinguishing between XXX8 and XXX9 and the other fourteen possibilities that can be generated by A1 through A4.

The resulting decode requirement is simply \(\overline{\mathrm{A} 1} \cdot \overline{\mathrm{~A} 2} \cdot \mathrm{~A} 3 \cdot \mathrm{~A} 13\), as shown in Figure \(4-2.1 .2-1\). INTERRUPT ADDRESS DECODE will be high only when the MPU has put FFF8 or FFF9 on the Address Bus.

Operation of the clock disable and data selection control for the 13-level circuitry is identical to that described in the preceeding section for the 8 -level case. However, a different priority encoding method that uses two cascaded MC9318 8-input Priority Encoders is shown (this technique can be extended to any required


FIGURE 4-2.1.1-3. Interrupt Vector Memory Allocation
number of priority levels). The five additional interrupt register stages are obtained by using the ninth flip-flop in the MC8502 and an MC4015 Quad D Flip-Flop.

The characteristics of the MC9318 Priority Encoder introduce several other minor differences between the 13 -level and 8 -level circuits. Their operation requires active low input signals, hence the interrupts must be active low. The OUT of the lowest priority MC9318 stage can be used to generate \(\overline{\text { IRQ }}\). EOUT of the highest priority stage (E'OUT in Figure 4-2.1.2-1) is used for the fourth bit, A4.

The resulting truth table for this configuration is shown in Figure 4-2.1.2-2. The "substitute partial


FIGURE 4-2.1.2-1. 13-Level Hardware Prioritized Interrupt Logic


FIGURE 4-2.1.2-2. Truth Table, 13-Level Priority Circuitry

\footnotetext{
\({ }^{1}\) The MC4015 contains 4 type D flip-flops. All four flip-flops have common resets and common positive edge triggered clocks.
}
addresses' that are selected during processing of an \(\overline{\text { IRQ }}\) are shown in the memory map of Figure 4-2.1.2-3. Note that low signals on inputs D5', D6' and D7' of the high priority encoder stage would generate addresses in the range C3FA- C3FF. As mentioned in the preceding section, this would cause accessing of the locations reserved for \(\overline{\mathrm{RES}}\), NMI, and SWI vectors so those encoder inputs are not used.

This method can be expanded as required. For example, 21 levels could be obtained by adding one additional MC8502 register stage, one more MC9318 Priority Encoder, and one more bit of data selection. Three-input AND gates would be required for combining the encoder outputs.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & A15 & A14 & A13 & A12 & A11 & A10 & A9 & A8 & A7 & A6 & A5 & A4 & A3 & A2 & A1 & AO & \\
\hline \multirow[t]{33}{*}{ROM Connection} & E & E & & & & & A9 & A8 & A7 & A6 & A5 & A4 & A3 & A2 & A1 & AO & \\
\hline & 1 & 1 & & & & & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & c 3 FF\()_{\text {¢ }}^{\text {PSS }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & C3FE \({ }^{\text {fes }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & c3FD \({ }_{\text {NMI }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & o & 0 & с3Fc \({ }^{\text {c }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & \(\mathrm{c} 3 \mathrm{FB}^{\text {d }}\) Swi \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & \(\Gamma^{1}\) & 1 & - & 1 & 0 & c3FA \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 「1 & 1 & \(\bigcirc\) & \(\bigcirc\) & 1 & C3F9 \({ }^{\text {INT }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 11 & 1 & - & - 1 & - & c3F8 \({ }^{1}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & \({ }^{1}\) & 0 & 1 & 11 & 1 & c3F7 \({ }^{\text {c }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & - & 1 & 11 & 0 & c3F6 \(\}^{2}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 11 & 0 & 1 & 01 & 1 & c3F5 \({ }^{\text {c }} 3\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & | 1 & - & 1 & 0 & 0 & С3F4 \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & \({ }^{1}\) & \(\bigcirc\) & 0 & & 1 & c3F3) 4 \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & - & 0 & 1 & 0 & C3F2 \({ }^{4}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & \(\bigcirc\) & 1 & C3F1 \({ }^{\text {ca }} 5\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 11 & 0 & 0 & 0 & 0 & C3Fof \({ }^{\text {a }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 1 & 1 & 1 & 1 & с3EF \(\}_{6}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 1 & 1 & 11 & 0 & с3EE \({ }^{6}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 1 & 1 & 01 & 1 & C3ED \({ }^{\text {c }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 01 & - & c3Ec \({ }^{\text { }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 1 & 0 & 1 & 1 & с3Eb \({ }^{\text {c }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 1 & 0 & 1 & 0 & c3EA) \({ }^{\text {c }}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 1 & 0 & 0 & 1 & C3E9 \({ }^{\text {c }}\), \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & - & 1 & o & 0 & 0 & с3E8 \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 0 & 1 & 1 | & 1 & С3E7 \({ }_{10}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1. & 10 & - & 1 & 11 & 0 & c3E6 \({ }^{10}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 0 & 1 & & & с3E5 \({ }_{11}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 0 & 1 & & 0 & C3E4 \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & & 0 & 0 & & 1 & C3E3 \({ }_{12}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 0 & 0 & 1 & 0 & C3E2 \({ }^{12}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & 10 & 0 & 0 & 01 & 1 & C3E1 \({ }_{13}\) \\
\hline & 1 & 1 & - & - & - & - & 1 & 1 & 1 & 1 & 1 & Lo & 0 & 0 & - 」 & 0 & c3E0) \({ }^{13}\) \\
\hline
\end{tabular}

FIGURE 4-2.1.2-3. Interrupt Vector Memory Allocation.

\section*{4-2.2 DIRECT MEMORY ACCESS (DMA)}

In this section, three methods of implementing DMA using the MC6800 microprocessor are discussed along with the advantages and disadvantages of each method. The methods range from completely halting the processor in order to do the DMA transfer, to "sandwiching'" in the DMA transfer during an MPU cycle without reducing throughput or increasing execution time appreciably.

\section*{4-2.2.1 DMA Transfers by Halting Processor}

A block diagram of a minimum system configured for a DMA channel is shown in Figure 4-2.2.1-1. This system is shown with only four family parts for simplicity in demonstrating the DMA concept and can be expanded to a larger system without affecting the DMA methods discussed here. The DMA interface consists of a 16-bit address bus, an 8-bit bi-directional data bus, and the following control signals \(\phi 2\), BA or DMA GRANT, \(\overline{\text { VMA }}, \overline{H A L T}\) or DMA REQUEST, and R/W. The \(\phi 2\) clock occurs whether the MPU is halted or not and is used to synchronize the DMA data.

The Bus Available (BA) signal from the MPU goes to a logic " 1 '" when the MPU has halted and all three-state lines are in the high impedance state. The VMA signal is from an open collector gate and is high when the MPU is halted. This signal can be wire-ORed with an external signal from the DMA circuitry to enable the RAM during a DMA transfer. The \(\overline{\text { HALT }} \overline{\text { (DMA REQUEST }}\) ) signal from the DMA circuitry commands the MPU to halt and place all three-state lines in the high impedance state. The R/W line is a command signal from the DMA channel to control the direction of transfer through the DMA interface. For this system to operate correctly, the DMA circuitry connected to the MPU's Address Bus, Data Bus, and R/W line must have three-state outputs which are in the high impedance state when BA is low and the MPU is controlling the Address, Data, and Control Busses. The address assignment of this system is given in Table 4-2.2.1-1.

A timing diagram of the DMA/MPU interface using this technique is presented in Figure 4-2.2.1-2. A DMA transfer is initiated by the DMA channel pulling the \(\overline{\text { HALT }}\) ( \(\overline{\text { DMA REQUEST }}\) ) low. \(\overline{\text { HALT }}\) must go low synchronously with \(\phi 1\). The negative transition of \(\overline{\mathrm{HALT}}\) must not occur during the last 250 nsec of \(\phi 1\) for proper MPU operation to occur. It is suggested that \(\overline{\text { HALT }}\) be brought low coincident with the rising edge of \(\phi 1\). The MPU always completes the current instruction before halting. If the \(\overline{\text { HALT }}\) line is low within 100 nsec after the leading edge of the \(\phi 1\) in the last cycle of an instruction, the MPU will halt at the end of that instruction (this case is shown in Figure 4-2.2.1-2). If the \(\overline{\mathrm{HALT}}\) line goes low after this 100 nsec region from the leading edge of \(\phi 1\) in the last cycle of an instruction, then the MPU will not halt at the end of the current instruction but will halt at the end of the next instruction.
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{SELECTION ADDRESS BITS} & \multirow[t]{2}{*}{DEVICE} & \multirow[t]{2}{*}{ADDRESS} & \multirow[t]{2}{*}{AMOUNT OF MEMORY} \\
\hline A15 & A14 & & & \\
\hline 1 & 1 & ROM & C000-C3FF & 1024 Bytes \\
\hline 0 & 0 & RAM & 0000-007F & 128 Bytes \\
\hline 0 & 1 & PIA & 4000-4003 & 4 Bytes \\
\hline
\end{tabular}

TABLE 4-2.2.1-1. Address Assignment

What this means to the DMA channel is that the time from the \(\overline{\text { HALT }}\) line going low to the MPU halting and producing a BA (DMA GRANT) will be variable depending on what instruction is being executed at the time \(\overline{\text { HALT }}\) goes low and in which cycle of that instruction HALT goes low. Since the \(\overline{\text { HALT }}\) (DMA REQUEST) signal will probably be asynchronous with respect to the instruction currently being executed, this will result in a variable time delay from \(\overline{\text { HALT }}\) going low to BA (DMA GRANT) responding by going high. The minimum time delay between \(\overline{\mathrm{HALT}}\) and BA is shown in Figure 4-2.2.1-2 as being two cycles which would be \(2 \mu\) seconds at the maximum clock rate of 1 MHz . The maximum time delay would occur if the \(\overline{\mathrm{HALT}}\) line goes low on the first cycle of a long instruction such as Software Interrupt (SWI), which is 12 cycles long. Added to
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FIGURE 4-2.2.1-2. Timing of DMA Transfers by Halting the Microprocessor
the twelve cycles required to complete SWI is the one cycle required for the MPU's address, data and R/W signals to go into the high impedance state. In summary then, the delay time for the BA signal to go high after \(\overline{\text { HALT }}\) goes low (assuming it occurs within 100 nsec of the leading edge of \(\phi 1\) ) will vary from two to thirteen machine cycles. This delay must be taken into account in the design of the DMA channel, however, it should not present a significant problem in most systems.

The other signals shown in Figure 4-2.2.1-2 indicate the response of the MPU to the \(\overline{\text { HALT }}\) command. The VMA signal is forced low within 300 nsec of the leading edge of the \(\phi 1\) signal that occurs after the last instruction cycle has been completed. This signal going low will prevent false reads or writes to memory or peripherals on the MPU bus as the address and R/W lines go into the high impedance state. VMA from the MPU will remain low as long as the MPU is halted. The address, R/W, and data lines will be in the high impedance state when BA reaches the logic " 1 " state, indicating that DMA transfers can begin. Addresses, R/W commands, and Data to or from the DMA interface are shown in the timing diagram synchronized with \(\phi 2\) to indicate the DMA transfers. The MPU can remain in the halted mode indefinitely placing no constraints on the length of the DMA transfer.

Note that the RAM is enabled by VMA which is the output of an open collector inverting gate with VMA (from the MPU) as its input. This VMA signal is provided to the DMA interface so that the RAM can be enabled during the DMA transfer. During the transition into the DMA mode, the VMA signal from the MPU was forced low (forcing VMA high) to disable the RAM in order to protect it from false writes or reads as the address and R/W lines went into a high impedance condition. During DMA transfers, the VMA signal is wire-ORed with a DMA controller signal to enable the RAM. In order to exit the DMA mode, the \(\overline{\text { HALT }}\) line is switched high (synchronously with the leading edge of \(\phi 1\) ), the BA signal returns low and the MPU resumes control. When BA returns low, it is required that the DMA channel's address, \(\mathrm{R} / \mathrm{W}\) and data lines be in the high impedance state and that VMA from the DMA channel be high so as not to affect MPU operation.

\section*{4-2.2.2 DMA Transfers by Cycle Stealing}

The previous section discussed the transfer of DMA information by completly halting the MPU which stops program execution. This section discusses a technique of DMA transfer which slows down program execution during DMA transfer but does not completely stop execution. The basic technique is to 'steal" MPU clock cycles for a DMA transfer; this results in a apparently lower clock rate and, therefore, slower program execution during the DMA transfer.

The block diagram of Figure 4-2.2.2-1 uses the same minimum system concept as was used in Section 4-2.2.1 to illustrate this DMA technique. The DMA Interface using this technique is composed of the following signals: a 16-bit Address Bus, an 8-bit Data Bus, CLOCK, VMA, Three-State Control (TSC), and Read/Write (R/W). The CLOCK signal is an uninterrupted system clock that is used to synchronize DMA data transfers with the execution of the MPU. The \(\overline{\mathrm{VMA}}\) signal frrom the DMA interface is wire-ORed with the VMA signal generated in the clock circuitry to enable the RAM for either MPU access or a DMA transfer. The Three-State Control (TSC) or DMA ENABLE signal causes the address bus and the R/W signal to go into the high impedance state and forces the VMA signal low. This signal can also "stretch" the \(\phi 1\) and \(\phi 2\) clock signals. The Read/Write (R/W) line controls the direction of the data in or out of the DMA Interface. The Address Bus, Data Bus, and R/W signals at the DMA Interface must have three-state outputs so that when TSC is low, the DMA signals will not interfere with normal MPU execution.

A timing diagram of the DMA/Microprocessor interface using this technique is shown in Figure \(4-2.2 \cdot 2-2\). Assume that the clock rate is initially adjusted to \(1 \mu \mathrm{sec}\) and that the MPU is executing the control


FIGURE 4-2.2.2-1. Block Diagram of DMA Transfers by Cycle Stealing


FIGURE 4-2.2.2-2 Timing of DMA Transfers by Cycle Stealing
program. In order to initiate a DMA transfer, the DMA controller takes the DMA ENABLE (TSC) line to a logic " 1 '" within 50 nsec of the leading edge of the \(\phi 1\) clock. This signal goes to the TSC input of the MPU to command the Address Bus and the \(\mathrm{R} / \mathrm{W}\) line into the high impedance state. This will occur within 500 nsec of the rising edge of the TSC signal. The DMA ENABLE signal also goes to the clock generating circuitry to control the \(\phi 1\) and \(\phi 2\) clocks to the MPU as shown in Figure 4-2.2.2-2. \(\phi 1\) must be held in the high state while DMA ENABLE is high and for one CLOCK cycle after DMA ENABLE goes low. \(\phi 2\) is held in the low state while DMA ENABLE is high and for one CLOCK cycle after DMA ENABLE goes low. Neither \(\phi 1\) nor \(\phi 2\) to the MPU can be held high for longer than \(4.5 \mu \mathrm{sec}\) because of the need to refresh dynamic registers within the MPU. This constraint places a maximum time limit on DMA ENABLE being high of \(3 \mu \mathrm{sec}\) using this technique, so that the \(\phi 1\) high time will not be greater than \(4.5 \mu \mathrm{sec}\). DMA ENABLE may occur on the leading edge of any \(\phi 1\) signal and MPU execution will be stopped regardless of the instruction currently being executed. This feature provides a fast and constant response of the MPU to the DMA ENABLE line.

The DMA address, R/W, and data signals can be placed on the MPU bus 500 nsec after DMA ENABLE (TSC) goes high (this is the time required for the MPU outputs to go to the high impedance state). In order to maintain a fully synchronous system, the DMA data is shown transferred during the CLOCK high time in Figure 4-2.2.2-2. The signal labeled VMA is from the MPU and is forced low when TSC is high. VMA is the output of a three-state or open collector inverter which normally follows VMA but can be pulled low by the DMA controller to enable the RAMs during the DMA transfer. DBE of the MPU is driven by the \(\phi 2\) clock and enables the MPU data buffers only during the MPU cycles.

In the timing diagram, only two DMA transfers (of two bytes each) are shown before the full execution rate of the MPU is resumed for simplicity in drawing the figure. There is no limit to the number of DMA transfers that can be made using this technique, which can range from one byte transfers (by shortening the DMA ENABLE high time to \(2 \mu \mathrm{sec}\) and only pulsing it once) to a continuous average DMA transfer rate of one byte every \(2.5 \mu \mathrm{sec}\) (by pulsing DMA ENABLE high for \(3 \mu \mathrm{sec}\) at a periodic rate of \(5.0 \mu \mathrm{~s}\) ). By using the continuous DMA transfer mode, one can handle a DMA channel with a maximum date rate of one byte every \(2.5 \mu \mathrm{~s}\) and still execute the control program at a minimum rate of one cycle every \(5.0 \mu \mathrm{~s}\).

\section*{4-2.2.3 Multiplexed DMA/MPU Operation}

This method of implementing DMA results in the highest DMA transfer rate and, at the same time, allows the highest MPU execution rate when compared to the previous DMA techniques discussed, but requires higher speed memories.

A block diagram of this technique is shown in Figure 4-2.2.3-1. The three-state buffers and transceivers shown are enabled when the control signals are high and provide the high speed multiplexing required to transfer DMA data to the memory during \(\phi 1\) and to allow MPU access during \(\phi 2\). The signals at the DMA INTERFACE are the following: 16 bit Address bus, 8 -bit bidirectional Data Bus, Read/Write (R/W), Valid Memory Address (VMA), DMA SYNCH and the DMA CLOCK.

Figure 4-2.2.3-2 is a timing diagram of a multiplexed DMA/MPU operation. C 1 and C 2 are positive enables for the three-state buffers and transceivers and bracket the \(\phi 1\) and \(\phi 2\) signals so that the buffers are out of the high impedance state before either \(\phi 1\) or \(\phi 2\) goes high. The MPU operation has been slowed down to a 1.2 \(\mu\) s clock rate in order to show the timing requirements for a specific memory, the MCM6605; in general, the MPU clock rate will have to be adjusted for the speed of the memory devices dused. This timing diagram assumes that the memory cycle is equal to or less than 560 nsec . During \(\phi 1\), the buffers associated with C 1 are


FIGURE 4-2.2.3-1. Multiplexed DMA/MPU Operation


FIGURE 4-2.2.3-2. Timing of Multiplexed DMA/MPU Operation
enabled and the buffers associated with C2 are strobed into the high impedance state. The DMA SYNCH signal (C1) causes the DMA channel to place valid addresses, R/W, VMA and Data signals on the DMA INTERFACE. When C2 goes high, the buffers from the DMA Interface are switched to the high impedance state and the MPU buffers are strobed on, applying the MPU's address, R/W, and VMA signals (which become valid during \(\phi 1\) ) to the memory. The Data Bus signals from the MPU are applied to the memory at the leading edge of C2, however, the Data Bus signals do not become valid until 200 nsec after the leading edge of \(\phi 2\).

By multiplexing in this manner, the MPU will have one \(\phi 2\) cycle every \(1.2 \mu\) s and the DMA channel can have access to the memory every \(1.2 \mu\) s during \(\phi 1\). This concept is not limited to DMA channels alone. For example, a multiprocessing system with two MPU's accessing one memory system could be implemented by connecting another MPU to the DMA INTERFACE. The second MPU will execute during the high portion of \(\phi 1\) in place of the areas marked DMA on Figure 4-2.2.3-2.

Figure 4-2.2.3-3 details the timing interface with a memory device that is capable of meeting the speed requirements dictated by a 560 nsec memory system cycle time. This memory device is the MCM6605, a 4 K X 1 dynamic RAM, which has an access time of 210 nsec and a Write Cycle Time of 490 nsec . Only the timing for the MPU data transfer is shown, however, the same timing would apply during \(\phi 1\) for a DMA transfer. The address bus becomes valid 30 nsec (the delay of the bus buffers and transceivers in responding to the C 2 signal) after the leading edge of C 2 . Addresses will remain valid until after \(\phi 2\) 's negative edge, however, they are only required for 60 nsec after the leading edge of CE to the memory as they are latched on the memory device. 100 nsec is allocated for delays in the memory system to receive the address, drive the memory array, and decode and drive the R/W and \(\overline{\mathrm{CS}}\) inputs of the memory array.

The CE signal is created from \(\phi 2\) when the memory system has been selected by the Address Bus, and is delayed 180 nsec from the leading edge of \(\phi 2\). The CE signal remains high until the trailing edge of \(\phi 2\), creating a 380 nsec CE pulse which is 50 nsec longer than the 330 nsec minimum specification of the MCM6605.


FIGURE 4-2.2.3-3. Timing of Multiplexed DMA/MPU Operation Using MCM6605 4k RAM

During a Read cycle, data is specified to be valid 190 nsec after the leading edge of the CE signal, assuming that the addresses are valid 20 nsec before the CE signal (which is the case here). Assuming a 40 nsec delay between the data lines of the memory array and the MPU data bus results in 150 nsec of valid data before the trailing edge of \(\phi 2\). This exceeds the MPU requirement of 100 nsec by 50 nsec . In a Write cycle, the data is valid on the MPU Data Bus within 200 nsec of the leading edge of \(\phi 2\). Again, assuming a 40 nsec delay between the MPU data bus and the data lines of the memory array results in 320 nsec of valid data before the trailing edge of CE. This exceeds the minimum DIN stable requirement of the 4 K RAM ( 160 nsec ) by a factor of 2.

This timing has been based on the MCM6605, which is one of the faster MOS memories available. Even with this memory, the processor is required to run slightly slower to avoid exceeding the memory's speed. Many other timing diagrams could be drawn for the variety of memory devices available but the exact system implemention depends on the following considerations: DMA channel speed requirement, MPU execution rate requirement, and the speed of memory devices available.

\section*{4-2.2.4 Summary of DMA Techniques}

Table 4-2.2.4-1 summarizes the DMA techniques previously discussed plus a comparison with a technique of bringing the data in through a PIA under software control, which is described in Section 5-4 on the Floppy Disk Controller design.
\begin{tabular}{|c|c|c|c|}
\hline TECHNIQUE & MAX DMA CHANNEL RATE & MPU PROGRAM EXECUTION RATE & HARDWARE COMPLEXITY \\
\hline Halt Processor & 1 byte \(/ 1 \mu \mathrm{~s}^{1}\) & 0 & Lowest \\
\hline Cycle Steal & 1 byte/2.5 \(\mu \mathrm{s}\) & 1 cycle/ \(5 \mu \mathrm{~s}\) & Medium \\
\hline Multiplexed DMA & 1 byte/1.2 \(\mu \mathrm{s}\) & 1 cycle/1.2 \(\mu \mathrm{s}\) & Highest \\
\hline Software/PIA & 1 byte/14 \(\mu \mathrm{s}\) & Dedicated to service DMA Channel & Lowest \\
\hline
\end{tabular}

1 Limited only by memory speed.

TABLE 4-2.2-4.-1: Summary of DMA Techniques

The first DMA technique is to halt the processor and transfer the DMA data at the maximum rate the memories can handle. This technique has the advantage of requiring the least amount of hardware of the techniques discussed, but has the disadvantage of stopping program execution. The second technique of cycle stealing is a compromise between DMA transfer rate, MPU execution rate, and hardware complexity. The MPU execution time and the DMA transfer rate can be maximized using the third technique with an increase of system hardware complexity and memory speed by using a multiplexing technique for DMA. The Software/ PIA technique is based on the data being brought into memory through a PIA or ACIA interface under MPU software control. Using this technique, the MPU can be used at full capacity to service a data channel with a date rate of approximately 1 byte every \(14 \mu \mathrm{~s}\).

This brief description of DMA techniques is intended to provide a basic understanding of how the various control signals of the MPU can be used to implement a DMA channel. Each system design will involve different tradeoffs in order to satisfy the specific system requirements.

\section*{4-2.3 AUTOMATIC RESET AND SINGLE CYCLE EXECUTION CIRCUITRY}

In an MPU based system where a manual reset is not desirable (manual reset can be accomplished with a switch and a debounce circuit), such as a remote peripheral controller, an automatic \(\overline{\text { RESET }}\) signal must be provided. A circuit designed to accomplish this must satisfy the two start up criteria:
(1) It must insure that the power supply to the MPU has reached the minimum required operating voltage of 4.75 Vdc .
(2) The \(\overline{\operatorname{RESET}}\) line must then be held low for a minimum of 8 complete clock periods.

Of the many ways in which these criteria can be met, the circuit shown in Figure 4-2.3-1 is among the cheapest and simplest.

The MC1455 TIMER MODULE provides the delay necessary to complete a minimum of 8 clock cycles with the \(\mathrm{R}_{2} \mathrm{C}_{2}\) time constant after the \(\mathrm{R}_{1} \mathrm{C}_{1}\) time constant input has triggered the device insuring that VcC

has reached the minimum level. The particular RC values shown were chosen to be used with a crystal oscillator clock circuit which has a start-up time of approximately 100 ms . A 400 ms time out was used to cover the tolerances of the components used with room to spare. In an application requiring minimum reset delay, a counter could be used to determine when the 8 clock cycles were complete.

The interrupt inputs, \(\overline{\mathrm{IRQ}}\) and \(\overline{\mathrm{NMI}}\), need not be tied high if they are not used due to internal pull up resistors, but greater noise immunity will be had if they are tied high with a \(5.1 \mathrm{~K} \Omega\) resistor. In wired-or interrupt applications, a pull up resistor of \(3.3 \mathrm{~K} \Omega\) will provide optimum device operation.

The \(\overline{\mathrm{HALT}}\) input must not make a transition during the last 250 ns of \(\phi 1\). If this input is to be used in applications requiring the MPU status be saved (most applications), it must be synchronized with the leading edge of \(\phi 1\) or the trailing edge of \(\phi 2\). A flip-flop will accomplish this synchronization, or the circuitry generating the \(\overline{\mathrm{HALT}}\) request may use the system clock and not require extra hardware. This input also may be wire-ORed using an external \(3.3 \mathrm{~K} \Omega\) pull up resistor.

Single instruction operation, which is useful during debug, is accomplished by holding the \(\overline{\text { HALT }}\) high for one \(\phi 1\) clock cycle (Figure 4-2.3-2).


FIGURE 4-2.3-2. Single Instruction Timing

The circuit and timing diagrams of Figure 4-2.3-3 show how the single instruction execution can be accomplished in conjunction with the \(\overline{\mathrm{HALT}}\) input restrictions.

When the GO/HALT switch (S2) is in the GO position, A will be low after the first \(\phi 1\) clock causing the \(\overline{\text { HALT }}\) input to be high. When the GO/HALT switch (S2) is in the HALT position, A will be high after the first \(\phi 1\) clock. Since S1's normal position causes C to be low, signal B will be high. A and B high cause the \(\overline{\text { HALT }}\) to go low halting MPU activity.

When S 1 is pushed, C goes high allowing the next positive \(\phi 1\) transition to clock F1. Since the J and \(K\) inputs of \(F 1\) are 1 and 0 respectively, this clock will cause \(D\) to go high and \(B\) to go low. The J and \(K\) inputs of F 1 are now both 1. The next positive \(\phi 1\) transition will cause D to go low and B to go high clocking F2. J of F1 now goes low. With both J and K of F1 low, any further clock transitions will cause no change in the outputs until \(C\) is again made to go low. A and \(B\) are NANDed to produce the \(\overline{\mathrm{HALT}}\) input signal.


FIGURE 4-2.3-3. Single Cycle Instruction Execution

\section*{4-2.4 INTERVAL TIMER}

A hardware interval timer circuit can be used to provide the MPU system with timing interrupts that are under program control. This allows the system to perform other functions while long critical timing functions, e.g., disk head step time during seek, printer line feed solenoid hold period, cassette gap and record length, etc., are performed by the interval timer. An interval timer using an MC6820 PIA to interface to TTL timing circuitry shown in Figure 4-2.4-1.

Table 4-2.4-1 shows how the interval timer of Figure 4-2.4-1 is programmed. An 8 bit binary count (COUNT) is preset into the MC74455 up/down counter from Output Register B of the controlling PIA (If a MC74454 counter was used, a 2-digit BCD value may be used). The counter then counts this value down to zero using the clock rate provided by the programmable divider circuits. When the counter reaches 0 , the \(\overline{\mathrm{SEO}}\), output triggers the CB1 input of the PIA generating an interrupt to the operating system.


FIGURE 4-2.4-1. Interval Timer
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{ PAO-PA3 } & CLOCK & \multicolumn{2}{c|}{ INTERVAL } \\
CIM & \(\mathrm{b}_{2}\) & \(\mathrm{~b}_{1}\) & b 0 & FREO & TIMER DELAY \\
\hline 0 & 0 & 0 & 0 & 0 & - \\
0 & 0 & 0 & 1 & 100 Hz & COUNT \(\times 10 \mathrm{~ms}\) \\
0 & 0 & 1 & 0 & 1 KHz & COUNT \(\times 1 \mathrm{~ms}\) \\
0 & 0 & 1 & 1 & 10 KHz & COUNT \(\times 100 \mu \mathrm{~s}\) \\
0 & 1 & 0 & 0 & 100 KHz & COUNT \(\times 10 \mu \mathrm{~s}\) \\
0 & 1 & 0 & 1 & 1 MHz & COUNT \(\times 1 \mu \mathrm{~s}\) \\
0 & 1 & 1 & 0 & 0 & - \\
0 & 1 & 1 & 1 & 0 & - \\
1 & 0 & 0 & 0 & 0 & - \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{8}{|c|}{Count \(=\) Binary Value of PB0 - PB7} \\
\hline 01800 & & \multicolumn{6}{|c|}{- Interval Timer 8-Bit Prescale Constants} \\
\hline 01800 & & 0005 & 01 US & EQU & 5 & 1 & Microsecond Clock \\
\hline 01800 & & 0004 & 010 S & EQU & 4 & 10 & Microsecond Clock \\
\hline 01800 & & 0003 & 0100US & EQU & 3 & 100 & Microsecond Clock \\
\hline 01800 & & 0002 & 01 MS & EQU & 2 & 1 & Millisecond Clock \\
\hline 01800 & & 0001 & 010MS & EQU & 1 & 10 & Millisecond Clock \\
\hline 01801 & & \multicolumn{6}{|c|}{- Interval Timer 16-Bit Prescale Constants} \\
\hline 01801 & & 0500 & s1us & EQU & 1280 & 1 & Microsecond Clock \\
\hline 01801 & & 0400 & s10us & EQU & 1024 & 10 & Microsecond Clock \\
\hline 01801 & & 0300 & S10PUS & EQU & 768 & 100 & Microsecond Clock \\
\hline 01801 & & 0200 & S1MS & EQU & 512 & 1 & Millisecond Clock \\
\hline 01801 & & 0100 & S10MS & EQU & 256 & 10 & Millisecond Clock \\
\hline 01900 & 5000 & & & ORG & 15000 & 10 & Millisecond Clock \\
\hline
\end{tabular}

TABLE 4-2.4-1. Interval Timer Programming Chart
The programmable divider uses the PA0-PA2 lines of the PIA to control the MC9312 8-channel data selector which acts as a single pole 8 position switch. A 4 decade divider chain is provided by the 2-MC74452 dual decade counters. The input clock ( \(\phi 1\), nominally 1 MHz ) and all 4 decade outputs ( \(100 \mathrm{KHz}, 10 \mathrm{KHz}, 1\) \(\mathrm{KHz}, 100 \mathrm{~Hz}\) ) are provided as inputs to the data selector. Table 4-2.4-1 shows the various data selector output frequencies and the resulting delay generated. The binary value of COUNT is preset into the MC74454 counter as the starting point of the count down. The counter counts down at the rate determined by the code in PA0-PA3 until the zero state is reached at which time \(\overline{\text { SE0 }}\) goes low causing a MPU interrupt. A one written in \(\mathrm{b}_{3}\) of Peripheral Register A causes PA3 to go high, disabling the clocks to the MC74455 and the interval timer. The timer may also be disabled by selecting a grounded input code on the 9312 as noted by " 0 " clock frequency in Table 4-2.4-1.

Figure 4-2.4-2 shows examples of software control of the interval timer hardware in Figure 4-2.4-1. In these examples, it is assumed that the PIA's are already intialized to provide PB0-PB7 and PA0-PA3 as data output lines (ones in the Data Direction Registers). In the first example, the control registers for the A and B sides of the PIA are initialized to provide access to Peripheral Register B, to provide a negative pulse on CB2 when the B Data Register is written into, and to cause an interrupt on the \(\overline{\mathrm{IRQ}}\) line when CB1 sees a negative transition. Control Register A is set up to provide access to Peripheral Register A. The clock rate of 1 millisecond is binary 0010 or decimal 2 from Table 4-2.4-1 and is stored in XP2DRA (Peripheral Data Register A) which outputs 0010 on PA0-PA3 selecting the clock rate. The counter value of decimal 236 is stored into XP2DRB (Peripheral Data Register B) causing binary 11101100 to appear on PB0-PB7 and CB2 to pulse low,
```

** 236 MS TIME OUT USING 8 BIT PRESCALE
LDAA \#%00101101 PRB ACCESS,CB2 PULSE LOW,CB1 |
STA XP2CRB STORE IN CONTROL REGISTER B
LDAA \#%00000100 PRA ACCESS
STA XP2CRA STORE IN CONTROL REGISTER A
LDAA \#C1MS CLOCK RATE
LDAB \#236 COUNTER VALUE
STAA XP2DRA OUTPUT RATE TO PAO-PB3
STAB XP2DRB OUTPUT COUNTER VALUE TO PBO-PB7
C1MS EQU 2 1 MILLISECOND CLOCK RATE
** 236 MS TIME OUT USING 16 BIT PRESCALE
LDAA \#\$0010101 PRB ACCESS, CB2 PULSE LOW, CB1 \
STA XP2CRB STORE IN CONTROL REGISTER B
LDX \#S1MS+236 LOAD INDEX REGISTER WITH S1MS+236
STX SP2DRA RATE TO PAO-PA3, VALUE TO PBO-PB7
1 MILLISECOND CLOCK RATE

```

FIGURE 4-2.4-2. Timer Software Examples
thereby, presetting the MC74455 counter. CB 1 is monitoring the \(\overline{\mathrm{SE} 0}\) output of the counter waiting for a low transition indicating that the counter has reached the zero state, resulting in the required 236 msec delay.

The second example uses different software code to arrive at the same result. The initialization of the PIA's is the same as discussed previously. In this case, the index register is used to form a 16-bit word which is then loaded into PRA and PRB. Address line A0 is connected to RS1 and A1 is connected to RS0 of the PIA so that PRA and PRB are consecutive memory locations. The 16 -bit word is formed by loading the sum of S2MS and decimal 236 into the index register. Note that S1MS always will occupy XH and the offset (which has to be less than 255) will always occupy XL of the index register. By storing this value to XP2DRA (Peripheral Register A), S1MS will be loaded into PRA and 236 will be loaded into PRB (the next memory location). This technique of connecting the PIA for adjacent Peripheral Reg. locations and using the Index instructions to store two bytes at a time produces the same result as the previous example with less code.

\section*{4-2.5 MEMORY SYSTEM DESIGN}

\section*{4-2.5.1 Interfacing the MC6800 with Slow and Dynamic Memories}

There are many different system configurations utilizing the MC6800 microprocessor (MPU) with memories that are not a part of the M6800 family. In many applications, the most cost effective system will use memories that are slower than the 575 ns access time required by the MC6800 running at maximum speed or will be of the dynamic type so that the refresh requirement of the memory will have to be handled by the system.

The purpose of this section is to discuss methods of operating the MC6800 with these two classes of memories and to describe the operation of the MC6800 in relationship to memory usage in enough detail so that the user can develop system configurations using slow and/or dynamic memories.

The MC6800 microprocessor uses two non-overlapping clocks to time the execution of the program by the MPU. Figure 4-2.5.1-1 details the specification of the clock requirements for the M6800 family. The use of dynamic registers inside of the MC6800 places the following timing restriction on the clock waveforms. The clocks can be held in one state for a maximum of \(5 \mu \mathrm{~s}\) without loss of the information contained in the dynamic registers.

In Figures 4-2.5.1-2 and 4-2.5.1-3 are the timing diagrams of a M6800 Read and Write cycle. As can be seen from these timing diagrams, during \(\phi 1\) control lines (address, R/W and VMA) are placed valid on the MPU bus and during \(\phi 2\), data is transferred between the MPU and memories or peripherals.

The minimum cycle time is \(1.0 \mu \mathrm{sec}\) and the following control signals are valid 300 nsec after the leading edge of \(\phi 1: \mathrm{R} / \mathrm{W}\) (TASR), address lines (TASC), and VMA (TVSC). During a read cycle, the data must be valid on the data bus 100 nsec (TDSU) before the trailing edge of \(\phi 2\), allowing 575 nsec for memory or peripheral access time (TACC) assuming a rise time on the clock waveform of 25 nsec . During a write cycle, the timing is the same for the control signals; the MPU places data to be written on the data bus within 200 nsec (TASD) after the leading edge of \(\phi 2\) and will hold the data valid for a minimum of 10 nsec (TH) after the trailing edge of \(\phi 2\). This produces a minimum of \(280 \mathrm{nsec}(470+10-200)\) of valid data (TDATA valid) available to be written into the memory or peripheral. Many memory or peripheral devices including the M6800 family devices can meet this timing requirement and their use poses no problems.

\section*{SLOW MEMORY INTERFACE}

The following discussion will describe some techniques that can be used to interface the MC6800 with memories or peripherals that have an access time slower than 575 nsec and/or require data valid during a write operation for longer than 280 nsec . The basic technique of using the MC6800 with slower memories is to lengthen or stretch \(\phi 2\), the data transfer portion of the MPU cycle. \(\phi 2\) can be stretched to a maximum of 5.0 \(\mu \mathrm{sec}\), allowing use of memories with an access time of \(5,105 \mathrm{nsec}(575+5000-470)\) and a write data valid time of \(4,810 \mathrm{nsec}(280+5000-470)\). Operation of the MPU at these speeds is slow enough for the vast majority of memory or peripheral devices on the market today. Operation with a slower device than can be accomplished by stretching \(\phi 2\) to \(5 \mu \mathrm{sec}\) is possible by using the interrupt feature of the MC6820 Peripheral Interface Adapter and treating the extremely slow memory as one would a slow peripheral.

There are two ways to implement the stretching of \(\phi 2\) to accommodate slower memories. The first and the simplest method is to stretch \(\phi 2\) every cycle regardless of whether the current cycle is an access to slow memory or not. \(\phi 2\) should be lengthened by the amount the access time of the slowest peripheral or memory exceeds 575 nsec (TACC of 6800). Examples are shown in Figures 4-2.5.1-4 and 4-2.5.1-5 for a slow memory with access time of 1000 nsec with \(\phi 2\) increased by 425 nsec (1000-575). The cycle time of the MPU has now become \(1.425 \mu \mathrm{sec}\), resulting in slower program execution by about \(30 \%\) due to the slow memory. The advantage of this approach is that it is the simplest to implement in hardware (only a change in the clock waveforms is required). The disadvantage is the reduction of execution time and corresponding reduction in data throughout.

If the MPU is servicing several slow peripherals, the reduction in MPU speed may not affect system operation. However, in many systems such as real time control, the MPU speed is critical to system operation and a \(30 \%\) reduction would be undesirable. The second method of operation with slow memories that has a


\section*{CHARACTERISTIC}

SYMBOL
MIN
Vinc Vcc-0.3 \(\quad-\quad\) Vcc \(+0.1 \quad\) Vdc
Vilc \(\quad\) Vss-0.1 \(\quad-\quad\) Vss \(+0.3 \quad\) Vdc
Vos Vdc
Vcc-0.5 \(\quad\) Vcc \(=0.5 \quad\) Vdc
Vss-0.5 Vss +0.5
Input Leakage Current \(\phi 1, \phi 2\)
\((\mathrm{VIN}=0\) to \(5.25 \mathrm{~V}, \mathrm{VCC}=\mathrm{MAX}) \quad\) IIN \(\quad-\quad-\quad 100 \quad \mu \mathrm{a}\)
Capacitance
\begin{tabular}{lccccc}
\(\left(\mathrm{V}_{\text {IN }}=0, \mathrm{~T} A=25^{\circ} \mathrm{C}, \mathrm{f}=1.0 \mathrm{MHz}\right)\) & CIN & 80 & 120 & 160 & pf \\
quency of Operation & f & 0.1 & - & 1.0 & MHz
\end{tabular}

Clock Timing
\begin{tabular}{lccccc}
\begin{tabular}{l} 
Cycle Time \\
Clock Pulse Width \\
(Measured at VCC-0.3 V) \(\phi 1\) \\
\(\phi 2\)
\end{tabular} & tcyc & 1.0 & - & 1.0 & \(\mu \mathrm{~s}\) \\
& & & & 4500 & ns \\
Rise and Fall Times \(\phi 1, \phi 2\) & & 430 & - & 4500 & ns \\
& tr, tf & 5 & - & 50 & ns
\end{tabular}
(Measured between
\(\mathrm{Vss}+0.3 \mathrm{~V}\) and \(\mathrm{Vcc}-0.3 \mathrm{~V}\) )
\begin{tabular}{lccccc}
\begin{tabular}{l} 
Delay Time or Clock Overlap \\
\((\) Measured at Vov \(=\) Vss \(+0.5 \mathrm{~V})\)
\end{tabular} & td & 0 & - & 9050 & ns \\
Overshoot/Undershoot Duration & tos & 0 & - & 40 & ns \\
Clock High Times & tut & 940 & - & - & ns
\end{tabular}


Data Not Valid

FIGURE 4-2.5.1-2. Read Data From Memories or Peripherals


FIGURE 4-2.5.1-3. Write Data to Memories or Peripherals



FIGURE 4-2.5.1-4. Read Cycle With \(1.0 \mu \mathrm{~s}\) Memory


Data Not Valid
\[
T_{A S R}=T_{A S C}=T_{\mathrm{CyC}}=1.425 \mu \mathrm{~s}
\]
\[
\phi 1 \mathrm{PW}_{\mathrm{OH}}=430 \mathrm{~ns} \mathrm{Min}
\]
\[
\phi 2 \mathrm{PW}_{\mathrm{OH}}=\mathrm{T}_{E H}=895 \mathrm{~ns} \mathrm{Min}
\]

FIGURE 4-2.5.1-5. Write Cycle With \(1.0 \mu \mathrm{~s}\) Memory
smaller reduction in MPU execution time involves the use of a Memory Ready concept. In this configuration, a MEMORY READY signal is used between the slow memory and the MPU clock circuitry to indicate that a slow memory has been accessed. This signal goes low long enough for data to become valid out of the slow memory. While MEMORY READY is low, \(\phi 2\), is stretched or lengthened as shown in Figure 4-2.5.1-6. This technique only slows execution of the processor when the slow memory is being accessed. The amount by which the throughput of the MPU is reduced due to the slow memory is directly proportional to the number of slow memory accesses and can be evaluated for each system configuration. Memory devices do not inherently provide a MEMORY READY type signal; this signal must be generated by the interface circuitry associated with the slow memory system.


FIGURE 4-2.5.1-6. Effect of MEMORY READY on Clock Signals

A block diagram of a generalized MPU to memory interface is shown in Figure 4-2.5.1-7. The address and control signals are shown buffered from the MPU bus to increase fanout (in a small system, this may not be required). The low order address lines (A0 to A9 for a 1 K memory) and the \(\mathrm{R} / \mathrm{W}\) signal are routed to the memory devices directly. The high order address lines, VMA, and \(\phi 2\) are decoded to select this memory system using the Chip Select input of the memory devices. All high order address lines may be decoded, however, in many small systems, this decoding logic may be eliminated by selecting the memory devices with only one or two of the high order address bits. By not decoding all address lines, multiple areas of the 65 K address map are selected at the same time requiring careful assignment of addresses for memory and peripherals (see the minimum system discussion in Chapter 1 for further explanation). The data buffers may be required for


FIGURE 4-2.5.1-7. General MPU to MEMORY INTERFACE
system fanout considerations or may be required to combine the separate data input and data output lines found on many memory devices into bidirectional data lines as required by the MPU. If the memory devices chosen are not fast enough to meet the MPU timing requirements at maximum operating frequency of 1 MHz , pulse generating circuitry can be added to provide the MEMORY READY signal. This signal can be triggered by the Chip Select decoding logic to stretch \(\phi 2\) of the current cycle long enough to allow proper operation of the slow memory devices.

\section*{DYNAMIC MEMORY INTERFACE}

All dynamic memories have the basic characteristic that they require periodic refreshing of their data storage elements (usually capacitors). Most dynamic memory devices handle this refresh requirement by performing 32 or 64 refresh cycles every 2 msec . During these refresh cycles, the memory is not available for a Read or Write cycle from the system bus (by MPU or DMA). The "memory busy" period for most dynamic memory devices is of short duration, normally \(1-5 \%\) of the total time.

The simplest method for handling this refresh requirement is to steal MPU cycles in order to refresh the memory. The effect of the stolen processor cycles on system operation is to slow program execution or data throughput. Figure 4-2.5.1-8 shows the dynamic memory interface and the clock waveforms associated with a cycle steal configuration. During \(\phi 1\), address control signals are set valid by the MPU in preparation for the


FIGURE 4-2.5.1-8. Dynamic Memory Interface
data transfer during \(\phi 2\). By stretching or lengthening the \(\phi 1\) portion of the cycle, program execution is delayed, allowing memory refresh to take place. Circuitry in the memory system controller multiplexes in the refresh addresses and controls the memory R/W and \(\overline{\mathrm{CS}}\) lines to provide proper signals for the refresh cycle. For a dynamic memory that requires 32 cycles of refresh every 2 msec and with the MPU running at the maximum clock rate of \(1 \mu \mathrm{sec}\), the reduction in MPU speed due to clock stealing would be \(\frac{32 \times 1 \mu \mathrm{sec}(100)}{2 \mathrm{msec}}=1.6 \%\).

In most systems, this reduction in program execution time would not affect system performance.
In some systems, the design constraints may be such that a reduction in program execution time due to memory refresh requirements cannot be tolerated. For these types of systems, a "hidden" refresh configuration may be used. The place to hide or perform the memory refresh independent of MPU program execution time is during \(\phi 1\) as no data is being transferred between the MPU and memory or peripherals. This technique places the additional constraint on the dynamic memory system of being able to perform a complete refresh cycle during \(\phi 1\) ( 430 ns minimum) and a complete Read or Write cycle during \(\phi 2\) ( 470 ns minimum) if the MPU is to operate at full speed. Using this concept only 32 of the \(\phi 1\) periods every 2 msec are used for refreshing (for the dynamic memory discussed earlier) leaving the other \(\phi 1\) time periods open for other uses. One use would be for a DMA transfer from some external source. In this mode, DMA and memory refresh would share the \(\phi 1\) portion of the cycle while the MPU would have access to the memory during \(\phi 2\) portion of the cycle. See Section 4-2.2 for a further discussion of DMA techniques.

\section*{CLOCK CIRCUITRY FOR SLOW AND DYNAMIC MEMORIES}

The circuitry to modify the clock signals to interface the M6800 with dynamic and slow memories as described above can be evolved from the clock circuitry described in Section 4-1.1.1. Figure 4-2.5.1-9 illustrates a previous clock circuit (Figure 4-1.1.1-3) with a crystal stabilized source which has been extended to include interface signals for dynamic ( \(\overline{\text { REFRESH REQUEST }}\) and REFRESH GRANT) and slow memories (MEMORY READY). Note that the only extra parts required are a MC7479 dual latch, MC7404 hex inverter, and a pair of 10 K ohm pull-up resistors. The state of REFRESH REQUEST is sampled during the leading edge of \(\phi 1\) and, if it is low, the \(\phi 1\) and \(\phi 2\) clocks to the MPU are held in the high and low states respectively for at least one full clock cycle. A high REFRESH GRANT signal is issued to indicate to the dynamic memory system that this cycle is a refresh cycle. Upon receipt of the REFRESH GRANT signal, the memory system controller sets REFRESH REQUEST back high which is clocked through on the next leading edge of \(\phi 1\), thereby restoring the system back to normal operation. The MEMORY READY line is sampled on the leading edge of \(\phi 2\) and, if low, the MPU \(\phi 1\) and \(\phi 2\) clocks are held in the low and high states, respectively. The clocks will be held in these states until the MEMORY READY line is brought high by the slow memory controller, allowing the slow memory controller to determine the amount by which \(\phi 2\) is stretched. Figures 4-2.5.1-10a, b show the effect of REFRESH REQUEST and MEMORY READY signals on the MPU clocks. Note that the REFRESH REQUEST signal is asynchronous with the MPU clocks as it is generated by the refresh oscillator in the dynamic memory controller. Figures 4-2.5.11a, b shows the phase relationship between MPU \(\phi 2\), BUS \(\phi 2\), and DYNAMIC MEMORY CLOCK. Note that BUS \(\phi 2\) and MPU \(\phi 2\) are in phase and that DYNAMIC MEMORY CLOCK leads MPU \(\phi 2\) to help offset delays added by the memory system controller in decoding the level shifting this signal onto the memory array.


(a)

MPU Clocks, \(\overline{\text { REFRESH }} \overline{\text { REQUEST, REFRESH GRANT }}\)



FIGURE 4-2.5.1-11: MPU Clock Circuitry

The circuit in Figure 4-2.5.1-12 shows how the MEMORY READY concept can be added to the cross coupled monostable clock generator of Figure 4-1.1.1-5. The MEMORY READY feature is incorporated into this circuit by switching an additional timing resistor in or out of the \(\phi 2\) pulse width generator. By selection of the timing resistors for \(\phi 1\) and \(\phi 2\), all combinations of \(\phi 1, \phi 2\), and stretched \(\phi 2\) pulse width can be generated.


FIGURE 4-2.5.1-12. Monostable Clock Generator with Memory Ready

\section*{4-2.5.2 \(2 K \times 8\) RAM Memory Design Example}

This section will describe the design of a memory system for the MC6800 microprocessor using memory devices that are not a part of the MPU family but that are cost-effective choices in many MPU based system designs. The intent is to demonstrate the ease with which memory systems can be designed around the MC6800 because of its straightforward architecture. The MPU signals to be considered in the memory system design are the clock signals ( \(\phi_{1}\) and \(\phi_{2}\) ), the 16 bit Address Bus, the 8 -bit bidirectional Data Bus and the control signals: Valid Memory Address (VMA), Read/Write (R/W), and clock control signals such as MEMORY READY, \(\overline{\text { REFRESH REQUEST }}\) or REFRESH GRANT if they are required.

The MCM6602, 1K X 1 static RAM, can be a cost-effective choice for MPU memory systems in the size range of 1 K bytes up to about 8 K bytes. Below 1 K bytes, memory systems composed of the MCM6810 will probably be the cost effective choice. Memory systems larger than 8 K bytes will probably use a 4 K RAM such as the MCM6605 in order to be cost effective. In this section, the detailed design of a \(2 \mathrm{~K} \times 8\) memory system is described for the MC6800 MPU using sixteen MCM6602 L-1 N-channel static MOS RAMs. This memory system is available from Motorola as a component module of the EXORciser.

The 2K Static Memory System (illustrated in Figure 4-2.5.2-1) receives the 16 address bits A0 through A15, the \(\phi 2\) timing signal, the 8 bit bidirectional data bus, VMA (Valid Memory Address) signal, and a R/W (Read/Write) command during each MPU memory operation. The system address lines connect to the address bus interface and the \(\phi 2\), VMA, and R/W inputs from the MPU connect to the control bus interface. Data lines connect to the Data Bus Interface.


FIGURE 4-2.5.2-1. 2k X 8 Memory System Block Diagram

The address bus interface, after buffering the inputs, applies the ten address bits A0 through A9 to the RAM 1 and RAM 2 memory blocks. (Refer to Figure 4-2.5.2-2, the Schematic Diagram) The address bus interface, at the same time, applies the six address bits A10 through A15 with their complements to the RAM 1 and RAM 2 select circuits. The control bus interface applies the VMA signal to the RAM 1 and RAM 2 select circuits and \(\phi 2\) with the R/W signal and its complement to the control logic. The two RAM select circuits decode the address bits and determine whether the MPU is addressing their respective RAM memory block. Since the two RAM select circuits and the RAM memory blocks are identical, only the RAM 1 select circuit and the RAM 1 memory block will be discussed in detail.

The RAM 1 select circuit consists of two base memory address switches and a decoding circuit. The address switches allow the 2 K X 8 of memory to be allocated as two independent 1 K X 8 blocks any where in the system's 65 K memory field. The base address switches select the base memory address for the RAM 1 memory block and the decoding circuit determines when its memory is being addressed. The RAM 1 select circuit, on determining that its memory is being addressed, couples a \(\overline{\mathrm{CE} 1}(\overline{\text { Chip Enable 1 }}\) ) signal to the RAM 1 memory block and to the control logic. The RAM 1 memory block, consisting of eight 1 K X 1 bit MOS static RAM chips, is then enabled to perform a memory read or memory write operation.

During a memory read operation, the control bus interface receives a high level R/W signal and applies this signal with its complement to the control logic. The control logic now transfers a high level R1 R/W (Read Memory 1 Read/Write) pulse to the RAM 1 memory block and couples a DOE (Data Output Enable) signal to the data bus interface. The high level R1 R/W pulse instructs the RAM 1 memory block to perform a memory read operation (providing the address select signal, \(\overline{\mathrm{CE}}\), is low) and the DOE signal instructs the data bus interface to transfer the memory's output to the MPU via the system bus.

During a memory write operation, the control bus interface receives a low level R/W signal and the data bus interface receives the eight data bits D0 through D7. The control bus interface applies the low level R/W signal and its complement to the control logic and the data bus interface applies the data bits to the RAM memory blocks. The control logic now reads the position of the RAM 1 RAM/ROM switch and determines whether the RAM 1 memory block is protected or may be written into. When this RAM/ROM switch is in the ROM position, the switch inhibits the control logic from initiating a memory write operation. When the switch is in the RAM position, however, it enables the control logic to generate a 470 nsec low level R1 R/W pulse. This low level pulse instructs the RAM 1 memory block to perform a memory write operation and to store the data it receives from the data bus interface. (If the address select signal (CE1) is low).

The following paragraphs discuss the operation of the various circuits contained on the 2 K Static RAM Module. Refer to the module's block diagram in Figure 4-2.5.2-1 and schematic diagram in Figure 4-2.5.2-2 as required.

The address bus interface, consisting of U1 through U4, receives and buffers the 16 MPU address bits A1 through A15. Address bits A0 through A9 are applied to the RAM 1 and RAM 2 memory blocks. The address bus interface applies the six address bits A10 through A15 and their complements to the RAM 1 and RAM 2 select circuits. The control bus interface, U5, receives and buffers the \(\phi 2\), the VMA, and the R/W signals. The control bus interface couples the \(\phi 2\) and VMA signals to the RAM 1 and RAM 2 select circuits and applies the \(\mathrm{R} / \mathrm{W}\) signal and its complement to the control logic circuit. U1 through U5 are MC8T26* bus receivers which provide very light loading on the MPU bus so that the fanout is not reduced appreciably. The loading of these devices is \(-200 \mu\) a for a logic 0 and \(+20 \mu\) a for a logic 1 .

The RAM 1 and RAM 2 select circuits decode the address bits and determine whether the MPU is addressing their respective RAM memory blocks. Since the two RAM select circuits are identical, only the *To be introduced third quarter, 1975.

RAM 1 select circuit is discussed in detail with the RAM 2 select circuit components identified parenthetically after the RAM 1 select circuit components.

The RAM 1 select circuit consists of the two switches S1 and S2 (S3 and S4) along with gate U8 (U9). Switches S1 and S2 (S3 and S4) are set during use and, through their switching of bits A10 through A15, select the base memory address for their respective memory block. The position of each switch determines whether the switch is coupling the address bit or its complement to gate U8 (U9). Gate U8 (U9), on receiving a VMA signal, decodes the switches outputs and determines whether the MPU is addressing its memory block. If its memory block is being addressed, U8 (U9) couples a \(\overline{\mathrm{CE} 1} \overline{(\mathrm{CE} 2)}\) signal to the RAM 1 memory block (RAM 2 memory block) and to gate U10A of the control logic circuit.

The control logic circuit decodes the CE1 (CE2) signal, the R/W, the \(\phi 2\) clock signal, and the position of the RAM/ROM switches to determine whether to read data from, to write data into, or to inhibit the write function of the selected RAM memory block. Each time one of the RAM select circuits determines that the MPU is addressing its RAM memory block, this circuit causes gate U10A to couple a high level to gates U6A and U6B. During a memory read operation, the control bus interface applies a high level R/W pulse to gate U6A and \(\overline{R / W}\) to gate U6B. Gate U6A is enabled by U10A when either memory is selected and with gate U6D applies the DOE Data Out Enable signal to the data bus interface. The low level R/W pulse to U6B inhibits this gate. The output of gate U6B remains low and forces gates U10B and U10C to continue holding the R1 R/W and R2 R/W signals high. The high level R1 R/W and R2 R/W signals instruct the enabled RAM memory block to perform a memory read operation.

During a memory write operation, the control bus interface applies a low level R/W pulse to gate U6A and \(\overline{R / W}\) to gate U6B. Gate U6A is now inhibited from generating a DOE signal. The high level \(\bar{R} / \mathrm{W}\) pulse to U6B enables this gate and gates U10B and 10C. Gates U10B and U10C decode their RAM/ROM switches and determine whether the selected RAM memory block is to perform a memory write operation. If the RAM/ROM switch to the selected RAM memory block (switch S5 for the RAM 1 memory block and switch S6 for the RAM 2 memory block) is in the ROM position, the low level from this switch inhibits its respective gate from going low. If, on the other hand, the RAM/ROM switch is in the RAM position, the \(\phi 2\) pulse is coupled to U10B and U10C to generate a low going write pulse. This low level pulse instructs the enabled RAM memory block to perform a write operation.

The RAM 1 and RAM 2 memory blocks consist of eight 1024 X 1 bit memory chips. The ten address bits A0 through A9 and the output of its RAM select circuit determine when the MPU is addressing this memory block. The control logic determines whether data is to be written into or read from the selected RAM memory block.

The data bus interface, consisting of U27 and U28, provides a two-way data transfer of data bits D0 through D7 between the MPU and the 2K Static RAM Memory. These integrated circuits provide TTL compatible inputs and three-state outputs. When the MPU has selected one of the module's RAM memory blocks during a memory read operation, the data bus interface receives a high level DOE signal and is enabled to transfer data from the 2 K Static RAM. At all other times, these outputs are in the high impedance state.

The timing diagram of Figure 4-2.5.2-3 shows a Read operation of the memory system design in Figure 4-2.5.2-2 operating with the MPU's control lines and busses driving the memory board directly. The waveforms assume a delay of 20 nsec through the driver portion and 18 nsec through the receiver portion of the MC8T26. The control lines R/W, Address, and VMA are specified to be valid within 300 nsec after the leading edge of \(\phi 1\) (TASR, TASC, and TVSC). The delay from the address bus of the MPU to the address inputs of the MCM6602 is composed of a receiver and a driver portion of a MC8T26 in series. This time totals \(20+18=38\)



FIGURE 4-2.5.2-3
nsec. At this point in time, the addresses on the memory devices are valid and the access time can begin. The access time of the MCM6602L-1 is 500 nsec maximum, that is, data out of the RAMs during a read cycle is valid 500 nsec after the addresses are valid. The data encounters an MC8T26 driver delay of 20 nsec before reaching the MPU data bus. The data set up requirement of the MPU is 100 nsec before the falling edge of \(\phi 2\). By using the above data, the margin in this system when operating at the maximum MPU clock period of 1000 nsec can be calculated as follows (refer to Figure 4-2.5.2-3):
\begin{tabular}{rr} 
tr & 25 nsec \\
TASR & 300 nsec \\
MC8T26 & 38 nsec \\
TACC & 500 nsec \\
MC8T26 & 20 nsec \\
TDSU & 100 nsec \\
\hline TCYCLE & 983 nsec
\end{tabular}

Since this is 17 nsec less than the minimum MPU clock period of 1000 nsec , this MPU/memory system configuration has a margin of 17 nsec during a read cycle. The \(\overline{\mathrm{CE}}\) signals are enabled by decoding the upper address lines, A10-A15, in gates U8 and U9. Since the addresses are valid during \(\phi 1\), the \(\overline{\mathrm{CE}}\) signals become the inversion of VMA when the correct addresses are decoded. The \(\overline{\mathrm{CE}}\) signals will be held low past the falling edge of \(\phi 2\) due to the holding effect of bus capacitance and the delay into the next \(\phi 1\) for the MPU to set new addresses.

The write cycle of this system may be analyzed in the same manner using the timing diagram shown in Figure 4-2.5.2-4. The control signals from the MPU (Addresses, VMA, and R/W) become valid within 300 nsec after the leading edge of \(\phi 1\). The \(\overline{\mathrm{CE}}\) signals are delayed from the address and VMA valid points by a receiver and driver section of the MC8T26 and the delay of the MC7430 Nand gate. This delay is \(18+20+22\) \(=60 \mathrm{nsec}\). Assuming that the RAM/ROM switch is in the RAM position, the R/W pulse on the memory devices is \(\phi 2\) delayed by a receiver and driver of the MC8T26 plus the delay of U 10 (MC7400). This time is ( \(18+20+\) 22) also 60 nsec producing a write pulse skewed from \(\phi 2\) as shown. The data hold requirement of 100 nsec for the MC6602 is met by extending Data Bus Enable (DBE) beyond the trailing edge of \(\phi 2\) to hold the data on the


FIGURE 4-2.5.2-4. MPU/2 k x 8 Memory Write Cycle
bus valid. Memories of this type vary in their data setup requirement ( \(\mathrm{t}_{\mathrm{DW}}\) ) from 150 ns to 330 ns depending on manufacturer. The MCM6602L-1 as well as the 2102 types have the 330 ns requirement. In order to meet this requirement the \(\phi 2\) pulse width required can be calculated as follows (see Figure 4-2.5.2-4):
\[
\begin{gathered}
\phi 2 \mathrm{PW}=\text { TASD }+18 \mathrm{~ns}+\mathrm{t}_{\mathrm{DW}}-60 \mathrm{~ns} . \\
\phi 2 \mathrm{PW}=200+18+330-60=488 \mathrm{~ns} .
\end{gathered}
\]

In many system designs, it may be cost effective to design this memory system with the MCM6602L which has an access time of \(1 \mu \mathrm{~s}\). This slower memory can be handled using one of the two methods discussed in Section 4-2.5.1. The first method is to stretch \(\phi 2\) every processor cycle to accommodate the slow memory as detailed in Figures 4-2.5.1-4 and 4-2.5.1-5. The other method is to use the Memory Ready concept. This can be accomplished as simply as the following: Assume that the clock circuitry used for the MPU is as shown in Figure 4-2.5.1-9. A low level on the MEMORY READY line will stretch \(\phi 2\) for that cycle. The time constants of the U1-B monostable can be adjusted to provide the correct \(\phi 2\) width during normal operation ( 470 nsec ) and to provide the correct width ( 895 nsec for TACC \(=1 \mu \mathrm{sec}\) ) when the MEMORY READY line is low indicating a slow memory access. The additional circuitry required in the 2 K memory system of Figure 4-2.5.2-2 to implement MEMORY READY consists of one inverter. The output of U10A goes high 360 nsec after the leading edge of \(\phi 1\) if this memory is addressed. The inverse of this signal, called MEMORY READY, controls the clock circuit of Figure 4-2.5.1-9. These signals are shown in Figure 4-2.5.2-3.


FIGURE 4-2.5.2-5. 2 k X 8 Memory System with Memory Ready

\section*{4-2.5.3 8K X 8 Non-Volatile RAM Deisgn Example}

Many system designs can be optimized by using the high bit density and low cost/bit offered by dynamic memories (i.e., those that store information on a capacitor which must periodically be recharged or refreshed). At this time, the 4K X 1 dynamic RAM is the most cost effective choice for large memory systems ( \(\geqslant 4 \mathrm{~K}\) bytes). Because these memories are dynamic and require refreshing, the system designer must handle the
dynamic memory slightly differently than static memories. Refer to Section 4-2.5.1 for a discussion of techniques and clock circuitry used for interfacing the MPU with dynamic memories.

This section describes the design of a 8192 byte Non-Volatile memory system for an MPU based system using dynamic 4 K RAMs and CMOS control logic. This system was designed to be an add-on memory for the EXORciser,* a System Development Tool in the M6800 Microprocessor family.

\section*{MEMORY DEVICE DESCRIPTION}

The memory device used in this system is the MCM6605L-1, a 4096 word X 1 bit, dynamic Random Access Memory (RAM). The dynamic characteristic of this memory device requires that refreshing of the memory cells be performed at periodic intervals in order to retain the stored data. This device was chosen for the following features: high bit density per chip and correspondingly low price per bit, standby mode with low power dissipation, TTL compatability of inputs and outputs, and speed characteristics compatible with microprocessors and the EXORciser.

Figure 4-2.5.3-1 is a functional block diagram of the MCM6605L-1. The single external Chip


FIGURE 4-2.5.3-1. MCM6605 4 k RAM Block Diagram

\footnotetext{
*Trademark of Motorola, Inc.
}

Enable clock starts an internal three phase clock generator which controls data handling and routing on the memory chip. The lower 5 address lines (A0 to A4) control the decoding of the 32 columns and the upper 7 address lines control the decoding of the 128 rows within the memory chip. The \(\overline{\text { Chip }} \overline{\operatorname{Select}} \overline{(\overline{\mathrm{CS}})}\) input is used for memory expansion and controls the I/O buffers: when \(\overline{\mathrm{CS}}\) is low the data input and output are connected to the memory data cells and when \(\overline{\mathrm{CS}}\) is high, the data input is disconnected and the data output is in the high impedance state. Refreshing is required every 2 ms and is accomplished by performing a write cycle with \(\overline{\mathrm{CS}}\) high on all 32 columns selected by A 0 through A4. The read/write line controls the generation of the internal \(\phi 3\) signal which transfers data from the bit sense lines into storage.

All inputs and outputs with the exception of the high level Chip Enable signal are TTL compatible and the outputs feature 3 -state operation to facilitate wired-or operation. The Chip Enable signal has GND and +12 V as logic levels. Power requirements are typically 330 mw per device in the active mode from +12 V , +5 V , and -5 volt power supplies and 2.6 mw in standby with refresh from the +12 V and -5 volt power supplies (the +5 V supply powers the output buffers and is not required during standby operation).

Memory timing is outlined in Figure 4-2.5.3-2 and operates as follows for a read cycle (2a). The Chip Enable line is brought high after the correct addresses are set up, which starts the internal three phase clock and latches the addresses into an internal register. Chip Select must be brought low in order to connect the data input and output to the data cells and the Read/Write line must be brought high to inhibit the \(\phi 3\) cycle which writes data into the storage cells. A write cycle (2b) occurs in exactly the same manner as a read cycle except that the \(\mathrm{R} / \mathrm{W}\) line is placed in the Write mode, which gates the input data onto the bit sense lines, and enables a \(\phi 3\) cycle to write into the data cells.

A write and a refresh cycle are the same with the exception of Chip \(\overline{\text { Select }}\), which is held high for a refresh cycle and low for a write cycle.

The Read-Modify-Write cycle is a read followed by a write within the same CE cycle. \(\overline{\mathrm{CS}}\) is brought low shortly after the leading edge of \(C E\) and \(R / W\) is held high long enough for the \(\overline{D a t a} \overline{O u t}\) to become valid. The R/W line can then be strobed low for a minimum write time to enter the Data In (which has been placed on the input) into the data cells.

By holding the Chip \(\overline{\text { Select }}\) high during refresh, the input data is inhibited from modifying the bit sense lines and the original data is returned to the data cells during \(\phi 3\) of the cycle. This refreshing action recharges the storage cells and must be done at least every two milliseconds if the memory is to retain the information. The fact that the data is stored on a capacitor in a dynamic memory (rather than an "ON" transistor in a static memory) requires that the capacitor be recharged periodically. This capacitive storage produces a low power standby mode of operation where only refreshing takes place, which is the foundation of this low current drain non-volatile memory design. The memory device typically dissipates 330 mw in the active mode but only 2.6 mw in the standby mode (refreshing only).

\section*{MEMORY SYSTEM DESIGN REQUIREMENTS}

This memory system was designed with the following major design goals:
First, non-volatility for a period of time in the range of 7 to 10 days from a reasonable sized battery. It is also desirable for the system to operate from one battery voltage during the standby mode to simplify the battery requirements. Second, the memory size was desired to be 8 K bytes on a PC card easily expandable upward and addressable in 4 K byte blocks. Third, the memory system must be able to interface with the MC6800 microprocessor which has a basic cycle time of \(1 \mu \mathrm{sec}\). Fourth, the memory system controller must handle all refresh requirements in a manner as invisible as possible to microprocessor operation.


FIGURE 4-2.5.3-2a. Read Cycle Timing (Minimum Cycle)


FIGURE 4-2.5.3-2b. Write and Refresh Cycle Timing (Minimum Cycle)


FIGURE 4-2.5.3-2c. Read-Modify-Write Timing (Minimum Cycle)

\section*{MEMORY SYSTEM DESCRIPTION}

A block diagram of the memory system is shown in Figure 4-2.5.3-3. This system can be split into three main sections as follows. The first section is comprised of the address buffers, Read/Write and Chip Select decoding logic. The second section consists of the data bus buffering and the memory array. The memory array consists of sixteen memory devices ( 4 K words X 1 bit) organized into two rows of 4096 bytes each. The third section consists of the refresh and control logic for the memory system. This logic provides the timing of the refresh handshaking, request for refresh, generation of the refresh addresses, synchronization of the \(\overline{\text { POWERFAIL }}\) signal, multiplexing of the external MEMORY CLOCK with the internal clock (used during standby), and generation of the -5 volt supply on the board by a charge pump method.

Figure 4-2.5.3-4 is a worst case timing diagram of the read and write cycles of the EXORciser and the 4 K memory system. The timing is composed of two phases. During phase \(1(\phi 1)\) addresses are setup and during phase \(2(\phi 2)\) data is transferred. Figure 4-2.5.3-5 is a timing diagram of the memory system in standby showing refresh cycles only. This timing analysis will be referred to in the following discussions of the memory control circuitry.

\section*{ADDRESS BUFFERS AND DECODING}

Figure 4-2.5.3-6 is a schematic of the address buffers, decoding logic, and refresh address multiplexer. Address and data lines from the EXORciser are buffered from the capacitance of the memory array in order to provide a small load to the bus. Since the addresses are valid on the EXORciser bus 300 nsec into \(\phi 1\), 200 nsec is available to setup the address on the memories. The worst case input capacitance on the address


FIGURE 4-2.5.3-3. Non-Volatile Memory System Block Diagram
lines of the MCM6605 is \(5 \mathrm{pf} / \mathrm{input}\). A system of 16 memory devices ( 8 K bytes) presents a total capacitive load on the address lines of only 100 pf ( 20 pf stray capacitance). Since 200 nsec is available to set up the addresses on the memory devices, no high current buffers are required to drive the memories. For address lines A5 through A11 the output of the MC8T26 address receiver drives the address lines directly. A0 through A4 must be multiplexed with the refresh addresses so that all 32 columns will be refreshed every 2 msec . Because of the requirement of low current drain in the standby mode, an MM80C97* CMOS buffer with a 3 -state output is used to meet the multiplexing requirement. The buffers have sufficient current drive capability to drive the address line's capacitance within 100 nsec . An open collector TTL gate (MC7406) is used to translate to +12 volt CMOS levels. A0 through A4 are driven with GND and 12 volt logic levels so that +5 volts is not required in the standby mode.

The high order address lines (A12-A15) are used to decode one 4 K block of memory out of the 16 total possible blocks in the 65 K address map. The addresses and their complements are routed through hexidecimal switches to MC7430 Nand gates in order to create a \(\overline{\mathrm{CS}}\) signal for each 4 K bytes of memory. By rotating the hexidecimal switches ( S 3 and S 4 ), all combinations of true and complement addresses can be routed to the Nand gates, thereby selecting one of the sixteen 4 K blocks. VMA and \(\overline{\text { REFA }}\) are also inputs to these Nand gates VMA is a Valid Memory Address signal on the bus indicating that the address lines are valid and \(\overline{\text { REFA }}\) is a control signal indicating that a refresh cycle is taking place. During a refresh cycle \(\overline{\mathrm{REFA}}\) goes low forcing \(\overline{\mathrm{CSA}}\) and \(\overline{\mathrm{CSB}}\) high (a refresh cycle for the memory devices is a write cycle with the Chip Select

\footnotetext{
*To be introduced as MC14503, third quarter 1975
}


FIGURE 4-2.5.3-4. EXORciser/4K Memory System Timing Diagram


FIGURE 4-2.5.3-5. Memory Timing in Standby Mode


FIGURE 4-2.5.3-6: Address Buffers and Decoding Logic


FIGURE 4-2.5.3-6. Address Buffers and Decoding Logic (continued from preceding page)
held high). The output of the MC7430 is translated to 12 volt CMOS levels with the open collector gates and buffered with the MM80C97 3-state buffer. The capacitive loading on each set of 3 paralleled drivers is 60 pf allowing Chip Select to be decoded and valid 120 nsec after addresses are valid on the data bus. During the standby mode (BAT \(=\) ' 1 ') the CMOS buffer is disabled allowing the 3.3 K ohm resistors to pull \(\overline{\mathrm{CSA}}\) and \(\overline{\mathrm{CSB}}\) high for continuous refreshing.

The Read/Write signal is received by an MC8T26 and then decoded in the following manner. A write inhibit feature is provided using switches \(S 1\) and \(S 2\) for each 4 K byte block of memory so that in a ROM simultation application, the memory can be protected from inadvertant writes due to programming or operator errors. The Ready-Modify-Write cycle of the MCM6605 is used in this application because it requires a shorter data valid time (TData Stable) than a normal write cycle (See Figure 4-2.5.3-2b and 4-2.5.3-2c). This feature is desirable because the EXORciser places valid data on the bus for the last 300 nsec of a Write cycle. In order to delay the write pulse to the memory array until the data is valid on the Data Inputs of the memory array, a write inhibit pulse is combined with the EXORciser's R/W signal in the MC7420 Nand gates. This write inhibit pulse is generated by the MC8602 monstable multivibrator triggered from the leading edge of the memory clock (MEM CLOCK) bus signal. The effect of this added delay can be seen from Figure 4-2.5.3-4 when comparing the memory array's R/W line for a read and a write cycle. Note that for a write cycle, the R/W of the memory array is inhibited from dropping to the Write mode until memory input data is valid.

The refresh control signal \(\overline{(\mathrm{REFA})}\) is combined with the output of the MC7420 in a MC7408 AND gate in order to force a write signal on the memory array's \(\mathrm{R} / \mathrm{W}\) lines while in a refresh cycle. Translation and buffering is accomplished in a similar manner to that for the Chip Select signals. When in the standby mode (BAT \(=\) ' 1 '") the MM80C97 buffers are disabled allowing the 3.3 K resistor to establish a zero level on the \(\mathrm{R} / \mathrm{W}\) line of the memory array for continuous refreshing.

\section*{DATA BUFFERS AND MEMORY ARRAY}

The EXORciser data bus is bidirectional while the MCM6605 memory has separate data inputs and outputs. The MC8T26* data bus receiver/driver buffers the capacitance of the memory array (very low, about 30 pf per data line) and combines the Data Input and \(\overline{\text { Data Output }}\) of the memory array into one bidirectional bus as shown in Figure 4-2.5.3-7. The Data Out of the memory devices is inverted from the Data In requiring an extra inverter (MC7404) in the data path when working with a non-inverting bus (i.e., the data is returned to the bus in the same sense it was received).

During a memory write cycle, the data is valid on the data bus 200 nsec (TASD) after the leading edge of \(\phi 2\). With a 50 nsec delay through the bus translators, the data setup requirement of the memories ( 210 nsec ) is easily met (See Figure 4-2.5.3-4). A memory read cycle requires a data setup time on the data bus of 120 nsec. The access time of the memory from the leading edge of the CE signal plus the bus transceiver delay of 305 nsec is compatible with this setup time.

\section*{REFRESH AND CONTROL LOGIC}

The refresh control logic shown in Figure 4-2.5.3-8 handles the refreshing of the memory during both operating and standby modes. The timing is shown in Figure 4-2.5.3-9.

The refresh timing is controlled by an astable multivibrator constructed with a MC3302 comparator. This device was chosen for its low current consumption ( 1.5 ma max ) and single supply voltage operation, both

\footnotetext{
*To be introduced third quarter 1975
}


FIGURE 4-2.5.3-7. Data Buffers and Memory Array (Sheet 1 of 2)



FIGURE 4-2.5.3-7: Data Buffers and Memory Array
important for battery operation. The refresh requirement of 32 refresh cycles every 2 msec is handled by stealing cycles from the processor. This cycle stealing results in a \(1.6 \%\) slower program execution rate than the basic microprocessor clock frequency. During the refresh cycle, the clocks to the microprocessor are "stretched" during the \(\phi 1\) high and the \(\phi 2\) low times by \(1 \mu \mathrm{sec}\) as shown in Figure 4-2.5.3-9. During this 1 \(\mu \mathrm{sec}\) period, the memory executes a refresh cycle. In order to minimize the effects of memory refresh on microprocessor program execution the 32 refresh cycles are distributed over the 2 msec period, one occuring every \(62.5 \mu \mathrm{sec}\). Refresh could be done in a burst of 32 cycles every 2 msec but this would cause a larger gap in program execution which in this case was undesirable.

The MC3302 produces the \(62.5 \mu \mathrm{sec}\) signal to time the refresh requirement and also is used in the generation of the -5 VDC supply required by the MCM6605 memory. Since these functions are required in the standby mode, which is powered by the battery, a CMOS buffer is used in a charge pump circuit to minimize current drain from the battery. This charge pump creates -5 VDC at 3 ma from the +12 volt battery to satisfy the bias requirements of the memory devices.

The REFRESH CLOCK is used to increment the address counter (MC14024) and to clock the refresh handshaking logic (MC14027). \(\overline{\text { REFRESH REQUEST }}\) goes low on the leading edge of the REFRESH


FIGURE 4-2.5.3-8. Refresh Control Logic


FIGURE 4-2.5.3-9. Refresh Timing

CLOCK thus requesting a refresh cycle. Logic in the clock generation circuitry stretches the high portion of \(\phi 1\) and the low portion of \(\phi 2\) while sending back a REFRESH GRANT signal. This stretching of the \(\phi 1\) signal delays program execution during this cycle. The leading edge of REFRESH GRANT starts the refresh cycle and cancels REFRESH REQUEST. The trailing edge of REFRESH GRANT returns the refresh logic to the normal state and the memory is ready for a memory access. The trailing edge of the REFRESH CLOCK then increments the refresh counter in preparation for the next refresh cycle.

Decoding of the memory clock (CEA and CEB) and the circuitry to synchronize the \(\overline{\text { POWERFAIL }}\) signal is shown in Figure 4-2.5.3-10 with the timing given in Figure 4-2.5.3-11.

The memory device clock (CEA and CEB) during standby is generated by a monostable multivibrator (MC14528) and buffered from the memory array by three MM80C97 buffers in parallel. This clock is multiplexed with the \(\overline{\text { MEMORY CLOCK }}\) by use of the 3 -state feature of the MM80C97. The \(\overline{\text { MEMORY }}\) \(\overline{\text { CLOCK }}\) (used during normal operation) is translated to 12 volt levels by use a MC3460 clock driver.* Decoding of the CE signals (i.e., only clocking the memory bank addressed) to conserve power is accomplished by internal logic within the MC3460.

Since the POWERFAIL signal will occur asynchronously with both the MEM CLOCK and the refreshing operation (REF CLOCK), it is necessary to synchronize the \(\overline{\text { POWERFAIL }}\) signal to the rest of the system in order to avoid aborting a memory access cycle or a refresh cycle. An MC14027 dual flip flop is used as the basic synchronization device. The leading edge of the REFRESH CLOCK triggers a \(3 \mu \mathrm{sec}\) monostable multivibrator which is used as a refresh pretrigger. The trailing edge of this pretrigger triggers a 500 nsec monostable which creates the CE pulse during standby operation. The \(3 \mu \mathrm{sec}\) pretrigger signal is used to direct set half of the MC14027 flip-flop, the output of which then inhibits a change over from the standby to the operating modes (or vice versa). This logic prevents the system from aborting a refresh cycle should the \(\overline{\text { POWERFAIL }}\) signal change states just prior to or during a refresh cycle. The trailing edge of the 500 nsec monostable clears the MC14027 flip-flop enabling the second flip-flop in the package. The state of POWERFAIL and POWERFAIL is applied to the K and J inputs, respectively, of this second flip-flop and is synchronized by clocking with MEM CLOCK.

The outputs of this flip-flop, labeled BAT and \(\overline{\text { BAT }}\), lock the system into the refresh mode and multiplexes in the internal clock for standby operation when BAT \(=\) " 1 ".

\section*{SYSTEM PERFORMANCE}

Figure 4-2.5.3-12 is a photograph of the breadboard of this dynamic memory system. This breadboard was interfaced with an EXORciser system and tested using a comprehensive memory test program written in-house.

Figure 4-2.5.3-13 is a photograph of waveshapes associated with alternate reads and writes in one 4 K bank of the memory system. Included also is the simple MC6800 program used to generate these waveforms. This type of operation produces repetitive signals on the memory board in order to aid troubleshooting. Note the refresh cycle sandwiched in amongst the read and write cycles and that the decoding of the CE signals produces no clocks on CEA (accesses are to bank B), except during refresh.

Figure 4-2.5.3-14 shows the printed circuit memory array used to interconnect the memories. The addresses are bused between the 4 K memory chips in the horizontal direction. Data lines are bused in the vertical direction. The MCM6605 4K RAM has power and ground pins on the corners of the package allowing

\footnotetext{
*To be introduced first quarter 1975
}


FIGURE 4-2.5.3-10. Power Fail Logic and Chip Enable Driver


FIGURE 4-2.5.3-11. Power Up/Down Synchronization


FIGURE 4.2.5.3-12. Memory System Breadboard
wide, low impedance power and ground interconnects within the memory array. Decoupling capacitors were used as follows within the memory array: +12 volt - one \(0.1 \mu \mathrm{f}\) ceramic per package, +5 volt - one \(0.01 \mu \mathrm{f}\) ceramic for every three packages, and -5 volt - one \(0.01 \mu \mathrm{f}\) ceramic for every three packages. Figure \(4-2.5 \cdot 3-15\) is a photograph showing the ripple on the power supplies in the memory array caused by accesses to one 4 K byte bank of memory as shwon in the photograph. The +12 volt line supplies the most current to the array and is the one on which the most care in decoupling (wide PC lines and distributed capacitance) should be taken. Placement of the VDD pin on the corner of the package gives the designer the option to do this easily.

The dc power dissipation of this memory system is shown in Table 4-2.5.3-1. Of these current drains, the most critical to non-volatile operation is the current requirement in the Standby mode where the current would probably be supplied from a battery. A breakdown of the typical current required from +12 volts to maintain the memory in the Standby mode is shown in Table 4-2.5.3-2.

By using CMOS for the refresh logic and capacitance drivers, a dynamic memory, and a low current refresh oscillator; the standby current has been reduced to a level that can be supplied easily by a battery. Table 3 is a brief list of various capacity 12 volt batteries that could be used to power a system of this type in the Standby mode. Support time runs from one-half to 35 days and can be made as long as desired if sufficient battery capacity is available.

\(5 \mu \mathrm{~s} / \mathrm{Div}\)

M6800 Program to Generate Waveforms Shown
\begin{tabular}{|c|c|l|l|}
\hline Address & Data & Mnemonic & Comment \\
\hline 0000 & B6 & LDA \#\$55 & Load data to be written (55) \\
0001 & 55 & & \\
\hline 0002 & B7 & STA A \(\$ 3000\) & Store data in address \(3000_{16}\) \\
0003 & 30 & & \\
0004 & 00 & & \\
\hline 0005 & F6 & LDA B \$3000 & Read data from address \(3000_{16}\) \\
0006 & 30 & & \\
0007 & 00 & & \\
\hline 0008 & \(7 E\) & JMP \$0002 & Loop back \\
0009 & 00 & & \\
000 A & 02 & & \\
\hline
\end{tabular}

FIGURE 4.2.5.3-13. Alternate Read and Write Memory Accesses

TABLE 4.2.5.3-1 8K x 8 Non-Volatile Memory System Power Requirements ( \(1-\mathrm{MHz}\) EXORciser Clock Rate)
\begin{tabular}{|c|c|c|c|}
\hline \multirow{3}{*}{ Mode } & \multirow{2}{|c|}{ Current } \\
\cline { 3 - 4 } & Power Supply* & Typical & Maximum \\
\hline \multirow{2}{*}{ Operating } & \(+12 \mathrm{~V}^{* *}\) & 100 mA & 300 mA \\
\cline { 2 - 4 } & +5 V & 600 mA & 860 mA \\
\hline \multirow{3}{*}{ Standby } & +12 V & 14 mA & 20 mA \\
\cline { 2 - 4 } & +5 V & No +5 V Supply required \\
\hline
\end{tabular}

\footnotetext{
*5 V supply is not listed because it is generated on the board from +12 V
** Because memory is dynamic, the +12 V current requirement is dependent on rate of memory access.
}


FIGURE 4-2.5.3-14. Memory PC Board Array
\begin{tabular}{|l|c|}
\hline \multicolumn{1}{|c|}{ Circuit Section } & Typical Current \\
\hline +12 V Current (VDD) & 5 mA \\
Charge Pump & 3 mA \\
Comparator & 2 mA \\
Capacitance Drivers & \(\frac{4 \mathrm{~mA}}{14 \mathrm{~mA}}\) \\
\hline Total & \\
\hline
\end{tabular}

TABLE 4.2.5.3-2 Standby Mode Current Allocation
\begin{tabular}{|c|c|c|c|c|}
\hline Battery & AH & \[
\begin{gathered}
\text { Size } \\
(\mathrm{L} \times \mathrm{W} \times \mathrm{H})
\end{gathered}
\] & Weight & Support Time* \\
\hline Globe GC 12200 & 20 & \(6.9^{\prime \prime} \times 6.5^{\prime \prime} \times 4.9^{\prime \prime}\) & 16.75 lbs. & 35 days (850 hrs) \\
\hline Globe GC 1245-1 & 4.5 & \(6^{\prime \prime} \times 2.5^{\prime \prime} \times 4^{\prime \prime}\) & 4.51 lbs. & 8 days (192 hrs) \\
\hline Globe GC 1215-1 & 1.5 & \(7^{\prime \prime} \times 1.3^{\prime \prime} \times 2.6\) ' & 1.51 lbs. & 2.6 days ( 63.75 hrs ) \\
\hline Burgess MP 202 & 0.6 & \(3.4^{\prime \prime} \times 1.4^{\prime \prime} \times 2.3^{\prime \prime}\) & 11.6 oz . & 1.25 days ( 30 hrs ) \\
\hline Burgess 12.0V 225 B & 0.225 & \(3.5{ }^{\prime \prime} \mathrm{H} \times 1^{\prime \prime}\) Diam. & 4.65 oz . & . 47 days (11.25 hrs) \\
\hline
\end{tabular}
*Assumes 20 ma average current drain ( 14 ma for memory and 6 ma for powerfail detection circuitry) and a battery voltage range during discharge of from 13 to 11 volts.

\section*{TABLE 4-2.5.3-3. Battery Characteristics}


FIGURE 4.2.5.3-15 Power Line Ripple

\section*{4-2.5.4 Design Considerations When Using Non-Family Memories with the MC6800}

The previous sections have discussed general interfacing with slow and dynamic memories and two design examples using the MCM6602 1K X 1 static RAM and the MCM6605 4K X 1 dynamic RAM.In this section, the general interface characteristics of the M6800 family will be discussed as well as methods for interfacing with various classes of memory devices. The categories of memories to be discussed are the following: Bipolar PROMS/ROMS, MOS PROMS/ROMS, Bipolar RAMS, and MOS RAMS.

Table 4-2.5.4-1 lists the relevant characteristics of the M6800 family parts to be considered when interfacing with each other or with non-family parts. In most small systems, the limiting factor will be the data bus load exceeding 130 pf maximum capacitance and/or 1 TTL (7400) load. Depending on the mix of PIA/ACIA and memories, the fanout can be 7 to 10 family parts before buffering is required.

\section*{BIPOLAR PROMS/ROMS}

The PROMS available in bipolar technology are constructed with nichrome or poly silicon links which can be "blown" or programmed in the field to provide a custom program for small quantity, quick turn around, requirements. In many cases, a pin for pin equivalent is available in a mask programmable ROM for large quantity usages of a known bit pattern. Common memory organizations available are \(64 \mathrm{X} 8,256 \mathrm{X} 4\), 512 X 4 , and 512 X 8 from several manufacturers. Because these devices are constructed in bipolar TTL technology, their speed is much greater than required by the MPU. A typical device of this type will have a
\begin{tabular}{|c|c|c|c|c|c|}
\hline DEVICE & CIN & COUT & IIN & \[
\begin{aligned}
& \text { IDATA* } \\
& (3 \mathrm{st}) \\
& \hline
\end{aligned}
\] & IDATA (drive) \\
\hline MC6800 MPU & \begin{tabular}{l}
10 pf logic \\
15 pf data
\end{tabular} & 12 pf logic 15 pf data & \(2.5 \mu \mathrm{a}\) & \(10 \mu \mathrm{a}\) & \[
\begin{gathered}
-100 \mu \mathrm{a} \\
1.6 \mathrm{ma}+130 \mathrm{pf}
\end{gathered}
\] \\
\hline \[
\begin{aligned}
& \text { MCM6810 RAM } \\
& (128 \times 8)
\end{aligned}
\] & 7.5 pf & 15 pf & \(2.5 \mu \mathrm{a}\) & \(10 \mu \mathrm{a}\) & \[
\begin{gathered}
-100 \mu \mathrm{a} \\
1.6 \mathrm{ma}
\end{gathered}+130 \mathrm{pf}
\] \\
\hline MCM6605 RAM & & & & & \\
\hline MCM6815 RAM
\[
(4 K \times 1)
\] & 5 pf & 5 pf & \(10 \mu \mathrm{a}\) & \(10 \mu \mathrm{a}\) & \[
\begin{gathered}
-100 \mu a \\
2 \mathrm{ma}
\end{gathered}+50 \mathrm{pf}
\] \\
\hline MC6820 PIA & \begin{tabular}{l}
7 pf logic \\
10 pf data
\end{tabular} & 10 pf & \(2.5 \mu \mathrm{a}\) & 10رa & \[
\begin{gathered}
-100 \mu \mathrm{a} \\
1.6 \mathrm{ma}
\end{gathered}+130 \mathrm{pf}
\] \\
\hline \[
\begin{aligned}
& \text { MCM6830 ROM } \\
& (1 \mathrm{~K} \times 8)
\end{aligned}
\] & 7.5 pf & 15 pf & \(2.5 \mu \mathrm{a}\) & 10رа & \[
\begin{gathered}
-100 \mu \mathrm{a} \\
1.6 \mathrm{ma}
\end{gathered}+130 \mathrm{pf}
\] \\
\hline \[
\begin{aligned}
& \text { MCM6832 ROM } \\
& (2 K \times 8)
\end{aligned}
\] & 8 pf & 10 pf & 10ヶa & \(10 \mu \mathrm{a}\) & \[
-40 \mu \mathrm{a}+3 \mathrm{pf}
\] \\
\hline MC6850 ACIA & 7 pf logic 10 pf data & 10 pf & 2.5 \(\mu \mathrm{a}\) & 10~a & \[
\begin{gathered}
-100 \mu \mathrm{a} \\
1.6 \mathrm{ma}
\end{gathered}+130 \mathrm{pf}
\] \\
\hline
\end{tabular}

\footnotetext{
*Current leakage on data bus in high impedance state is into the device.
}
maximum access time of 70 nsec from address valid while the MPU only requires 575 nsec access time when operating at full speed. Because of their programmability, these types of devices find use in system prototypes, bootstrap loaders, and system debug packages. Devices of these types are the MCM5003 PROM and its mask programmable equivalent, the MCM4003.

Interfacing with these devices requires buffers for the MPU because each bipolar PROM/ROM is one unit TTL load. Since the MPU has TTL levels on all inputs and outputs, no level translation is necessary. Timing interface between the MPU operating at full speed and these TTL memories can be accomplished easily because the TTL memories are much faster.

\section*{MOS PROMS/ROMS}

The mask programmable MOS ROMS are both P-channel and N-channel with the newer faster devices being N-channel. Memory organizations commonly available at 1 KX 8 and 2 KX 8 . Most of these ROMS require multiple power supplies with \(+12 \mathrm{~V},+5 \mathrm{~V},-3 \mathrm{~V}\), or \(+5 \mathrm{~V},-12 \mathrm{~V}\), being common. Current requirements on the non -3 V supply voltages are in many cases low so that charge pump techniques can be used. The majority of these devices are TTL compatible on the inputs and outputs making MPU interfacing easy. Because of the MOS technology, these devices all present light loads on their inputs usually \(10 \mu\) a leakage and \(5-10 \mathrm{pf}\) shunt capacitance and, therefore, can be interfaced without buffering up to \(130 \mathrm{pf}+1\) TTL load. Those parts with an access time of longer than 575 nsec will require usage of the slow memory techniques described in Section 4-2.5.1 in order to operate with an MPU at a 1 MHz clock rate. These devices vary in speed from 350 nsec to 1800 nsec depending on manufacturer and process type. Devices of this type are the MCM6830 and the MCM6832.

The PROMS available in MOS technology are electrically programmable and erasable by exposure to ultraviolet light. Device organizations available are 256 X 8 with 512 X 8 under development. Inputs and outputs are TTL compatible with the use of pull up resistors on the inputs and access times range from 500 nsec to \(2.5 \mu \mathrm{sec}\). Input loading is on the order of \(1-5 \mu \mathrm{a}\) and 15 pf . A MPU system operating at full speed may require the slow memory techniques described in Section 4-2.5.1 to operate with the devices.

\section*{DYNAMIC MOS RAMS}

These devices are available in P-channel in a 1 K X 1 organization with the newer devices being N -channel and \(4 \mathrm{~K} \times 1\) organization. Their dynamic characteristics require that periodic refreshing of the memory take place. The number of refresh cycles varies from 16 to 64 every 1 or 2 ms . Several ways to handle this refresh requirement in the MPU system were described in Section 4-2.5.1. The access time of these devices is usually less than 500 nsec resulting in easy timing interface with the MPU at full speed. Inputs and outputs of most of these devices are TTL compatible with input loading being typically \(10 \mu\) a leakage and 5 pf shunt capacitance. These devices typically require a clock signal which can be derived from the \(\phi 2\) MPU clock signal. A design of a memory system for the MPU using dynamic memories is detailed in Section 4-2.5.3. Devices of this type are the MCM6605 and the MCM6815.

\section*{STATIC MOS RAMS}

Static RAMS do not require refreshing and as such are simple to interface into a MPU system. In N-channel MOS technology, the common organizations are 128 X 8, 256 X 4, and 1024 X 1. The inputs and outputs are TTL level compatible with the input loading on the order of \(10 \mu \mathrm{a}\) and \(5-10 \mathrm{pf}\) Output drive capability typically is one TTL gate and 100 pf shunt capacitance. These devices operate from a single 5 volt power supply with access times between 200 and 1000 nsec .

Example of this type of device are the MCM6810 and the MCM6602. A design of a static memory design for the MPU using the MCM6602 is detailed in Section 4-2.5.2

\section*{CHAPTER 5}

\section*{5. PERIPHERAL CONTROL TECHNIQUES}

The MC6800's general I/O handling capability is described in detail in Chapter 3 of this manual. This Chapter further demonstrates the I/O characteristics of the M6800 system by applying them to a variety of specific peripheral control problems. The emphasis here is on control of the peripherals; system integration procedures are described in Chapter 6.

The development of both hardware and software is described for representative peripherals in the following categories:
(1) Input devices such as keyboards and label scanning wands;
(2) Output devices such as visual displays and hard-copy printers;
(3) Data interchange devices such as teletype terminals, tape cassettes, and floppy disks. Where appropriate, the possible hardware/software trade-offs and their effect on system efficiency and cost are discussed. However, the main objective was to minimize the external conventional circuit requirements by using the MC6820 PIA and the MC6850 ACIA family interface devices. The PIA and ACIA are described in detail in Sections 3-4.1 and 3-4.2, respectively, of Chapter 3.

\section*{5-1 DATA INPUT DEVICES}

\section*{5-1.1 KEYBOARDS FOR MANUAL ENTRY OF DATA}

Keyboards represent particularly good examples of the hardware/software tradeoffs that should be considered when configuring a system. They can be obtained from original equipment manufacturing (OEM) sources with widely varying amounts of electronics provided.

At one extreme is the fully decoded \({ }^{1}\) keyboard complete with multiple key rollover protection \({ }^{2}\) and a strobe signal for indicating that data is available. Use of these units with an MPU results in the simplest interface and also requires a minimum control program.

At the opposite extreme is the keyboard with no electronics at all; only the terminals of the individual key switches are provided. With this type, the designer may choose to add a full complement of external electronics, do a partial decode, or let the MPU perform the complete task in software.

Representative examples of each approach are described in the following paragraphs. In each case, the MC6820, Peripheral Interface Adapter (PIA), is used for interfacing to the MC6820 Microprocessor.

\section*{5-1.1.1 Decoded Keyboard for a POS Terminal}

A MICROSWITCH 26SW3-1 POS Keyboard was selected for use with the Transaction Terminal described in Chapter 6. A schematic representation of the key configuration is shown in Figure 5-1.1.1-1. The function keys CODE ENTRY, SUBTOTAL (+), SUBTOTAL (-), and CLEAR each provide a logic level out when depressed. The remaining keys are decoded, that is, closure generates a 6-bit code word accompanied by

\footnotetext{
\({ }^{1}\) Each switch closure is converted to a unique code word.
\({ }^{2}\) The first of near-simultaneous closures is selected.
}


\section*{FIGURE 5.1.1.1-1 POS Keyboard Configuration}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline Key Function & Key Number & & & & ode & PIA & & & \\
\hline & & b7 & b6 & b5 & b4 & b3 & b2 & b1 & bo \\
\hline 0 & 43 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 1 & 13 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\hline 2 & 14 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\hline 3 & 15 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
\hline 4 & 23 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\hline 5 & 24 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
\hline 6 & 25 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
\hline 7 & 33 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
\hline 8 & 34 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\hline 9 & 35 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
\hline . (Demical pt.) & 45 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
\hline Grocery & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\hline Dairy & 11 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\hline Meat/Coupon & 21 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
\hline Produce/Bottles & 31 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\hline Hshld/Stamps & 41 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
\hline Weight & 3 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\hline No Tax & 7 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 \\
\hline Quantity & 17 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
\hline Total & 20 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
\hline Cash & 30 & 0 & 0 & 1 & 0 & 1 & 1 & - 1 & 1 \\
\hline Check & 40 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
\hline Code Entry & 5 & 0 & 1 & \multirow[t]{2}{*}{} & \multicolumn{5}{|l|}{\multirow[t]{2}{*}{Will be holding data from}} \\
\hline Subtotal ( - ) & 10 & 1 & 0 & & & & & & \\
\hline Subtotal (+) & 37 & 1 & 1 & & \multicolumn{5}{|l|}{previous entry} \\
\hline Clear & 50 & & & & \multicolumn{5}{|l|}{[C2 interrupt]} \\
\hline \(\because\) & & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
\hline Strobe & - & & & & & 1 int & rrup & & \\
\hline
\end{tabular}
1. Strobe will be high while any key is closed

FIGURE 5.1.1.1-2 Keyboard Coding/PIA Interface
a strobe pulse. The code generated by the keyboard is shown in Figures 5-1.1.1-2. That Figure also shows the interconnection to an MC6820 PIA as represented schematically in Figure 5-1.1.1-3.

For system purposes, it was decided that any key closure should cause an interrupt via the PIA's CA1 Input. The interrupt was generated by using a Quad Exclusive OR gate package to combine the four function key outputs and the STROBE signal. The CLEAR signal was also required as a separate interrupt and is, hence, applied to the CA2 Interrupt Input. The remaining three function outputs, CODE ENTRY, SUBTOTAL (+), and SUBTOTAL ( - ), were decoded by using two 2-input NAND gates applied to PA6 and PA7 of the PIA.

Operation of the system executive program described in Chapter 6 is largely determined by data that is input through this keyboard. However, the control program for the actual capture of the data is relatively simple. When the MPU is ready to accept manually entered data, it polls the keyboard PIA interrupt flag bits until an input is detected. A Flowchart and an Assembly Listing of the relevant portion of the executive program \({ }^{3}\) are shown in Figures 5-1.1.1-4 and 5-1.1.1-5, respectively.

After recognizing an interrupt, the MPU checks for a keyboard closure by testing flag bits 6 and 7 of the keyboard PIA's Control Register. These bits would have been set by transitions on CA1 or CA2. If neither is set, the MPU branches to check for a Wand interrupt service request. If one is set, the MPU tests for a CLEAR closure (bit 6) and, if it is present, branches to the CLEAR service routine. If the CLEAR flag is not set, the MPU assumes bit 7 was set and proceeds with the keyboard service routine.

This sequence is typical for encoded keyboards. Aside from the interrupt service housekeeping, capturing the data consists of nothing more than the MPU "reading'’ a PIA Data Register as it would any other memory location.

\footnotetext{
\({ }^{3}\) See Section 6-4.2.4 of Chapter 6 for the relationship to the remainder of the executive program.
}


FIGURE 5-1.1.1-3 Keyboard/PIA Hardware Interface


FIGURE 5-1.1.1-4 Flow Chart for Keyboard Service Routine
```

000FE FIGE 01 KKFTF NEF
00074 F1C4 OF SEI
000FE F1LS 01 NLF
000TE Fice 01 NGF
000EG F1G: FEG010 LIA E SFEDFA TUFN OH FEADY LIGHT
ODOGO A1CH GA FO GEA E :FFO
00100 A1GG FT GOIO TH E XFEDFA
00110 FlGF OE CLI
001E0 * EVEDAFD FESUEST ?
001S0 H1D0 E\& E00G LIF A GFEFA
00140 F1IS ES EO EIT A :SCO EHEGK GFAT,EEAE

```

```

00160 F1DT ES 40 EIT F ST40 EHECK FOE ELEAR NEY

```


```

001G0 HITDFESOQS LIAE E SFSIFA ELEFF IHTERFUFT
0000 H1EO E0 0S EFF NK1045

```


```

00EG H1EG G4 EF FHE E \#GEF GLF FH-E

```

```

00Ee0
00ET0 * ,MAMD JEFIICE FEQUEST?
00EE0

```

```

OOE10 A1FE EE GE EMI SKSTF IF HOT LIUFF EALK
00SE0 HIFS FE LO10
00SS0 H1FE E4 EF
0030 F1FA FT C010
00SEO FIFD EL EGOL
00S00 FEO0 TE FILS
LING SFEDEA TIFN DFF EEAIM'LIGHT
GND E :IEF GLF FH-G
STH E SFEIFA
.ISE MKbintig
IHF NRSFTF

```

FIGURE 5-1.1.1-5 Keyboard Service Assembly Listing


FIGURE 5-1.1.2-1: Keyboard/PIA Interface

\section*{5-1.1.2 Non Encoded Keyboard}

An example of capturing data from a keyboard with no external electronics is shown in Figure 5-1.1.2-1 where half of a PIA being used to interface with a sixteen function keyboard connected in a matrix configuration. The row lines of the matrix are connected to PB0 through PB3, the column lines to PB4 through PB7. A suitable keyboard control Flowchart is shown in Figure 5-1.1.2-2. The corresponding Assembly Listing is shown in Figure 5-1.1.2-4.

An initialization sequence uses the Data Direction Register, DDR, to establish the Row lines (PB0-PB3) as outputs and the Column lines (PB4-PB7) as inputs. In addition, ones are written into the Column section and zeros are written into the Row section, leading to the situation shown in Figure 5-1.1.2-4.

Any key closure will now couple a Row zero through the key switch, causing one of the Column lines to go low and generate a CB1 interrupt via the 4-input NAND gate. A typical case (K6 closed) is illustrated in Figure 5-1.1.2-5.

The programmable features of the PIA can be used to generate a simple program for capturing the data. Refer to the Flow Chart and Assembly Listing of Figures 5-1.1.2-2 and 5-1.1.2-3, respectively as additional aids to understanding. The MPU, as its first step in servicing the keyboard, reads Peripheral Interface Register B (PIRB), thus clearing the interrupt (b7 of Control Register B) and storing the current contents of PIRB in accumulator A. Note that because of the initial conditions, the word stored in ACCA must be one of the four \({ }^{4}\) shown in Figure 5-1.1.2-6 depending on which column the closure was in.

The MPU, using the DDR as in the Initialization sequence, next reverses the I/O relationship of the column and row lines, that is, PB0-PB3 are established as inputs and PB4-PB7 as outputs (see Figure

\footnotetext{
\({ }^{4}\) This assumes only one key was closed. Multiple key closures will be discussed in a later paragraph.
}


FIGURE 5-1.1.2-2 Keyboard Control Flow Chart


FIGURE 5-1.1.2-3: Keyboard Control Assembly Listing


FIGURE 5-1.1.2-4: Initial PIA I/O Configuration


FIGURE 5-1.1.2-5: Result of Key Closure
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{8}{|l|}{\(\begin{array}{llllllllll}\text { b7 } & \text { b6 } & \text { b5 } & \text { b4 } & \text { b3 } & \text { b2 } & \text { b1 } & \text { b0 }\end{array}\)} \\
\hline & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
\hline OR & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
\hline OR & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
\hline OR & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}

FIGURE 5-1.1.2-6: Contents of Accumulator \(A\)


FIGURE 5-1.1.2-7: I/O Conditions Reversed

5-1.1.2-7). ACCB is used in order to avoid disturbing the contents of ACCA. The ORAA instruction is then used to replace the row bit positions with ones (see Figure 5-1.1.2-8) and the resulting word is written back into PIRB.

The time required for the MPU to perform the steps just described is very short compared to typical minimum switch closure times. Therefore, the switch is still closed and the conditions are as shown in Figure 5-1.1.2-7. The column zero that was preserved and written back into PIRB is coupled through the still closed switch and applies a low signal to a row input now established as an input. PIRB is immediately re-read back into ACCA by the MPU. For a single key closure, the word thus captured must be one of the sixteen stored in memory locations 0143 to 0152 in the Assembly Listing of Figure 5-1.1.2-3. The first four values are also illustrated in Figure 5-1.1.2-9.

The MPU sequentially compares the contents of ACCA to the lookup table (stored in ROM) containing the words until a match is obtained. ACCB is incremented following each comparison; when the match occurs, a binary number corresponding to the key number is stored in ACCB and is available for transfer to a buffer location in RAM.

If a match is obtained, the MPU stores the key count, re-initializes the PIA, and returns from the service routine interrupt. If no match is obtained, it is assumed that the data is bad and a Bad Read subroutine is called. Since only data corresponding to valid single key closures is stored in the lookup table, this approach automatically takes care of both multiple key closures and inadvertent noise.

The specific action to be taken following a bad read is not shown since it depends on the particular application. In many practical designs, affirmative action such as an audible approval tone is taken following the entry of good data. The Bad Read subroutine in this case would merely disable the approval sequence. A different routine would be used in designs requiring positive indication (blinking light, tone, etc.) of bad data. In either case, the Bad Read sequence should end with a return from subroutine instruction, RTS, so that the PIA will be properly re-initialized.

Many mechanical switches exhibit contact bounce when they are initially closed. A bad read will result if the MPU reads PIRB during one of the bounce intervals. This problem can be avoided by inserting a suitable delay routine (see Section 2-2 for examples) as the initial steps of the keyboard service routine. The duration of the bounce varies with switch design but is normally in the range of one millisecond or less. The keyboard manufacturer should be able to provide specific information.

The extension of this procedure to larger keyboards is straight forward. For instance, a sixty-four key matrix could be implemented using both halves of a PIA and similar programming techniques.


FIGURE 5-1.1.2-8: Generation of Output Word


FIGURE 5-1.1.2-9: Lookup Table

\section*{5-1.2 SCANNING WAND FOR CAPTURING DATA FROM PRINTED SYMBOLS}

The use of scanning techniques to retrieve information from machine readable labels, badges, credit cards, etc., is gaining acceptance in a wide variety of business machine applications. This is due in large part to the development and acceptance of industry-wide standards. The simultaneous growth of systems based on microprocessors will give additional impetus to this trend.

Few tasks are as made-to-order for an MPU as the conversion of scanned data to a usable format. The specifications for both magnetic and optical recording formats were designed to allow for either mechanical or manual capture techniques. In addition, it was desirable for the labels to be humanly readable and verifiable in case of equipment failure. The net result is that emphasis is given to the human aspects of the problem rather than simplification of the electronics involved.

\section*{5-1.2.1 Universal Product Code (UPC) Symbol}

The grocery industry's Universal Product Code (UPC) symbol is an excellent example of the genre. Labels similar to the example shown in Figure 5-1.2.1-1 are beginning to appear on virtually every kind of retail grocery product. They are intended to facilitate the use of automatic checkstand equipment and are the result of an industry-wide effort to improve productivity in the grocery industry \({ }^{1}\). The symbol is optimized for ease of printing, reading, and manually checking results. The symbol is designed to minimize the cost of marking by the manufacturers and their suppliers. The symbol size is infinitely variable to accommodate the ranges in quality achievable by various printing processes. It can be uniformly magnified or reduced from the nominal size without significantly affecting the degree to which it can be scanned. An example of the human orientation is indicated by the error check calculation described in Section 5-1.2.5. The error check is an involved addition, multiplication, and modulo-ten reduction, a formidable task for conventional digital IC's, but relatively simple for people (and microprocessors).

A suitable control method depends on both the characteristics of the symbol and the scanning technique that is used. The symbol is designed for use with either fixed position scanners (label passes by on a conveyor belt) or handheld wands. The '"wandable"' approach will, in general, be more difficult to implement since allowance must be made for variable human scanning techniques. The control program described in this section is suitable for either but was developed specifically for use with handheld wands.

A 10 -digit numbering system was adopted by the grocery industry for product identification. Each participating supplier is issued a 5 -digit manufacturer's identification number. The remaining 5 digits are assigned to generic product categories, that is, tomato soup, canned peas, tissue paper, etc., each have specific numbers regardless of brand name. This 10 -digit number \({ }^{2}\) is combined with error checking features and encoded into a symbol similar to that shown in Figure 5-1.2.1-2.

The standard symbol consists of a series of parallel light and dark bars of different widths. The symbol will be referred to as the "bar code" to distinguish it from the "UPC code" that it represents. The basic characteristics of the bar code are summarized in Figures 5-1.2.1-2 and 5-1.2.1-3 and the following list of features from the UPC specification:

\footnotetext{
\({ }^{1}\) Information concerning the UPC symbol described in this Section is from the UPC Symbol Specification obtained from: Distribution Number Bank, 1725 K Street N.W., Washington, D.C. (Telephone - (202)833-1134), Administrator of the Universal Product Code and UPC Symbol for the Uniform Grocery Product Code Council.
\({ }^{2}\) Although the symbol is primarily designed for these 10 -digit codes, it also includes growth capacity for longer codes to facilitate future compatibility in other distribution industries.
}


FIGURE 5-1.2.1-1 UPC Symbol from Box of Kleenex \({ }^{1}\) Tissues Registered trademark of Kimberly-Clark Corp., Neenah, Wis.


FIGURE 5-1.2.1-2: UPC Standard Symbol


FIGURE 5-1.2.1-3: UPC Character Structure
- Series of light and dark parallel bars ( 30 dark and 29 light for any 10 -character code) with a light margin on each side.
- Overall shape is rectangular.
- Each character or digit of a code is represented by 2 dark bars and 2 light spaces.
- Each character is made up of 7 data elements; a data element hereinafter will be called a "module."
- A module may be dark or light.
- A bar may be made up of 1, 2, 3, or 4 dark modules, as shown in Figure 5-1.2.1-3.
- Each character is independent.
- The symbol also includes two characters beyond the 10 needed to encode the UPC.
- One character, a modulo check character (see Section 5-1.2.5 for details) is embedded in the right-most position of the symbol to insure a high level of reading reliability. (See Figure 5-1.2.1-2.)
- Another character, embedded in the left-most position of the symbol, shows which number system a particular symbol encodes. Concurrent number sets are used to accommodate such things as meat and produce without the need to set aside code numbers in the UPC.
- The symbol prevents tampering. Unauthorized addition of lines is readily detectable by scanning devices. In the same way, poor printing will not result in scanning devices reading a wrong number. This is facilitated by multiple error-detecting features which allow scanner designers to build equipment to automatically detect and reject a very poorly printed symbol or one that has been tampered with.
- The symbol also incorporates and presents the code number in a human-readable form.

The nominal dimensions of a typical symbol (as printed on a product) are shown in Figure 5-1.2.1-4. The dark and light bars are built up from nominal 0.0130 -inch modules, however, some of the characters involve undersize dark bars and oversize light spaces. There are 95 modules in the symbol itself and 18 modules in the white marginal guard bands.

Starting at the left side of the symbol, it is encoded first with ' guard bars', then a number system character (" 0 '' in the figure) followed by five UPC characters on the left side of the center " guard bars." To the right of the center bars is the remaining five UPC characters followed by a modulo ten check character. Finally, the same guard bar pattern is repeated on the right-hand side.


FIGURE 5-1.2.1-4: Nominal Dimensions of Printed UPC Symbol

On the left-to-right basis, each character on the left side of the center bars begins with a light space and ends with a dark bar; characters to the right of the center bars begin with a dark bar and end with a light space. Dark modules represent 1's while light modules represent 0 's. The number of dark modules per character on the left side is always three or five; the number of dark modules is always two or four for right-hand characters. Encoding is identical for all similar characters on a given side of the symbol, whether it is a number system character, UPC Character, or check character. The first two bars at either end encode the guard bar pattern, 101. The guard bars in the center encode as 01010. The corresponding encodation for the characters is summarized in Figure 5-1.2.1-5.

Since the UPC number encoded in the symbol does not include price information, the primary objective is to recover the 10 -digit number and store it in RAM where it can be used by a price lookup routine. As is usually the case in MPU-based systems, stripping of the extraneous information, performing error checks and recovering the data can be accomplished in a variety of ways. A software oriented approach was selected in this case; external hardware processing is held to a minimum.
\begin{tabular}{ccc}
\begin{tabular}{c} 
Decimal \\
Value
\end{tabular} & \begin{tabular}{c} 
Left \\
Characters
\end{tabular} & \begin{tabular}{c} 
Right \\
Characters
\end{tabular} \\
\hline 0 & 0001101 & \begin{tabular}{c} 
(Odd Parity -0)
\end{tabular} \\
1 & 0011001 & 1110010 \\
2 & 0010011 & 1100110 \\
3 & 0111101 & 1101100 \\
4 & 0100011 & 1000010 \\
5 & 0110001 & 0011100 \\
6 & 0101111 & 0001110 \\
7 & 0111011 & 1010000 \\
8 & 0110111 & 1000100 \\
9 & 0001011 & 1001000 \\
& & 1110100
\end{tabular}

FIGURE 5.1.2.1-5 Encoding For UPC Characters

\section*{5-1.2.2 Hardware Requirements}

For the wand used in this application, the data is captured by using a photo-cell to detect the variation in reflectivity as a light source as passed across the light (high reflectivity) and dark (low reflectivity) areas on the symbol. Circuitry suitable for recovering the resulting analog signal is shown in Figure 5-1.2.2-1. Two MC1747 Dual Operational Amplifiers are used to amplify and condition the photo-cell output. The conditioned output provides a TTL level logic ' 1 '" while the wand is scanning black and a logic " 0 " while scanning white. This is all the external hardware that is required; the MPU can perform all additional processing.


FIGURE 5-1.2.2-1 UPC Wand Signal Conditioning Circuitry

\section*{5-1.2.3 Data Recovery Technique}

The output of the conditioning circuitry is effectively an asynchronous waveform with a widely variable and unknown data rate. An initial decision must be made as to what synchronization techniques will be used and what range of scanning rates can be expected. Lacking more specific information, it was deemed reasonable to expect rates from one-half inch per second to fifty inches per second.

Having a uniform constant pattern at the beginning and middle of each scan suggests that data recovery could be accomplished as follows: (1) Assume that the data rate is constant; (2) use the known initial guard bar pattern to establish a sampling rate; (3) use that rate to sample the data at the expected midpoint of each module for the next six characters; (4) use the middle guard bar to update the sampling rate; (5) sample the last six characters at the expected module midpoints.

A second data recovery method that does not require a synchronization technique could also be used: (1) Again assume a reasonably constant data rate during the scan; (2) measure and store in memory the time between transitions for an entire scan; (3) calculate the total time and divide it by the known number of modules per symbol (95) to determine an "average" module time; (4) use this and a comparison of "bar widths"' (time between adjacent transitions) to one another; (5) use ratios established by (4) to determine bit patterns for each character.

An analysis of the expected rate variations, symbol printing tolerances, and computing complexity indicated that either of these two methods would lead to marginal results. A major difficulty lies in the way the module patterns for the individual characters are specified (see Figure 5-1.2.3-1). It is important to note that the dimensional specifications for each character are referenced to the edge of the pattern nearest the middle of the symbol. This means that left-hand characters are specified from their right edge and the right-hand characters are specified from their left edge. In addition, a printing tolerance (see Figure 5-1.2.3-2) is specified that swamps the tolerances shown in Figure 5-1.2.3-1. For example, the artwork tolerance of \(\pm 0.0002\) inches is lost in the tolerance of \(0.013 \pm 00397\) inches that is permitted for printing a nominal module width. The net result is that legitimate symbols can have both undersize and oversize bars. This is illustrated in Figure 5-1.2.3-3, where a worst case situation for a left-hand 'zero" is shown.

There, the right-hand black bar could be only 0.010 inches wide and still be in tolerance. Since the specification requires that the combination of the right-hand bar and the adjacent white bar be \(0.0260 \pm 0.0002\) inches, this implies that the white bar could be 0.016 inches wide and still be in tolerance. Variations of this magnitude were observed when actual symbols on a variety of products were examined.

When the allowable dimensional variations across an entire symbol are considered, neither of the two methods proposed would give reliable results. The procedure finally selected incorporates features from both methods.

\section*{5-1.2.4 WAND/MPU Interface}

Obtaining a record of the time between transitions is the first step in capturing the data. This raises the question of how the waveform recovered by the wand is to be entered into the MPU system. Since it is a


FIGURE 5-1.2.3-1: Dimensioning for Standard Symbol Characters
\(\left.\begin{array}{ccc}\begin{array}{c}\text { Module Width } \\ \text { (Thousandths of an Inch) }\end{array} & \begin{array}{c}\text { Magnification } \\ \text { Factor }\end{array} & \end{array} \begin{array}{c}\text { Total Bar-Width Tolerance } \\ \text { (Thousandths of an Inch) }\end{array}\right)\)

\section*{FIGURE 5.1.2.3-2 UPC Symbol Printing Tolerances}


FIGURE 5-1.2.3-3 Worst Case Printing Tolerances for "Lefthand 0".
serial stream and there are no handshaking requirements, only a single PIA input to the MPU is involved. The data can be introduced either through an interrupt line \([\mathrm{CA}(\mathrm{B}) 1, \mathrm{CA}(\mathrm{B}) 2]\) or one of the data lines, \(\mathrm{PA}(\mathrm{B}) 0-\) \(-\mathrm{PA}(\mathrm{B}) 7\). Input through a data line was selected based on the system flow shown in Figure 5-1.1.4-1. The wand is assumed to be one of the two manual input devices (the other is a keyboard) to a transaction terminal. The terminal's executive program enters a polling loop when it is willing to accept data \({ }^{3}\). This approach assumes that both devices will not be in use at the same time, hence, there is no need to handle the incoming data on an interrupt driven basis.


FIGURE 5-1.2.4-1: Transaction Terminal Flow Diagram

\section*{5-1.2.5 Data Recovery Control Program}

3 The encoded wavefore enters the MPU via the seventh bit, PB7, on the B side of the Wand PIA. Selecting bit 7, the sign bit, provides the simplest means of testing to see if the current status of the waveform is one or zero.

Recovery of the UPC data consists of the following steps:
(1) Initialization - XKIWND - (Figures 5-1.2.5-1 and 5-1.2.5-2) Clears the various memory locations that will be used for buffers and data storage. This routine is entered each time a UPC Code is to be read.



FIGURE 5-1.2.5-2: XKIWND Assembly Listing
(2) Data Recovery — YKWAND - (Figure 5-1.2.5-3 and 5-1.2.5-4) This routine is entered from the executive's Keyboard/Wand Interrogation loop. The Interrogation loop continually tests bit 7 of XP4DRB, the PIA Data Register until a "zero" is encountered. The zero is assumed to result from reading the high reflectivity white space caused by the wand passing across the white guard band at the edge of a symbol. The wand output will normally be high at other times. For example, the wand just laying on a counter is equivalent to reading 'black' or some other low reflectivity surface. The objective of YKWAND is to measure the time between transitions and store the results in RAM memory.
(3) Data Processing - WSORT - (Figures 5-1.2.5-5 and 5-1.2.5-6) The objective of WSORT is to reduce the timing data captured during YKWAND to set up UPC characters in binary format.

There are several additional routines associated with recovering the data: WERCHK tests the data to see if it is a valid UPC number by performing an error check based on the check character included in the symbol; (2) WBCDPK converts the data into packed BCD (two digits per byte), the format required for the price look-up routine; (3) WBADRD, the error processing routine, may be called for a variety of reasons during execution of YKWAND, WSORT, WCDTST, or WPACK. Each of these routines include validation tests and will call WBADRD if a bad read occurs. The action to be taken following a bad read depends on the particular application and may be performed by either the MPU or the human operator. Therefore, no specific WBADRD routine is included in this description. The system described in Chapter 6 generates an audible "approval" tone for "good data." In this case, the WBADRD routine could be nothing more than a deletion of the approval tone, indicating that either another scan or manual entry is required.

Details of the YKWAND routine are shown in the Flow Chart and Assembly Listing of Figures 5-1.2.5-3 and 5-1.2.5-4, respectively. Following entry from the Keyboard/Wand Interrogation Loop, bit 7 of the PIA Register (XP4DRB) is again tested to insure that the data is still low. If the entry was caused by a short


Figure 5-1.2.5-3 Flow Chart for YKWAND Routine


FIGURE 5-1.2.5-4: YKWAND Assembly Listing (Sheet 1 of 2)


FIGURE 5-1.2.5-4: YKWAND Assembly Listing (Sheet 2 of 2)



FIGURE 5-1.2.5-6: WSORT Assembly Listing (Sheet 1 of 3)


FIGURE 5-1.2.5-6: WSORT Assembly Listing (Sheet 2 of 3)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline 0 0 400 & & & & ＊ & & & & & \\
\hline 0こ410 & E747 & E6 & 0112 & WHSE & LITH & A & MTSAMF & UFDATE SHMF．TIME & \\
\hline 0こ4こ0 & B74 & FE & 0113 & & LIF & E & WTSAMF＋1 & & \\
\hline 02430 & E74I & FE & 0111 & & HIII & E & WMOITM＋1 & & \\
\hline \(0 こ ゙ 440\) & ETS0 & E9 & 0110 & & HIIS： & H & WMDITM & & \\
\hline 0こ450 & E753 & E7 & 0112 & & STH & F & WTSAMF & & \\
\hline 0ご460 & ETS6 & Fi & 0113 & & STH & E & WTSAMF＋ 1 & & \\
\hline 0こ470 & & & & ＊ & & & & & \\
\hline 0こ480 & E759 & EG & 9112 & & LIA & H & WTSAMF & FIPST TEST & \\
\hline 02490 & E7515 & FE & 0113 & & LIH & E & WTSAMF＋1 & & \\
\hline \(0 こ 500\) & ETSF & E1 & 0108 & & CHF & H & WEEHD1 & & \\
\hline 02510 & ETGE & 25 & C9 & & ELS & & WDIIER & IF TSAMF＜EMDI & \\
\hline 历きらこ0 & ETE 4 & E6 & 05 & & EHE & & WHS9 & IF TSAMF EHII & \\
\hline 0こ530 & FTEE & F1 & 0109 & & CMF & E & WEEHIT1＋1 & & \\
\hline 0こ540 & ETEG & ES & Ez & & EIS & & WDIDEP & IF TSHMF SEMDI & \\
\hline 02550 & ETEE & E1 & 010 H & WHS & EMF & H & WBEHIE & & \\
\hline पこ5E0 & ETEE & E & EF & & EHC & & WEVHEF & IF TSAMF EHNE & \\
\hline 02570 & ETT0 & E6 & 0.5 & & EHE & & WHS 10 & IF TSHMF EMDE & \\
\hline 02580 & ETPE & F1 & 010 E & & EMF & \(E\) & WEEHIE＋1 & & \\
\hline 02590 & E7T5 & こら & E4 & & ECS & & WEVHEF： & IF TSAMF SEMIE & \\
\hline 0こ600 & ET7\％ & E1 & 010 C & WHS 10 & CMF & H & WEEHIS & & \\
\hline OEE10 & ETTH & 2S & E1 & & ESS & & WDIDEP & IF TSAMF EHIS & \\
\hline 02Eこ0 & ETTC & こも & 15 & & EriE & & WHS11 & IF TSAMF ERHIS & \\
\hline \(0 こ 630\) & ETPE & F1 & 01011 & & CMF & E & WEENIS＋1 & & \\
\hline 02640 & ETB1 & ES & HH & & ESS & & WDILEF & J．F TSAMF \(E\) EMII & \\
\hline 0ごら0 & ETS3 & E1 & O10E & WHS 11 & EMF & H & WEEND4 & & \\
\hline OEGE0 & ETBE & 玉 & ES & & EIS & & WEVHEF & IF TSAMF EEMI4 & \\
\hline 0こEで0 & ETEE & EG & 05 & & Erte & & WHS 13 & IF TSAMF & \\
\hline OEESO & ETEA & F1 & 01 OF & & EHF & E & bEEHD4＋1 & & \\
\hline \(0 \mathrm{0c90}\) & ETED & 25 & HE： & & ESS & & WEYHEF & IF TSAMF ENHIA & \\
\hline 0 OCO & & & & ＊ & & & & & \\
\hline 02710 & ETSF & FI： & 0108 & WHS1S & ItIS & & WICEFAII 1 & FDIFESS PE\％T EHAF． & EIUF． \\
\hline ロごこ0 & E79E & FE & 0106 & & Itic & & WCHFET & IHE－EHAF EDUHT & \\
\hline 0こっこ0 & E795 & EE & 0115 & & LIM & H & WSEFAI＋ 1 & HDDRESS HEYT GRDUF & － 7 \\
\hline － 0270 & E798 & EB & प8 & & FIII & A & FW08 & FCUFE STFIGE．EUF． & \\
\hline 02750 & ETGH & ET & 0115 & & STH & A & WSEFFI＋1 & & \\
\hline 可760 & & & & ＊ & & & & & \\
\hline 0E7\％0 & ETGI & E6 & 0106 & & LTH & A & WCHELT & & \\
\hline ロごE0 & ETAD & 81 & 06 & & EMF & H & \＃506 & EESIHNIHE 7 TH EHAF．\({ }^{\text {P }}\) & \\
\hline 02790 & ETHE & 2t & 08 & & EHE & & WHS14 & HD & \\
\hline प玉S00 & ETA4 & \(\vec{\square}\) & 0104 & & IHE： & & WFP12 & \(\because E S, S E T\) FLFG FDE \(7-12\) & \\
\hline 口こ乌10 & ETAT & 85 & 40 & & L．DiH & H &  & SKIF DYEF EUAFI EHFS & \\
\hline ロごご边 & ETHS & ET & 0115 & & STH & H & WSEFAI＋ 1 & & \\
\hline 02830 & & & & ＊ & & & & & \\
\hline 92940 & ETAL & Et & प1． 1 & bHS 14 & LIIA & H & WCHECT & & \\
\hline 2ESc0 & E7AF & 81 & Di： & & EMP & H &  & FIHISHEI 12 TH EHHF． & \\
\hline 02860 & ETE1 & こi & 03 & & EEQ & & WHE15 & \(\because E S\) & \\
\hline 0es\％0 & E7E & TE & EEAS & & MPF & & WSFTLF & ND：LIDF EACK & \\
\hline 02880 & ETEE & \(\geq 0\) & 00 & WHS15 & EFA & & WFACK & GI TD FAEKIHG SEET． & \\
\hline 02890 & & & & ＊ & & & & & \\
\hline 02900 & & & & ＊ & & & & & \\
\hline
\end{tabular}
' noise'" pulse on the data line, the program causes the MPU to exit to the bad read routine, WBADRD. If the line is still low, indicating that the wand is passing over a white space, the MPU enters a delay loop, WBDRLP, to wait for the expected first white-to-black transition.

Exit from the loop occurs when the first black guard bar is encountered or after too much time has passed for the white space to be a symbol border. The count loaded into the Index Register determines a number of passes through the 23 microsecond waiting loop and hence the maximum time that will be spent on white before exiting to the bad read routine. The required time is derived from the slowest allowed scan rate and the nominal dimensions of the symbol. A minimum scan rate of one-half inches per second was deemed reasonable for this application. The nominal module width of 0.013 inches yields a time per module, \(\mathrm{t}_{\mathrm{m}}\), width of 0.13 inches/o. 5 inches per second \(=0.026\) seconds at the slowest scan rate. The white guard bar is specified to be at least eleven modules wide, hence, the waiting time should be at least (.026) (11) \(=0.286\) seconds. The program causes the MPU to wait approximately 1.5 seconds before exiting in order to allow for operator variance at the beginning of a scan.

The next section of the program is used to determine the elapsed time between transitions during a scan. The first low-to-high (white-to-black) transition following the white border cuases the MPU to enter the Black Bar Timing Loop, WBLKLP. The symbol consists of 30 black bars and 30 white bars (the last white bar is the white border at the end of a scan). The program alternates between WBLKLP and a similar White Bar Timing Loop, WHITLP. The elapsed times are stored in sixty memory locations for later use by the WSORT processing routine. The Index Register and a 35 microsecond timing loop are used to measure the elapsed time until the next transition.

The WBLKLP loop will cause an exit to the bad read routine if the elapsed time becomes greater than what is anticipated for the maximum black bar width of 4 modules at the slowest scan rate. This is monitored by comparing the number of passes through the 35 microsecond loop to \$0B9B, corresponding to (.026)(4)= 0.104 seconds.

When the subsequent black-to-white transition occurs, the current bar count, WBRCNT, is increased by one, a flag indicating 'From Black'' is set, and the current time between transitions is stored. Since the count in the Index Register may be as large as \(\$ 0 \mathrm{~B} 9 \mathrm{~A}\), two bytes or storage are required for each timeout (maximum single byte storage is \(\$ \mathrm{FF}\) ). The storage segment of the program, WSTRGE, is entered from both the Black Bar Timing Loop and the White Bar Timing Loop and causes the current elapsed time to be stored in the appropriate buffer.

The time to be stored (current contents of the Index Register) is temporarily placed in RAM locations WDUMBF and WDUMBF +1 . The current storage buffer address, WSBFAD, points to the storage address and is loaded into the Index Register. The indexed addressing mode is used to retrieve the time from WDUMBF and WDUMBF +1 and store it in the proper storage buffer location. The Index Register is advanced to the next storage address and placed in WSBFAD for use during the next storage cycle. Control is returned to the proper timing loop by testing the "From Black"' flag.

The White Bar Timing Loop, WHITLP, functions similarly to WBLKLP except that it measures the time between black-to-white and white-to-black transitions. If a white bar count of 30 is encountered, the program exits to WBADRD since a black bar count of 30 should have been reached on the previous pass through WBLKLP. A time in excess of seven module units. corresponding to the maximum anticipated for a white (right-hand) border, will also cause an exit to WBADRD. The white bar count is increased by one and the "From Black"' flag is cleared prior to branching to WSTRGE.

The WSORT section of the program recovers the 12 UPC characters by operating on the black and
white timing measurements that were captured and stored as the wand scanned the symbol. The process is based on the following assumption: since the nominal width of a given character within the symbol is only 0.091 inches, the per character scan rate should be very nearly constant. The format of the black bar - white bar pattern is specified. Each of the 12 UPC characters are known to consist of 7 modules encoded as 2 white and 2 black bars. The WSORT procedure uses these facts to generate a sampling procedure for recovering the data.

The bar times (from the storage buffer) for each character are used to compute a total time for that character. This time is then divided by seven to obtain an 'average time per module.' Due to the allowable variations in the symbol, each module should be sampled within \(\pm 10 \%\) of its midpoint for reliable results. Therefore, the average module width is used to generate a series of sampling times that occur near the expected center of each character's seven modules. The sample times then used to test the bar times and determine the bit pattern of the character.

A Flow Chart and an Assembly Listing of the WSORT program are shown in Figures 5-1.2.5-5 and \(5-1.2 .5-6\), respectively. The recovery process is best explained with the aid of a representative example. Assume that the times recorded in memory locations \(\$ 0006\) through \(\$ 000 \mathrm{D}\) of the storage buffer are as follows:
\begin{tabular}{cc} 
Memory Location & Contents \\
\(\$ 0006\) & \(\$ 00\) \\
\(\$ 0007\) & \(\$ 29\) \\
\(\$ 0008\) & \(\$ 00\) \\
\(\$ 0009\) & \(\$ \mathrm{C} 6\) \\
\(\$ 000 \mathrm{~A}\) & \(\$ 00\) \\
\(\$ 000 \mathrm{~B}\) & \(\$ 1 \mathrm{E}\) \\
\(\$ 000 \mathrm{C}\) & \(\$ 00\) \\
\(\$ 000 \mathrm{D}\) & \(\$ 30\)
\end{tabular}

These locations contain the timing information for the first character to be scanned following the 101 guard bar pattern (the guard bar data is in locations \(\$ 0000\) through \(\$ 0005\) and is not used in this sequence). Note that for this example the even positions, \(\$ 0006, \$ 0008\), etc., all contain zero. This simply indicates that none of the times between transitions were long enough to require the second byte of storage. From the data, the bar pattern times are:
\begin{tabular}{lrrrrl} 
& \(\$ 29\) & C 6 & 1 E & 30 & (Hexadecimal) \\
or: & 41 & 198 & 30 & 48 & (Decimal)
\end{tabular}

After an initialization sequence, the program starting at WSRTLP, establishes the Bar End values by computing accumulative totals and storing them in buffers as:
\begin{tabular}{ccccc} 
WBEND1 & WBEND2 & WBEND3 & WBEND4 & \\
41 & 239 & 269 & 317 & (Decimal)
\end{tabular}

The total, 317 in this case, is then divided by seven to obtain an average module time (the division is performed by a subroutine located elsewhere in system memory). The result, 45 , is stored in buffer WMODTM and the first sampling time, one-half of WMODTM, is obtained as WTSAMP \(=22\). The MPU next performs a sequence to determine if any of the bars are too narrow for accurate data recovery. The procedure assumes that
each bar must be at least three-quarters of the nominal calculated width of 45 or \(3 / 4(45)=33\) :
\[
\begin{aligned}
41 & >33 \\
198 & >33 \\
30 & <33 \\
48 & >33
\end{aligned}
\]

If all the bars are greater than \(3 / 4\) of the nominal bar width, the program branches to the next main sequence, WODDBR. If, as in the case of the third bar in this example, some of the bars are undersize, they are replaced with the nominal value and the checking procedure is repeated until all bars are at least the nominal width. For example, this leads to:
41
198
48
with new values:
WBEND1: 41
WBEND2:239
WBEND3:284
WBEND4:332
WMODTM: 47
WTSAMP: 23
3/4(WMODTM): 33
and the test is now satisfied by all four bars.
By repeatedly increasing the initial sample time by WMODTM, a set of sampling times are generated that can be compared to the Bar End values in order to determine which bars are currently being sampled. For the example:


Since the symbol and code are defined such that the first module of a character (scanning from either direction) is a zero, the result of this sequence indicated that the UPC code for this character is 0111101, or from Figure \(5-1.2 .1-5\), the decimal value is " 3 ." Note that it was assumed that the code was a left-hand character implying a left-to-right sweep since the character was recovered immediately followed the initial guard bar pattern. The program as shown in Figure 5-1.2.5-6 is for left-to-right scans only. A simple parity check is adequate to determine whether left or right hand characters are being read since each side has opposite parity.

The data for all 12 characters is recovered in this fashion and stored in consecutive RAM buffer
locations. At this point, the data is still encoded in the UPC format of Figure 5-1.2.1-5. The UPC code follows no simple algorithm and, hence, must be converted to weighted binary before error check calculations can be made.

The Flow Chart and Assembly Listing for WCNVRT, a suitable conversion routine, is shown in Figures 5-1.2.5-7 and 5-1.2.5-8, respectively. The conversion routine uses a table look-up procedure. Code words corresponding to each of the ten UPC characters is stored in a permanent table in ROM (see Figure 5-1.2.5-9). The MPU tests each recovered data byte against the values in the table until a match is obtained. When this occurs, the current UPC data is replaced with its weighted binary equivalent. Since the desired equivalent is weighted binary, it can be generated by using accumulator \(B\) as a counter that tracks with the UPC look-up table position. When a match results, the value that is to be substituted is then available in the B accumulator. Note that while there are two sets of codes, left-hand and right-hand, for the UPC characters, only one table is required. This is due to one's complement relationship of the two sets. The look-up table contains the left-hand set. If the MPU tests a given data byte against all ten left-hand words without obtaining a match, it then complements each bit of the UPC data and goes through the look-up table again. If no match is obtained after a second pass, the program causes an exit to WBADRD. When all twelve characters have been successfully converted, the MPU proceeds to the next sequence, an error calculation to determine if the data represents a valid UPC number.

The Error Check Character included in the symbol was originally obtained by applying the following steps to the UPC number:

Step 1. Starting at the left, sum up all the characters in the odd positions (that is, first on the left, third from the left, etc.), starting with the number system character.

Step 2. Multiply the sum obtained in Step 1 by 3.
Step 3. Again starting at the left, sum all the characters in the even positions.
Step 4. Add the product of Step 2 to the sum of Step 3.
Step 5. The modulo- 10 check character value is the smallest number which when added to the sum of Step 4 produces a multiple of 10 .

The error check routine, WERCHK, applies this algorithm to the first eleven digits of the recovered data and checks the result against the recovered check character. The Flow Chart and Assembly Listing are shown in Figures 5-1.2.5-10 and 5-1.2.5-11, respectively.

The error check is performed by duplicating the steps taken during the original generation of the check character and comparing the result to the recovered check character. The modulo-10 result for Step 5 is obtained by repeated subtraction of 10 until the result is less than or equal to zero. If no match is obtained the program exits to WBADRD. If the test is satisfied, the program proceeds to the last step in the sequence, placement of the 10 -digit UPC number in five bytes of RAM as packed BCD characters.

The Flow Chart and Assembly Listing for the packing routine, WBCDPK, are shown in Figures 5-1.2.5-12 and 5-1.2.5-13, respectively. The packing order is indicated in Figure 5-1.2.5-9.

\section*{5-1.2 PRINTER CONTROL}

A great many different printers are in use; they range from the slow but economical devices for


Figure 5-1.2.5-7 Flow Chart for WCNVRT UPC to BCD Conversion Routine
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 00010 & & & & HAM & & ISERWRT & \\
\hline 00000 & EPET & & & DFE & & EETET & \\
\hline 00040 & ETET & GE 0116 & WITHET & LIK & & \＃4STGEF & GET STAFTIVE ADMRESS DF \\
\hline 00050 & ETEH & FF 0114 & & STM & & MSEFPD & STRGE EULFF IHTD EUFF ALIDE \(\%\) \\
\hline 0006 & ETED & B6 00 & & LIAR & H & ＊\(\ddagger\) OC & LDFT MSFENT WITH \(\ddagger\)［F \\
\hline 09070 & ETEF & ET 0112 & & STH & H & WSPCHT & CHAFS．TD EE EDHVERTEI \\
\hline 00090 & ETEE & TF 0110 & WHTTEH & CLF & & WFLAB & CLEAF EHT PASS FLAI \\
\hline 00100 & ETC5 & HE 00 & & LTA & H & \(\because\) & GET EUFFEHT UFE EHAEAI TEF \\
\hline 00110 & ETCT & 08 & & IH\％ & & & FDIHT TO HE\＆T UFE LDEATIDN \\
\hline 001こ0 & ETCS & FF 0114 & & STX & & WEFAII & GHI STDEE IN DIfFEE \\
\hline 00140 & ETCE & 5 & WPHESE & CLE & E & & IHITIHLIEE BHAF ECT GFILUE \\
\hline 00150 & ETEC & CE BFFI & & LI\％ & & HWFETEL & GET STHFT HITIE DF ！FE：THEL \\
\hline 00170 & BrCF & H1 00 & WITHFEE & CHP & H & \(\because\) & UFE CHAF MATEH TELE CHAFG \\
\hline 00180 & ETO1 & E6 0\％ & & EHE & & WHPLES & HD：COHTIHME SEHFEH \\
\hline 00190 & E703 & FE 0114 & & LD\％ & & MSEFAD & GET EUFFEHT ATDE FFDH ELIF \\
\hline \(00 \geq 00\) & ETDE & ET 00 & & STH & E & \％ & YES：FEFLAEE UPL WITH ELI E \\
\hline ロ0こ10 & EFTS & 7A 0112 & & IIEC： & & WSFCHT & FEDULE CDHWEFSIDH EDUHT \\
\hline 00ここ0 & EてTE & 27 20 & & EEQ & & WEETFK & IF DDPE：EXIT TD WECDFE \\
\hline 00230 & ETDII & E0 E & & EREH & & WHYTEH & IF HDT：GET HEXT EHPF \\
\hline 00250 & ETIF & 18 & Whfocic & IHm & & & MDYE TD HEYT UFGTEL LDCATID \\
\hline 00E60 & ETE0 & 5 & & IHE & E & & IHEEASE ESI CHAF YRLUE \\
\hline 00EP0 & ETE1 & Sc ETF1 & & EFX & & HPGTEL & SEAREHET ETTIRE THELET \\
\hline 00880 & EPE4 & E6 E\％ & & EHE & & WCMFRE & HOY EDHTIHDE THFU THELE \\
\hline 00290 & ETEE & 7 O 0110 & & \(T \mathrm{~T}\) & & WFLAE & YES SEE IF DH SECDHD FHES \\
\hline 00500 & EPE & 玉6 06 & & Erte & & WEFIRED & E FHSSES MTA ML MTEH＝EADF \\
\hline 00510 & ETEE & 43 & & ELIM & H & & 1ST FHSS：EDMPLEMEHT UFC EH \\
\hline 00320 & EPET & FC 0110 & & IHE & & WFLEG & SET EHI FHSS FLFIG \\
\hline 00330 & ETEF & E0 DA & & EPF & & WFASS2 & Gロ THFDUGH TGELE ABAIH \\
\hline 00340 & & EFF1 & WEATED & EDU & & ＋ & \\
\hline 00.341 & & 0114 & WSEFAD & EQU & & 60114 & \\
\hline 00842 & & 0116 & WSTGEF & EOU & & W0116 & \\
\hline 00343 & & 0112 & WSFCHT & EQU & & W112 & \\
\hline 0034 & & 0110 & MFLAE & EDU & & W0110 & \\
\hline 00345 & ETF 1 & 19 & WFETEL & FLE & & F19， 18. &  \\
\hline & EPFE & 13 & & & & & \\
\hline & ETFS & 16 & & & & & \\
\hline & ETF4 & 01 & & & & & \\
\hline & ETF5 & DE & & & & & \\
\hline & EPFE， & 07 & & & & & \\
\hline & ETFP & 08 & & & & & \\
\hline & ETFE & 02 & & & & & \\
\hline 00346 & ETFG & 04 & & FEE & &  & \\
\hline
\end{tabular}

FIGURE 5－1．2．5－8：WCNVRT Assembly Listing


FIGURES 5-1.2.5-9 XKWAND Table and Buffer Memory Allocation.


FIGURE 5-1.2.5-10 Flowchart for WERCHK Error Check


FIGURE 5-1.2.5-11: WERCHK Assembly Listing


FIGURE 5-1.2.5-13: WBCDPK Assembly Listing


FIGURE 5-1.2.5-12 WBCDPK Flowchart for WBCDPK Packing Routine
printing out supermarket receipts, to the super-machines capable of printing 1200132 -character lines per minute. The broadest common ground for printers and microprocessors appears to be in the medium to low speed printing applications.

Medium performance is taken here to include auxiliary printers used with terminals or small computing systems printing up to a maximum of 200132 -character lines/minute. The gamut of printers spanning the medium to low speed range includes: electronic discharge printers, thermal printers, chain printers, drum printers, matrix printers, serial printers, etc., with types and speed ranges available for almost any conceivable application.

High performance microprocessors like the MC6800 provide an efficient means for controlling the higher speed printers and in the lower speed applications, additional functions can be combined with the controller function to produce a more cost-effective system.

Designing the microprocessor into the controlling system allows hardware (logic)/software (programming) tradeoffs to be made to satisfy the specific system requirements. For example, in the high speed printers, additional logic might be required if the desired data transfer rate is to be met even though the MPU is only used for printer control.

At the other end of the spectrum, using one of the newer high performance MPUs as a dedicated controller for a slower printer amounts to gross overkill. More often the relationship is similar to that shown in Figure 6-4.1-1, a generalized diagram of an MPU based transaction terminal described in Chapter 6. In applications of this type, the printer is merely one of several peripherals and its control is a relatively minor task that involves a small percentage of the MPU's attention.

It is in applications such as this that the real value of an MPU shows. They permit the designer to reduce a relatively complex system to a number of manageable tasks. Service routines are developed for the various peripherals and a suitable executive control program then ties the system together.

In a typical case, there are several factors to be considered in the development of a peripheral control routine. The device selected must, of course, satisfy the basic system requirements such as speed, reliability, etc. Beyond that, some devices of the same class are more amenable to MPU control than others. Some of these factors are illustrated in the following paragraphs where the development of hardware and software for a representative low speed printer application is discussed.

\section*{5-2.1.1 SEIKO AN-101F Operating Characteristics}

A SEIKO AN-101F printer was selected as the hard copy output device for the transaction terminal design described in Chapter 6. The SEIKO AN-101F Printer employs a continually rotating print drum mechanism using what is referred to as the flying printer technique. The printing principle of the mechanism is indicated schematically in Figure 5-2.1.1-1.

The print drum and the ratchet shaft are geared together and rotate continuously in the direction shown. During a non-print condition, the right end of the trigger lever is removed from the ratchet's pawl locus by the downward force of the trigger lever spring. In the non-printing condition, the trigger magnet is not actuated and the hammers are lifted upward to a neutral position by the hammer lever springs.

When actuated, the trigger magnet's actuating lever forces the opposite end of the trigger lever into the locus of the ratchet pawl. During its next rotation, the pawl will engage the right end of the trigger lever causing a downward motion to the right hand end of the hammer. The hammer thus strikes through the inked ribbon and paper, causing the character then under the hammer to be printed.


FIGURE 5-2.1.1-3 Timing Signals

Any of 42 characters (alphanumeric plus special characters *, \$, ', -, , and /) may be printed in a 21 -column format. Each column position has a complete character set spaced evenly around the drum. Because of a 42:1 gear ratio, the ratchet rotates 42 times for each complete drum rotation. Hence, each character of the set is positioned under a print hammer once during every rotation of the drum.

From this brief description of the printer mechanisms characteristics, it is evident that the control circuitry must actuate the hammers at just the right time if printing is to occur. Timing signals are generated electromagnetically by means of detection heads and ferrite magnets associated with the ratchet shaft and drum (See Figures 5-2.1.1-2 and 5-2.1.1-3).

Rotation of the ratchet shaft generates signals TP and TL for each of the 42 characters. TP provides timing for energizing the trigger magnets, TL for de-energizing. A reset signal \(R\) is generated by each complete rotation of the drum. The resulting waveform for a complete drum rotation is illustrated in Figure 5-2.1.4-1.

\section*{5-2.1.2 Printer Hardware/Software Tradeoffs}

It is at this point that a designer must start considering trade-offs in order to arrive at the most effective design. A suitable peripheral device has been selected and its characteristics have been studied. In this case, the manufacturer provides a suggested controller design that can be implemented (exclusive of Trigger Magnet drive circuitry) with 16-20 SSI and MSI integrated circuits. If this approach is adopted, the MPU merely monitors status and transfers data bytes to the controller at the proper time.

At the other extreme, the MPU could assume as much of the control function as possible and eliminate all of the external conventional circuits. When overall system timing permits it, this is usually the most cost effective approach.

There may be reason to adopt some intermediate approach. For example, a sixteen column format was required for the application described here. The required information for identifying one of the sixteen items can be handled by four encoded bits. The design could have been implemented using 4 PIA data lines and external decode circuitry. However, it was decided to assign each column its own PIA data line, using up the data capability of one PIA but requiring little external circuitry (See Figure 5-2.1.3-1). Had there been four "spare" PIA lines elsewhere in the system, the alternate approach would have been given greater consideration.

As a further consideration in the trade-off area, note that while only 16 columns are used in this design, the AN-101F has 21 columns available. If all 21 were to be used, the designer could decide between using five more PIA lines as opposed to an external 5 -bit shift register. Unless there happened to be 5 "spare" PIA lines somewhere, the relative cost would probably dictate using the shift register.

Selection of a particular configuration is, of course, not made in pure hardware vacuum. Knowledge concerning the MPU's capability to handle the control problem heavily influences the method that is finally selected.

\section*{5-2.1.3 Printer I/O Configuration}

As is generally the case with MPU based designs, there are numerous ways to solve a given problem. The method to be discussed here was selected to satisfy three basic objectives: (1) Use minimum external electronics; (2) Use the timing signals provided with no additional external processing other than pulse shaping; (3) Minimize the time in which the MPU must be involved with printer control activity. The hardware configuration selected is shown in Figure 5-2.1.3-1.


FIGURE 5-2.1.3-1: SEIKO Printer Circuit Requirements

As indicated in the earlier discussion of hardware/software trade-offs, each hammer driver is controlled by one of the PIA's sixteen data lines. These lines are the outputs of Registers ORA and ORB in the PIA which are regarded as memory locations by the MPU; hence, the MPU can enable the activation of a particular column hammer by setting the appropriate bit position in the memory locations assigned to ORA and ORB.

During initialization, CB2 is established as an output and is used by the MPU to strobe the enabled hammer drivers at the proper time. At the end of a print cycle, the printer's paper and ribbon must be advanced. This requires a 36 msec pulse which is generated by the control program and is applied through CA2 which is also established as an output during initialization.

After being shaped and inverted by the MC3302 Comparators, the printer timing and reset pulses are applied to the CB1 and CA1 inputs, respectively. It is by means of these signals and the MC6800 interrupt structure that the Printer "tells" the MPU it requires servicing. Part of the printer control program's function is to establish suitable interrupt modes using the PIA Control Registers.

As an example, in the control sequence described below, negative transitions on the CB1 timing input during a print cycle must cause the MPU to service the printer. The MPU sets this up by writing \(\mathrm{b} 0=1\) and \(\mathrm{b} 1=0\) into Control Register B during initialization. The subsequent timing transitions then cause the PIA to issue an Interrupt Request to the MPU via the system \(\overline{\mathrm{IRQ}}\) line.

The MPU responds by interrupting its current activity (the MPU's internal registers are saved on a "stack" so that the task may be resumed later) and fetches the starting address of an executive service routine from a memory location permanently assigned to the Interrupt Request. The service routine directs the MPU to "poll" its peripherals by testing the flag bits in the PIA Control Registers to see which one needs servicing. Flag bit b7 of the printer PIA's Control Register was set by the same transition that caused the interrupt. When the MPU finds this flag set, it jumps out of the polling routine to an appropriate printer control program.

\section*{5-2.1.4 Printer Control Program}

The basic task, or algorithm, of the control program is to examine the text of the message to be printed and make sure that the appropriate bits in the PIA's Output Registers, ORA and ORB, are set at the proper time. The details of timing and program flow are shown in Figures 5-2.1.4-2 through 5-2.1.4-7.

Understanding of the operation is aided by regarding the time for one print drum rotation as forty-two equal intervals, \(\mathrm{t}_{0}\) through \(\mathrm{t}_{41}\). With this in mind, note that all similar characters in the text are printed simultaneously, i.e., all 0 's are printed during \(t_{0}\), all 1 's during \(t_{1}\), etc. For example, if the text requires the letter C in columns 3 and 9 (as in Figure 5-2.1.4-1), column hammers 3 and 9 must be engaged during the time interval \(t_{12}\) during which all C's are under the hammers.

Following each "TL" interrupt, the MPU examines the entire message to see if there are any characters to be printed during the next time interval. The text to be printed may be either a "canned" message stored in ROM or variable information generated by the executive program and stored in RAM. Messages are stored in memory in 16-byte blocks with each memory position corresponding to a printer column position. Prior to calling the printer, the executive program loads the starting address of the message to be printed into a buffer. The printer routine then uses this address in conjunction with the MPU's indexed addressing mode to locate the desired message; this technique permits using the same subroutine for all of the system printer requirements.


FIGURE 5-2.1.4-1 Print Cycle Timing: "Microprocessor".


RTS = Return from Subroutine \(R=\) Reset Timing Pulse
(a)
```

00280
00300 7C4C 7F 8009
00310 TC4F TF 800B 00320 7c52 4F
00330705343
00340 7C54 E7 8008
00350 7C57 B7 800H
00360 7C5A 86 3C
00370 TCSC ET 8009
00380 TC5F E7 800B
00390 7C62 B6 8008
00400 TC65 F6 800 00410706839

```

(b)

A 42-byte Character File corresponding to the printer's character set is stored \({ }^{1}\) in ROM in the same sequence as it appears on the printer drum. As each TL interrupt is serviced, the Character File Pointer is incremented pointing to the address of the next character on the drum.

The MPU then compares every character of the text to the current Character File character, keeping a running column count as it does so. Each bit position in the PIA Output Registers is set or cleared depending on whether or not the respective text characters matched the Character File characters.

The flow charts and control programs that resulted are shown in Figures 5-2.1.4-2 through 5-2.1.4-6. The control problem was broken into four tasks: (1) Initialization; (2) Printer Enable; (3) Reset Service Routine; (4) Print Service Routine.

The Initialization routine, PKIPRT \({ }^{2}\), defines the housekeeping tasks that are routinely taken care of by the executive program during system power-up.

Referring to Figure 5-2.1.4-2(b), lines 300 and 310 clear CRA and CRB (XPICRA, XPICRB) setting \(\mathrm{b}_{2}=0\) so that DDRA and DDRB can be addressed. Lines 320-350 store ones in all of the DDR bits defining the 16 data lines of ORA and ORB as outputs. Lines \(360-380\) load the control registers with the hexadecimal (HEX) value 3 C resulting in the control lines being defined as shown below:

CRA(B)

\(\mathrm{b}_{0}=0 \mathrm{IRQ}\) interrupts are disabled.
\(\mathrm{b}_{1}=0 \mathrm{CA} 1, \mathrm{CB} 1\) are established as negative edge sensitive inputs
\(\mathrm{b}_{2}=1\) ORA, ORB are now selected
\(\mathrm{b}_{3}=1\)
\(\left.\mathrm{b}_{4}=1\right\} \mathrm{CA} 2, \mathrm{CB} 2\) are established as outputs which follow \(\mathrm{b}_{3}\); they are now high.
\(b_{5}=1\) )

With CA2 and CB2 high, all the driver circuits are disabled since one input of each driver AND gate is held low (see Figure 5-2.1.4-1). Note that CA2 and CB2 are inverted prior to reaching the AND gates.

Lines 390 and 400 are "dummy reads" of ORA and ORB which clear the IRQ flags that may have been set and insure that the IRQA(B) lines are high, i.e., inactive. Line 410 returns control to the executive program.

The Printer Enable routine, PKNTRL, is called by the executive program whenever a line of text is to be printed (refer to Figure 5-2.1.4-3(b). Since the printer drum is continuously generating reset pulses at CA1, the IRQA flag will be set but the IRQA line will be inactive (it was disabled during initialization by setting \(b_{0}=0\) ). In order to insure that the next reset pulse starts the print cycle instead of the CA1 interrupt enable, the IRQA flag is cleared by a dummy read of ORA (XPICRA) prior to enabling CA1, lines 490-510.

The "printer done"' flag (\#\$29) is cleared by another service routine before returning to the main program. Subsequent interrupts generated by the printer will cause the line of text to be printed with further control by the executive program unnecessary.

\footnotetext{
\({ }^{1}\) Both Character File data and message characters are stored in memory using ASCII code. Any convenient code could be used, however, in this application, the ASCII message format is required by other peripherals in the system.
\({ }^{2}\) Labels appearing in the following discussion conform to a format adopted for the Transaction Terminal system: In complex systems, it is advisable to sacrifice some mnemonic meaningfulness in favor of system documentation requirements.
}


(b)

When the CA1 input is triggered by the printer reset pulse, the MPU interrupt sequence directs processing control to the PRNTIR routine (Figure 5-2.1.4-4(b) ). Since the IRQ flag and line are active, they must be disabled prior to exiting from the routine in order to allow further interrupts. Line 590 reads ORA (XP1DRA) to accomplish this as the first instruction. Lines 600-620 test \(b_{1}\) of CRA to determine whether the CA1 input was positive or negative edge sensitive:
(A) If \(\mathrm{b}_{1}=0, \mathrm{CA} 1\) was a negative transition and the program branches to PKSCN1. Lines 780 and 790 set CRA to 3C as was done in the initialization routine to mask or disable the CA1 interrupt input. The starting address of the printer character file, PCKF00, is stored by lines \(800-810\) for use during the first scan loop. Lines 820-840 clear the previous timing interrupts and set CRB to allow the next negative CB1 transition to interrupt the MPU. The RTI instruction at line 850 returns the MPU to the status that existed at the time the interrupt occurred and program execution continues from there.
(B) If \(\mathrm{b}_{1}=1\), CA1 was positive signalling the end of the printing cycle. The routine disables the line, CA1, the hammer strobe and the interrupts CA1, CB1, CB2, with lines \(630-640\) by setting CRA(B) to 3C. The next two lines store 34 in CRA clearing \(b_{3}\) and making CA2 go low. A delay loop is then generated with lines \(670-720\). Accumulators A and B are loaded with the values 48 and A6. Accumulator B is then decremented (A6 times) to zero each time Accumulator A is decremented once. When Accumulator A is zero ( \(\approx 36 \mathrm{~ms}\) ), the program jumps out of the delay loop and stops the paper ribbon feed by loading CRA with 3C ( \(\mathrm{b}_{3}\) \(=1\) ) making CA2 go high. Note that the delay loop accumulator values depend on the system clock frequency; here, 1 MHz .

The printer done flag \((\# \$ 29)\) is then set by a jump to another service subroutine before returning to the program flow where the interrupt occurred.

The printer timing signals are asynchronous with respect to the MPU clock. Hence, if the printer interrupt is enabled immediately following an interrupt, it could take nearly two full print drum rotations or approximately 1.5 seconds to print a line of text. This is a relatively long period in terms of MPU processing time; if the printer required continuous control during this period, it would be impractical in many applications. Fortunately, the printer signals may be used in an interrupt driven approach that will be clarified as more control program is described.

The printer interrupt service routines are designed so that the MPU can resume other system tasks shortly after each printer interrupt is serviced. The relationship between the printer signals and MPU activity is shown in Figure 5-2.1.4-5. The approximate time in which the MPU is busy servicing the printer is indicated by the cross-hatched area following each allowed interrupt. Using this interrupt driven approach involves the MPU for less than 30 msec out of each 850 msec print cycle.

The majority of this time is used during the Print Service routine, PRNTIT (Figure 5-2.1.4-6). Printer operation requires that the selected print hammers be engaged only during the time between \(\mathrm{TP}_{\mathrm{n}}\) and TLn (See Figure 5-2.1.4-1). The PRNTIT routine selects the hammers that are required during a given interval and causes them to engage and disengage at the required times. Most of the processing time (approximately 0.6 msec following each TL pulse) is spent determining which hammers should be engaged during the next interval.

Referring again to Figure 5-2.1.4-5, TL41 will be the first CB1 transition after PRNTIR has enabled CB1 to be negative edge sensitive. TL41 will cause the IRQB line to go low interrupting the MPU in the same manner as before, except that this time the IRQB flag is set by CB1. The interrupt sequence will jump to PRNTIT (Figure 5-2.1.4-6) instead of PRNTIR.

\begin{tabular}{|c|c|c|}
\hline \[
\begin{aligned}
& 560 \\
& 570
\end{aligned}
\] & & \\
\hline 590 & 7077 & E6 8008 \\
\hline 600 & 7C:7A & E6 8009 \\
\hline 610 & 7C7D & 8502 \\
\hline 620 & PCTF & 27 1F \\
\hline \(6: 30\) & \(7 \mathrm{C81}\) & E6 3c \\
\hline 640 & 7583 & F7 800b \\
\hline 6.50 & 7086 & \(86: 34\) \\
\hline 660 & 7088 & B7 8009 \\
\hline 670 & 7ceB & 8648 \\
\hline 680 & 7081 & [6 92 \\
\hline 690 & 708F & 5月 \\
\hline 700 & 7090 & E6 FD \\
\hline 710 & 7092 & 4F \\
\hline TEO & 7093 & 26 Fs \\
\hline 730 & 7095 & 8630 \\
\hline 740 & 7 C 97 & E7 3009 \\
\hline 750 & 7C9A & 8629 \\
\hline 760 & 7С9C & BD 6.30 .3 \\
\hline 770 & 7C9F & 3B \\
\hline 780 & 7CAO & 8630 \\
\hline 790 & TCAE & E7 8009 \\
\hline 800 & 7CA5 & CE PEB8 \\
\hline 810 & 7CH8 & DF DP \\
\hline 820 & TCAA & F6 800A \\
\hline 830 & 7CAD & C6 311 \\
\hline 840 & 7CAF & F7 800B \\
\hline 850 & 7CB2 & 3B \\
\hline
\end{tabular}

(b)

FIGURE 5-2.1.4-4 Reset Service


1 PRINTIR active * Enables interrupt by TL41.
2 PRNTIT active
PRINTIR active - Enables interrupt by TL41
PRNTIT active - Selects hammers to be engaged at PTO
PRNTIT active - Enagages selected hammers.
4 PRNTIT active - Disengages hammers and selects hammers to be engaged at next TP.
PRINTIR active - Terminating the print cycle; then performs a paper/ribbon feed.

(a)


Again the first thing done is to clear the IRQB flag and the \(\overline{\text { IRQ }}\) line by reading ORB (XP1DRB). Then lines 910-930 test \(b_{1}\) of CRB to determine whether the CB1 input was positive or negative edge sensitive.
(A) If \(b_{1}=0, C B 1\) was a negative transition and the program branches to PKSCN2 (line 1030) which loads the index register with the current character file (CF) address pointer. The scan loop follows and will be discussed later.
(B) If \(\mathrm{b}_{1}=1\), CB1 was a positive transition, i.e., a TP timing pulse. This means that the hammers must now be strobed. Before this is done, CA1 is cleared and enabled (lines 950-970) to allow the next positive reset transition at CA1 to signal the end of the print cycle. The hammer strobe is then armed to be set low on the next write in ORB by storing \#\$25 in CRB (lines 980 and 990 ). This combination of \(b_{3}, b_{4}\), and \(b_{5}\) also returns CB 2 high on the next CB1 interrupt at TL. The 8 data bits set by the previous scan loop for the B side outputs are then stored in ORB (lines 1000 and 1010) causing CB2 to go low. The strobe inputs on the driver AND gates go high activating those hammers whose data lines have been set high.

Line 1020 returns control to the place the interrupt occurred. The scan loop, PSKCAN (Figure \(5-1.2 .4-7\) ), is the actual data processing section of the program. The column counter (Accumulator B) is cleared and the current character file character stored in the test buffer (lines 1410-1430). The next character file character address is then stored (lines 1440-1450) for initializing the next loop. The first text character address is loaded into the index register before starting the scanning process.

The first instruction in the actual loop (line 1470) compares the column count with \#\$10 (decimal 16) to see if the last text character has been checked. If it has, the program enables an interrupt by the next positive timing pulse transition (lines \(1490-1510\) ) and returns control to the executive program. If the last character has not been tested, the program branches to PVNXT1. Line 1520 loads accumulator A (ACCA) with the text character corresponding to the present column counter value. This is then compared with the current character file (CF) character (lines 1530 and 1540) with the carry bit being set if they match (line 1550), cleared if they don't (line 1570). The carry is then saved by the TPA instruction so that it will not be destroyed by the following test. Lines 1550 and 1600 determine which output register is to be operated on. If the column count is \(\geqslant 8\), ORA; if \(<8\), ORB. In either case the carry bit is restored by the TAP instruction (line 1610 for side B, 1640 for side A) before it is shifted into ORA or the ORB buffer, BFIDRB, using the ROL instructions on line 1620 for side B and line 1650 for side A , (since a write into ORB is required to activate CB2, the data is stored in a buffer until time for hammer activation). Figure 5-2.1.4-8 is the schematic representation of the ROL instruction. As the scan progresses, the bits are shifted from right to left. At the end of the loop, the bits representing the character to be printed will be shifted into the position indicated in Figure 5-2.1.4-9. When the shift has been completed, the column counter and text address pointers are incremented (lines 1660 and 1680), then a branch is executed to the start of the loop.

The control operation just described might appear at first glance to be a slow and cumbersome approach. However, it should be kept in mind that during an actual print operation, less than \(4 \%\) ( 30 msec out of 850 msec ) of the MPU's capability is used.

This combined with the fact that only twenty conventional integrated circuits are being replaced seems to indicate that the control of printers of this class is a trivial task for high performance microprocessors. The proper perspective in this situation is to remember that the MPU is controlling 7-10 other peripheral devices while also performing the executive function and that the control of the printer is accomplished with a minimum of additional expense in hardware ( 200 bytes of ROM) and engineering development time.


FIGURE 5-2.1.4-7 (a): PKSCAN Flow Chart
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 01390 & & & & * SEH & 1 TE: & & FQF SuF & HT EHFF GHO SET DIITFUT LIHES \\
\hline 01410 & E9EE & 5 & & FKSCAH & ELE & E & & EEFD COLUHH EOUHPTEF \\
\hline 01420 & E9EG & He & 00 & & LIH & A & \(\because\) & \\
\hline 01430 & E9EE & EF & 1123 & & STH & A & FWCEF & STDFE EF EHAF IH TST EUF \\
\hline 01440 & EGEE & 0S & & & IHE & & & \\
\hline 01450 & EGEF & FF & \(01 こ 1\) & & ST\% & & PWEEFF & STDRE HEWT EF HDDFESS \\
\hline 01460 & E9EE & FE & 011F & & LT\% & & FUTSEF & GET TE\%T SHAE FDUFESS \\
\hline 01470 & E905 & E1 & 10 & FKCLDF & CMF & E &  & HAS LAST TENT EDLIMH \\
\hline 11480 & E9\% & E'S & 1080 & & EHE & & Furtm 1 & EEEH TESTED \\
\hline 01490 & EGE9 & 85 & SF & & LIAH & H & \(\because \mathrm{T}\) \% & SET EE1 TQ IHTEFT OH HEXT \\
\hline 01500 & E9EE & ET & E00E & & STA & H & SF1CFE & FDS TEHHE OF TIMIHG FULSE \\
\hline 01510 & BGCE & 3E & & & FTI & & & YCS: FETUFH \\
\hline 0150 & EGCF & F6 & 00 & FUrter 1 & LITA & H & \% & STOFE TY EHAE IH ACOA \\
\hline 01530 & E9D1 & E1 & 0123 & & EHP & H & FUCFEF & OUES TENT METEH \\
\hline 01540 & E9I4 & \(E\) & 03 & & BHE & & FWHTE & CUFEEHT EF EHAFASTEF \\
\hline 01550 & EヲTE & O1 & & & SE: & & & YES: SET EAEF'Y \\
\hline 01560 & EFIT & 20 & 01 & & EFEF & & FUHPTS & \\
\hline 01570 & E914 & DI: & &  & ELE & & & HD: ELEAE EAFEY \\
\hline 01580 & E9TH: & 07 & & FurwTS & TFA & & & SAYE SARFY \\
\hline 01590 & E9DE & E1 & 05 & & CHP & E & 408 & WHICH FIA SIDE \\
\hline 01600 & E9III & 20: & \(0 \leq\) & & EGE & & FuTMT4 & \\
\hline 101610 & E9IIF & 06 & & & THF & & & SIDE E: EET EAFPY \\
\hline 01620 & EGE0 & 79 & 01E4 & & PDL & & EF 1 IPEE & SHFT E IHTD FENT ELUFFEF: \\
\hline 01630 & B9E3 & E0 & 114 & & EFE & & Furfat & CLHTIHIUE \\
\hline 01641 & B9E5 & 05 & & F Wrtat 4 & TAF & & & SIDE A: GET CAFP' \\
\hline 01650 & E9E6 & 79 & L008 & & FOL & & SFIDFA & SHFT - IMTD FIA DFA \\
\hline 01E50 & EGEG & 50 & & F'whyT & IHE: & E & & IHEFEMEHT EOLINHH ETE \\
\hline 01670 & BGEA & 19 & & & IM\% & & & IHEFEMEHT TECT FOIHTEE: \\
\hline 01680 & E9EB & 20 & IS & & BE:A & & FKELDP & \\
\hline
\end{tabular}

FIGURE 5-2.1.4-7(b): PKSCAN Assembly Listing


FIGURE 5-2.1.4-8: Roll Left Operation on PIA Registers
\begin{tabular}{|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|l|}
\hline PRINTER COL. \# & 19 & 18 & 17 & 16 & 15 & 14 & 13 & 12 & 11 & 10 & 9 & 8 & 7 & 6 & 5 & 4 \\
\hline OUTPUT FORMAT & & M & I & C & R & O & P & R & O & C & E & S & S & O & R & \\
\hline COLUMN COUNTER & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & A & B & C & D & E & F \\
\hline PIA OUTPUT LINE & PB7 & PB6 & PB5 & PB4 4 & PB3 & PB2 & PB1 & PBO & PA7 & PA6 & PA5 & PA4 & PA3 & PA2 & PA1 1 & PA0 \\
\hline TEXT BUFFER ADDR. & +0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 \\
\hline
\end{tabular}

FIGURE 5-2.1.4-9: Printer Column/Text Buffer Relationship

\section*{5-2.2 BURROUGHS SELF-SCAN DISPLAY CONTROL}

Interfacing displays such as the Burroughs Self-Scan Model SSD 1000-0061 Gas Discharge Display (with memory) to the MC6800 MPU can be done using half of one PIA. The display has a sixteen position, single row array with a 64 character repertoire.

Each character is entered in the right most position, and is shifted left upon entry of another character. When the display has filled to sixteen characters, the left most position will be shifted off the display as subsequent characters are shifted into the right most position. The display is also equipped with a "backspace" (effectively a right shift) and "clear" capability for flexible error correction. Additional characteristics of the display are shown in Figure 5-2.2-1.

The PIA/DISPLAY Interface is shown in Figure 5-2.2-2. The " \(B\) '" side of the PIA is used to connect both control and data signals, leaving the " \(A\) " side available for another peripheral. During initialization, the PB0 throughPB7lines are established as outputs;CA1is an interrupt input and CB2 is a strobe output. Data can be transferred from the MPU to the display using a single instruction, STAA PIADRB, where the data was in accumulator A and the " B " Data Register address was equated to the label PIADRB during assembly. This instruction transfers the next character to the display and simultaneously generates a "data present'" pulse. The MPU can then resume other tasks until it is interrupted by a "data taken" pulse from the display.

\section*{5-3.1 INTRODUCTION TO DATA COMMUNICATIONS}

The following sections contain the hardware and software requirements for a teletype connected directly to the ACIA and for a teletype connected to the ACIA through a pair of modems. The modems enable data stored at a remote site to be transmitted over the telephone lines to an MPU system. Therefore, the only major difference in the software required for the two systems is the modem control functions. For the software examples, data from a teletype tape is stored into memory under MPU control. After the complete message is stored in memory, the data is transferred to a Burroughs Self-scan Display for viewing purposes. The data contained on the tape is stored by program control in memory locations that are specified by the address field on the tape. Data received from the teletype is in the format shown in Figure 5-3.1-1, which is consistent to that used in other MPU software packages. The records consist of a header record (S0), data record (S1), and an end of file record (S9). A data record begins with an S1 preamble, followed by the byte count in that record, the beginning address to store data, the data and the checksum (one's complement of the summation of 8 -bit bytes). Since an error could occur in the reception of the data, the data is repeated several times on tape and an S 8 is used to indicate the end of tape. Examples of the TTY/ACIA and MODEM/ACIA are shown in Figure 5-3.1-2.

\section*{5-3.1.1 TTY To ACIA Hardware}

The hardware requirements to interface a teletype to the MPU system include the Asynchronous Communications Interface Adapter (ACIA) and some form of voltage to current interface circuit or RS232C type interface. The current interface circuits may vary to suit the particular teletype used within the data system. Two of the most common methods of receiving data from a teletype are from a teletype keyboard or teletype paper tape reader. Also, the paper tape reader can have either manual or automatic control. The automatic paper tape reader turns on and off by internally decoding words received on the serial input line. A "DC1" Control word turns the reader "on"' while a "DC3" Control word turns the reader "off;'" DC1 and DC3 control words

\section*{INPUTS (Figures 3 and 5)}

Data Input
Positive logic (a high is written into memory as " 1 "). Data may not be changed during the period in which the WRITE cycle line is in the logic " 1 " state.

\section*{Data Present Pulse}

A logical " 0 " causes the INPUT DATA to be written into memory. Minimum pulse width is 1.0 us. This function is triggered on the high to low transitional edge.

\section*{Clear Pulse}

A logical " 0 " clears the memory. Minimum duration for the SSD1000-0041 is 33 us. Minimum duration for the SSD1000-0061 is 66 us.

\section*{Blank Disable}

A logical " 1 " blanks the display. This input does not affect the memory portion of the system.

\section*{Back Space} A logical " 0 " causes á left-to-right shift of one character. Minimum pulse width is 1.0 us. This function is triggered on the high to low transitional edge.
OUTPUTS (Figure 3)
Write Cycle
A logical " 1 " appears at this output during the WRITE CYCLE beginning with the negative edge of the DATA PRESENT pulse and ending with the DATA TAKEN pulse.
Data Taken
A logical " 0 " pulse occurs when INPUT DATA is written into memory or when BACK SPACE occurs. New data may be entered no less than 100 ns following the low to high transition of the DATA TAKEN pulse.

REQUIRED DRIVE SIGNALS


BLOCK DIAGRAM


TIMING DIAGRAM
\begin{tabular}{|c|c|c|c|}
\hline BINARY INPUT & CHAR: & BINARY INPUT & Char. \\
\hline 0 & @ & 32 & (BLANK) \\
\hline 1 & A & 33 & 1 \\
\hline 2 & B & 34 & . \\
\hline 3 & c & 35 & \# \\
\hline 4 & - & 36 & \$ \\
\hline 5 & E & 37 & * \\
\hline 6 & F & 38 & 8 \\
\hline 7 & G & 39 & 1 \\
\hline 8 & H & 40 & \(\ulcorner\) \\
\hline 9 & , & 41 & ) \\
\hline 10 & J & 42 & - \\
\hline 11 & \(k\) & 43 & , \\
\hline 12 & L & 44 & , \\
\hline 13 & M & 45 & - \\
\hline 14 & N & 46 & \\
\hline 15 & 0 & 47 & \(\checkmark\) \\
\hline 16 & P & 48 & \(\phi\) \\
\hline 17 & - & 49 & 1 \\
\hline 18 & 中 & 50 & 2 \\
\hline 19 & s & 51 & 3 \\
\hline 20 & T & 52 & 4 \\
\hline 21 & \(u\) & 53 & 5 \\
\hline 22 & \(v\) & 54 & 6 \\
\hline 23 & w & 55 & 7 \\
\hline 24 & \(\times\) & 56 & 8 \\
\hline 25 & Y & 57 & 9 \\
\hline 26 & \(z\) & 58 & \\
\hline 27 & , & 59 & - \\
\hline 28 & 2 & 60 & \(<\) \\
\hline 29 & 1 & 61 & \(=\) \\
\hline 30 & 1 & 62 & \(>\) \\
\hline 31 & \} & 63 & , \\
\hline
\end{tabular}

TRUTH TABLE

FIGURE 5-2.2-1: Burroughs Self-Scan Display Characteristics


FIGURE 5-2.2-2: PIA/Burroughs Display Interface


Frames 3 through \(N\) are hexadecimal digits (in 7-bit ASCII) which are converted to \(B C D\). Two \(B C D\) digits are combined to make one 8 -bit byte.

The checksum is the one's complement of the summation of 8-bit bytes.



TTY to ACIA System


FIGURE 5-3.1-2 TTY/ACIA and MODEM/ACIA Systems


FIGURE 5-3.1.1-1 MPU to TTY Interface
are teletype requirements. The manual paper tape reader requires an externally provided relay to turn the reader on and off via the ACIA. For the system shown in Figure 5-3.1.1-1, the Request to Send \(\overline{(R T S)}\) output of the ACIA is used to control the relay; the \(\overline{\text { RTS }}\) output is normally used for interfacing to a modem. There are separate data lines for serial-in and serial-out data transfer from the teletype which connect to the transmit data output and receive data input of the ACIA via the interface circuits. The current/voltage options for the serial-in and serial-out data lines of the teletype are (1) 20 ma , (2) 60 ma , or (3) RS232C. Typical interface circuits for options 1 and 3 are shown in Figure 5-3.1.1-1. The 4 N 33 optical coupler can provide the 20 ma requirement, and the MC1488 and MC1489A line driver/receiver provide the RS232C specifications. Communication between the teletype and other devices is accomplished with an asychronous data format. This format requires that the data bits are preceded by a START bit (space) and followed by 1 or more STOP bits (mark). The teletype requires a minimum of \(11 / 2\) STOP bits for completion of mechanical operations within the teletype.

\section*{5-3.1.2 TTY To ACIA Software}

The flow diagram and assembled program for the communications routine are shown in Figure 5-3.1.2-1 and 5-3.1.2-2 respectively. The shaded areas in these figures represent requirements for using a modem and therefore would be deleted in a program that does not utilize a modem. Referring to the assembled program and flow diagram, the internal power-on reset of the ACIA is released by master resetting the ACIA via the control register. Then, the control register of the ACIA is set for word length, parity, etc. If at any time a power-fail occurs, these two steps must be repeated to initialize the ACIA. Next, in lines 150-200 the PIA is initialized to receive data from the MPU System and output this data to the Burroughs Self-Scan display.

Line 240 turns on the teletype by the control character "DC1." If a relay is being used to turn the reader on instead of a control character, the \(\overline{\text { RTS }}\) output of the ACIA could have been used to control the relay.

Line 260 initializes a memory location that stores error conditions from the data that is received.
Lines 280-370 ignores all data that is on the tape until an S1, S9, or S8 indication is found. An S1 indicates a data record as shown in Figure 5-3.1-1, and the following is performed on the data record in lines \(400-590\). The memory location for accumulating a checksum is cleared. Next, the number of bytes in the data record (minus two for the byte count) is stored in memory. The next four bytes on the tape represent the beginning address for the data and these four bytes are loaded into two consecutive addresses. Line 480 loads the X register with the two consecutive addresses making a 16 -bit address.

In lines 520-590 the remaining data in the record is stored in consecutive addresses beginning at the address specified on the tape. A byte count of zero indicates the end of the record and the checksum is checked for a data error indication. The final checksum is generated by adding the accumulated checksum to the checksum ( 1 's complement) at the end of the record and incrementing the total by one resulting in all zero's with a carry. If the checksum does not equal zero, the error memory location is loaded with a one at line 580.

The remaining data records are handled as above until the end of file (S9) is read. Then, at line \(600-620\) the error memory location is checked for an error indication. If an error was stored in this location, the routine looks for a duplicate of the message on the tape and processes data as before. If data is read into the MPU without any errors the tape reader is turned off by a "DC3" control word at line 680. Again, if a teletype with a relay is used, the \(\overline{\text { RTS }}\) output of the ACIA could be used to turn off the relay. In lines \(810-970\) the data is fetched from memory and displayed at a program controlled rate on the Burroughs self-scan display.

The input and output of characters through the ACIA is done by the subroutine contained in lines \(980-1300\). Beginning at line 980 , the status of the receiver data register is checked until a full condition exists.
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\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{00050} & \multicolumn{2}{|l|}{BE00} & ELi00 & EDU & W6こ00 & AITESS \\
\hline 00060 & & \multicolumn{2}{|l|}{8201} & CE110 & E0！ & \(0100+1\) & ASIADA \\
\hline 00070 & & \multicolumn{2}{|l|}{8023} & FIFG & ED1 & 59023 & FIA \\
\hline 0 mab & & \multicolumn{2}{|l|}{80E：} & FIHII & E00 & 5302こ & \\
\hline 00090 & \multicolumn{3}{|l|}{0こ00} & & DFE & W200 & \\
\hline 0010 & & & & ＊EHTEF & PDUEF & OH & \\
\hline 00110 & 1200 & Br & E3 & CK140 & LTH H & FEES & MASTEF FESET， \\
\hline 00120 & －202 & E7 & SE00 & & STA & \(6 ¢ 100\) & \\
\hline 00130 & प205 & 86 & H9 & & LIA A &  & CDHTELA MOET \\
\hline 00140 & ロこ07 & \(\mathrm{EP}_{7}\) & Q200 & & STA A & 6100 & \\
\hline 00150 & पこ0A & 86 & 23 & & LDA H & － 23 & \\
\hline 00160 & ก2d： & ET & 日023 & & TH A & FIHC & \\
\hline 00170 & D20F & 5 & FF & & LTAA \({ }^{\text {a }}\) & \＃fFF & \\
\hline 00180 & प211 & EF & \％0z & & STA A & FIATI & \\
\hline 00190 & 0214 & 86 & ER & & STA A & \＃fe¢ & \\
\hline 00玉90 & 0216 & B7 & E0z3 & & \(\operatorname{STH}\) & FIET & \\
\hline \[
\begin{aligned}
& \text { niz1! } \\
& \text { nijeze } \\
& \text { nne30 }
\end{aligned}
\] & \[
\begin{aligned}
& 1215 \\
& 4=15 \\
& 0=15
\end{aligned}
\] & & \[
\begin{aligned}
& 32110 \\
& \frac{135}{59}
\end{aligned}
\] & \[
\text { C1. } 1.21
\] & 1t54 FHITE PHE &  &  \\
\hline पп240 & ロ2こ0 & 96 & 11 & & LTH A & \＃农11 & IIT 1 \\
\hline 00250 & 0をここ & E7 & 8e91 & & STH A & 0110 & \\
\hline ロ0゙G0 & 03こ5 & 86 & 00 & CRE54 & LDAF & \(\because 0\) & IHITIALIEE EEFG \\
\hline 00270 & ロこご & E7 & 0\％28 & & ETA & C以SE0 & \\
\hline 00こ80 & DEEA & EL & 02C4 & EREE0 & IF & CrEg口0 & IHFUT EHAF \\
\hline 00290 & 万2こ！ & 81 & 5 & & EMF F & ヶ゙3 & \(\square\) \\
\hline 00800 & 万こ2F & 26 & \(=9\) & & EFIF： & CFEGO & \\
\hline 00310 & 1231 & EL & 024 & & 1 SE & ExGor & \\
\hline 008こ0 & 9234 & S1 & 37 & & EmPA & サ＂ & 9 \\
\hline 00330 & 0236 & －7 & SF & & EEO & ヒF\％00 & \\
\hline 00940 & 0¢38 & E1 & 31 & & EmP & \＃＊1 & S1？ \\
\hline 00350 & 0394 & E7 & 08 & & EET & －680 & \\
\hline 90360 & 0284 & E1 & \(3 \%\) & & CHP & \％ & E\％ \\
\hline 0080 & リア马E & EG & EF & & Etic & CヒEEO & \\
\hline 098E0 & 0240 & CE & 04 & & LOA E & 4．\(\ddagger\) & \\
\hline 00590 & いこ4ご & 20 & 30 & & EPA & Crat & \\
\hline 00400 & 1244 & TF & 08\％ & － 8 ¢ & Cla & －2300 & ZEFD ESM \\
\hline 00410 & ण玉47 & EL & 9801 & & 15 & CrEm？ & \\
\hline 604 07 & ロシ4 & 80 & Qe & & S1E & － & \\
\hline 00430 & 0こ4\％ & 97 & 02天7 & & OTA F & －r3010 & BITE OUIT \\
\hline 01440 & 3245 & EII & 0361 & －4E0 & JFF & C¢300 & FEAE \(\because\) FPFly \\
\hline 00450 & 0こ52 & ET & 1937 & & डTन & Cras & \\
\hline 010460 & 0こ55 & EL & 0361 & & 158 & Cre00 & \\
\hline 010770 & 0こ56 & BT & 9ुE & & STB & Cx3840 & \\
\hline 9194 0 & 6马5 & FE & 6327 & & 1n¢ & Crsese & Hmerse \\
\hline 00490 & UESE & ET & 935 & CH 7 O & 15 & Crgan & \\
\hline b950 & 0三61 & 7 F & 8937 & & DEE & －kget & \\
\hline 00510 & 0254 & E？ & 05 & & EED & GEa0 & \\
\hline 905\％ & ロ26 & AT & 00 & & STA & ＜ & STDPE DATA \\
\hline
\end{tabular}

FIGURE 5－3．1．2－2 Assembled Data Comm Program（Sheet 1 of 3）
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline 00590 & 0268 08 & & & IHS & & & & \\
\hline 00540 & 026\％20 & \(F 3\) & & EFA & & \(\mathrm{EC47}\) & HEST E & HPE \\
\hline 00550 & ПESE 7 C & 1926 & ER530 & IHE & & CK8\％00 & & \\
\hline 00560 & 026E ご & E4 & & EED & & EKEG0 & & \\
\hline 00570 & 0270 E6 & 01 & & LTA & H & \＃1 & & \\
\hline 00880 & 0こヲこ EF & 1238 & & ETA & H & CKEEO & & \\
\hline 00500 & 0275 \(\because 0\) & E3 & & ERE & & －KE6 & & \\
\hline 00600 & 0ET EE & 0888 & ERT00 & LIF & H & ERSEE0 & CHELE & EFFGF \\
\hline 00610 &  & ロご & & EED & & Cト\％30 & & \\
\hline 006e0 & ロミア区 こ0 & 日 & & EFA & & ERES4 & & \\
\hline 008\％0 & 02FE ES & 00 & F4730 & LTIA & E & 40 & & \\
\hline 00540 & OEGO ES & 5200 & Cl 70 & LDA & H & 5 E 100 & & \\
\hline 00650 & 0289 47 & & & HSE & P & & & \\
\hline 0086ロ & 02844 & & & ASF & A & & & \\
\hline 00570 & 0255 24 & \(F 9\) & & EO & & CK740 & & \\
\hline 00890 & 029\％日c & 93 & & LIA & A & \％\％98 & 1153 & \\
\hline 0069 & 1989 E7 & Ez01 & & STA & H & CE110 & & \\
\hline 00790 & nese EE & ここ00 & CFPE1 & LDA & H & C0100 & & \\
\hline 00710 & UESF 47 & & & ASE & A & & & \\
\hline 00780 & 029047 & & & HSE & H & & & \\
\hline 00790 & 9291 & Fg & & ECi & & －851 & & \\
\hline 09740 & 029\％E7 & 8е01 & & STA & A & EL10 & & \\
\hline 9075 & ワ2ヲ6 E6 & 8e00 & ECFGE & LTH & F & ES10 & & \\
\hline 907 0 & \(0,7 \mathrm{ar}\) & & & HSE & F & & & \\
\hline 00770 & Dご乐 47 & & & HSE & H & & & \\
\hline 00780 & 0こうE 24 & EF & & EIS： & & CFPE & & \\
\hline \[
\begin{aligned}
& 1117^{2} 91 \\
& 111=41
\end{aligned}
\] & \[
\begin{aligned}
& \text { 129.11 } 36 \\
& \text { resf }
\end{aligned}
\] & \[
\begin{aligned}
& 43 \\
& e=0 i
\end{aligned}
\] & E1:7Er & \[
\begin{aligned}
& \mathrm{LIIF} \\
& =\frac{14}{2}
\end{aligned}
\] & \[
\mathrm{H}
\] & \[
\begin{aligned}
& \because \pm 4= \\
& 5-11011
\end{aligned}
\] & \[
\overrightarrow{\mathrm{T}}==1
\] & \\
\hline 00310 & पZHE EE & 01000 & ETAET & LI\％ & & \＃里0 & & \\
\hline 008E0 & 02月5 C5 & 4 F & EEE1 & ITIA & F & \＃S4F & Calit & \\
\hline 00830 & 0ЕН7 E\％ & FF & TINE & LTA & A & \＃FFF & & \\
\hline 00840 & 02H5 4F & & TIMEI & DEC & H & & & \\
\hline 90850 & ロЕAH こE & FII & & E，HE & & TIMEI & & \\
\hline 0096 & 0EAT 5月 & & & TEE & E & & & \\
\hline 冋0¢？ & OEFD 26 & FS & & EtE & & TTMEE & & \\
\hline 00\％e0 & DEAF HE & 00 & EES & ITA & F & \(\cdots\) & & \\
\hline 09870 & पEE1 0¢ & & & IHS & & & & \\
\hline 00900 & ПEEE \({ }^{1}\) & \(E H\) & & Enf & H & FEP & & \\
\hline 01910 & UEE4 2三 & 1 & & EHE & & HEYT & & \\
\hline 00950 & 0EEE 3G & & & FTS & & & EHD DF & FeDg \\
\hline 907\％ & 0ЕEF ET & Enez & HEYT & TTP & a & FIHIT & & \\
\hline 00940 & प习EA F\％ & 502． & HETT & CIH & E & FIHC & & \\
\hline 00\％ 0 & OEET－4 & 60 & & HEO & E & \％6\％ & & \\
\hline 0096 & OERF E7 & F9 & & EES & & HEXT1 & & \\
\hline 0070 & QR－1 TE & 0605 & & N－ & & EES1． & & \\
\hline 00590 & 0¢¢¢ Et & 820 & C®O00 & LTA & F & \％100 & I AFUT & 二HFE \\
\hline 00970 &  & & & तSE & H & & & \\
\hline 01000 & 929 25 & 0 O & & E5S & & CSI00 & EF & \\
\hline \[
\begin{array}{r}
91019 \\
310=19 \\
41039 \\
111448
\end{array}
\] &  & \[
\begin{aligned}
& 4.4 \\
& =5 \\
& 12: 5
\end{aligned}
\] &  & \[
\begin{aligned}
& 8+19 \\
& 65! \\
& 64 \\
& 5 \cdot 4
\end{aligned}
\] & & \[
\begin{aligned}
& 4514 \\
& 41=940 \\
& 452 \\
& 51540
\end{aligned}
\] &  &  \\
\hline
\end{tabular}
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\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 01050 & 02円こ & 47 & CKE100 & HSE & F & & \\
\hline 01060 & 02T3 & 47 & & HSE & A & & \\
\hline 01070 & 12T4 & 47 & & ASF & A & & \\
\hline 01080 & 0こD5 & 47 & & ASP & F & & \\
\hline 01090 & 02п¢ & 24 184 & & ELC & & GE170 & \\
\hline 01100 & 0こाE & C6 02 & & LIA & E & ＋安 & FE \\
\hline 01110 & 0こIA & 20 H4 & & EFA & & C6740 & \\
\hline \(0 \pm 120\) & ロこIIT & 47 & CKE170 & ASE & H & & QuFry \\
\hline 01130 & 02D1 & \(34 \quad 05\) & & ECE & & CREE10 & \\
\hline 01140 & 0こDF & 86 9E & & LITH & H & 4き & \\
\hline 01150 & OEE1 & E7 日zes & & STH & H & Cr8E0 & \\
\hline 01160 & OEE4 & 47 & CkEE10 & HSE & A & & \(F \cdot\) \\
\hline 01170 & OEES & E4 05 & & EOE & & CrEES0 & \\
\hline 01130 & OEE？ & 86 13 & & LIF & A & ＋3 & \\
\hline 01190 & 02E9 & E7 08E8 & & STA & H & ER8E80 & \\
\hline 01200 & OEE： & EG 8E01 & 6K250 & LTE & i & GL110 & LDAD EHAF \\
\hline 01210 & DEEF & B4 FF & & AHTI & H & ＋事FF & \\
\hline 01Eこ0 & OEF1 & \(B 17 \mathrm{~F}\) & & CMF & H & \＃FFF & IGHMPE FUEDITE \\
\hline 91ES0 & UEFS & EF CF & & EET & & ERE000 & \\
\hline 91240 & UEFS & F6 8e00 & CEEGO & IIP & \(E\) & CEI00 & ELHD EHFE \\
\hline 01250 & UEFS & 57 & & HSF & E & & \\
\hline 01260 & 0259 & 5 & & HSE & E & & \\
\hline 01E70 & 0¢FA & 24F9 & & ESE & & StE2e0 & \\
\hline 01280 & प15\％ & B7 8e01 & & STA & H & E110 & \\
\hline 91E90 & nごF & 5 & & CLF & E & & \\
\hline 01300 & 0200 & 39 & & FTS & & & \\
\hline 01310 & E301 & \(8 \pi-1\) & CFO000 & ES & & OKEOロ0 & \\
\hline 913 O & 0 0 5 & 3137 & & CMF & H & ＋599 & EELDI： \\
\hline 01330 & प805 & EF OE & & ELE & & CK3040 & \\
\hline 01340 & 050 & 80 97 & & U1E & H & 47 & ASETI TDHES \\
\hline 01350 & 089 & 43 & CK304 & 95－ & F & & \\
\hline 91350 & 0307 & 48 & & HE & F & & \\
\hline 91370 & USTE & 42 & & HSL & H & & \\
\hline 01380 & 030 & 48 & & HCL & F & & \\
\hline 01390 & 0 0 0 & E7 U8डE & & OTA & A & －6350 & \\
\hline 41409 & 0810 & GD EC & & ES & & CKE000 & EMI CHFF \\
\hline 01410 & 0 E & 9129 & & OMP & H & 458 & \\
\hline 01490 & 1814 & EF DE & & ELE & & ER2130 & \\
\hline 01430 & 051E & 307 & & SUE & H & \＃？ & \\
\hline 91．440 & 0818 & 54 IF & CKS 30 & Hiti & A & \％19 & MASE TO A EITS \\
\hline 01450 & 0317 & FE 03 F & & 1．DF & E & r8950 & \\
\hline 01460 & 9315 & \(1 E\) & & QEF & & & \\
\hline 91470 & 091E & 16 & & TAE & & & \\
\hline 01480 & 031F & Fe 030 & & Aat & E & －28E00 & \\
\hline 01490 & 日玉こき & F7 0\％es & & STA & E & CkSent & \\
\hline 01500 & 025 & 39 & & FTS & & & \\
\hline 01510 & 0\％28 & 00！1 & Ek360！ & Ten & & i & CHECKSM \\
\hline 01590 & 0927 & 00\％1． & C6910 & Pre & & \(\pm\) & EYTEGT \\
\hline 91530 & 0228 & 1001 & －¢9EE0 & Qme & & 1 & EFPDF \\
\hline 01540 & 0329 & 9091 & CF2830 & Fme & & 1 & YH1 \\
\hline 91550 & 0929 & 0101 & －63C40 & EME & & 1 & CLS \\
\hline 1150 & 9325 & 0191 & －63659 & EME & & 1 & \\
\hline
\end{tabular}

Then the remaining status bits (framing, overrun, and parity error) are checked for an error condition on the received character. If a framing error condition exists, indicating a possible loss of character synchronization, the program is terminated. The fact that an overrun or parity error occurred is stored and the program continues to receive characters. The character is loaded into the A-register of the MPU from the ACIA in line 1200. In lines 1240 to 1280 , the received character is transmitted back to the source. This is accomplished by checking the status of the transmitter and when empty the character is loaded into the transmitter data register.

The characters stored on tape are in ASCII notation but represent hexadecimal numbers; the alpha-numeric representation for \(0-15\) in hexadecimal is \(0-9\), A-F ( \(10-15\) ). Therefore, the eight bit ASCII notation must be converted to a four bit binary number ( \(0000-1111\) ). For the ASCII characters \(0-9\), the four least significant bits are equivalent to the binary representation 0000-1001. For the ASCII characters A-F, subtracting 7 from the ASCII character results in the four least significant bits being equivalent to binary representation 1010-1111. In lines 1310-1490, ASCII characters are converted to four bit binary numbers and then two 4-bit numbers are stored in an eight bit register.

\section*{5-3.1.3 ACIA to Modem HARDWARE}

The MPU system can communicate over the telephone lines to a remote peripheral by utilizing a modem and an ACIA as shown in Figure 5-3.1.3-1. The modem takes serial digital data and converts it to an analog signal for transmission over the telephone lines. Incoming data in analog form from the remote modem is converted to serial digital form by the on-site modem. The ACIA provides the MPU with the ability to control the handshaking requirements of the modem. The first step requires that the Data Terminal Ready (DTR) input be "low" to enable the modem to complete the handshaking. Response by the remote modem to the on-site modem completes the handshaking and results in a 'low'' logic level from the Clear to Send (CTS) output of the modem. After handshaking has been completed, the remote and on-site systems can transmit and receive data. When communications is lost between the modems, the \(\overline{\text { CTS }}\) output returns "high."

In the transmitter portion of the ACIA, the Transmitter Data Register Empty (TxDRE) flag and associated interrupt ( \(\overline{\mathrm{IRQ})}\), are enabled when both the \(\overline{\mathrm{CTS}}\) and Transmitter Interrupt Enable (TIE) functions are enabled. In the receiver portion of the ACIA, the Receiver Data Register Full (RxDRF) flag and associated interrupt (IRQ) are enabled when both the Data Carrier Detect (DCD) and Receiver Interrupt Enable (RIE) functions are enabled; the low to high transition of the \(\overline{\mathrm{DCD}}\) input with RIE enabled generates an interrupt \(\overline{(I R Q)}\). Since the MC6860 modem does not have a Data Carrier Detect output, the \(\overline{\mathrm{DCD}}\) and \(\overline{\mathrm{CTS}}\) inputs of the ACIA can be tied together which results in an interrupt (IRQ) being generated when communications is lost.

Used separately, the \(\overline{\mathrm{DCD}}\) and \(\overline{\mathrm{CTS}}\) inputs of the ACIA allow the use of higher performance modems. For example, a high-performance modem will transmit on one pair of wires and receive on another pair referred to as a four-wire modem system. As in the low speed modem system, the MPU, via the ACIA, generates a \(\overline{\mathrm{DTR}}\) and after a time delay, the CTS output of the high-performance modem goes "low." The transmitter can start transferring data immediately after \(\overline{\mathrm{CTS}}\) goes "low." After the on-site modem receives the carrier frequency from the remote modem, the \(\overline{\mathrm{DCD}}\) output goes "low" and data can be received. The transmit and receive lines of the modem are completely independent of each other which, for example, allows transmission to the remote site when the other line is down.

\section*{5-3.1.4 ACIA To Modem Software}

The program used to receive data from a teletype with the addition of the modem control functions is

used for the following explanation. The local modem is initially enabled by writing a control word into the ACIA as shown in line 130. This control word sets the \(\overline{\text { RTS }}\) output of the ACIA 'low'' and in turn enables the Data Terminal Ready ( \(\overline{\mathrm{DTR})}\) input of the modem. In lines 210 to 230 , the completion of the handshaking between the remote and local modem (indicated by a 'low' on the \(\overline{\mathrm{CTS}}\) bit) is checked until established. Also, during the reception of characters the status of \(\overline{\text { CTS }}\) is checked as shown in lines 1010 to 1020 to insure that the program does not remain in an endless loop if the transmission lines go "down." At the end of the program the modem is disabled in line 790 by writing a control word into the ACIA to set the RTS output "high." This immediately terminates transmission from the modem.

To insure that the last character to be transmitted is received at the remote site, two "pad" characters must be inserted between the last character and the control word \((\overline{\mathrm{RTS}}=1)\) as shown in lines 700-780. This enables the last character to be completely transmitted prior to disabling the modem.

\section*{5-3.2 TAPE CASSETTE SUBSYSTEM}

This section describes the design of an MPU based Tape Cassette Subsystem. The scope is limited to the control of a single transport operated in a bit serial format.

The technique used may be extended to the control of multiple transports, however, this requires some additional hardware (multiplexers for data lines and either an encoder to encode additional control and status lines, or half of another PIA). A similar approach may be used when data is transferred in parallel format. This will require additional data lines ( 8 lines instead of one). The additional data lines could be bidirectional PIA lines, programmable to be outputs during write, inputs during read. Note also that if data is transferred in parallel, the MPU can handle the faster data transfer rates resulting from use of more than one transport. In multiple transport applications, the system will also require additional lines to monitor tape drive status signals such as 'READY" and "BUSY" that provide an indication of whehter the selected transport is available or busy.

In a typical tape subsystem, many functions must be performed, however, only the following basic routines are described in this section.
(1) Search to a given record.
(2) Stop in an interrecord gap.
(3) Write (Fwd).
(4) Read (Fwd).
(5) Write filemark.

\section*{5-3.2.1 HARDWARE DESCRIPTION}

\section*{Tape Transport Description}

The data recorded on the tape conforms to the A.N.S.I. "Specification For Information Interchange" (X3B1/579 - September 14, 1972). The data recording format is shown in Figure 5-3.2.1-1 below. A block recording format is used with each data block consisting of: (A) a preamble (1 byte); (B) data (4-256 bytes) including the Cyclic Redundancy Check Character (2 bytes); and a (C) postamble ( 1 byte).

The Tape Transport that was used has an adjustable capstan controlled Read/Write speed which was set at 15 ips . The search speed was adjusted for an average speed of 100 ips . The pinch roller engagement time is 30 msec (max). Disengagement time is 20 msec . The tape acceleration time is 20 msec to stabilized speed. Speed stability is within the A.N.S.I. specifications. Photo-detectors are used for sensing End Of Tape (EOT) and Beginning Of Tape (BOT). The transport is provided with both a Cassette-In-Place sensor and a File-Protect sensor (also called a Write-Protect sensor). A single Read/Write head is used which is also used to write gaps in erase polarity.

Four control lines are provided for the control of tape motion and to select a given transport. These are:
(1) SELECT/NOT SELECT
(2) STOP/GO
(3) FORWARD/REVERSE
(4) SEARCH/REWIND or READ/WRITE SPEED

Since in the present subsystem only a single tape drive is used, the select line is not used. The interfaces between the PIA, the tape drive, and the control electronics are shown in Figure 5-3.2.1-2.


FIGURE 5-3.2.1-1. Recording Format 800 BPI


FIGURE 5-3.2.1-2. PIA, Tape Drive and Read/Write Control Electronics Interface

\section*{READ/WRITE Electronics Description}

The data to be recorded on the tape is presented to the tape transport in Non-Return-to-Zero (NRZ) format but is recorded in Phase Encoded (PE) format. The data conversion is performed by the logic shown in Figure 5-3.2.1-3. The timing diagram for the conversion from NRZ to PE format is shown in Figure 5-3.2.1-4.

Write data (or CRC Data) is gated through a data selector to flip-flop FF1 which provides a one-bit storage. This storage is necessary because in P.E. format, a phase transition is required whenever the next data bit is the same as the current bit. The exclusive-OR gate compares the next bit with the current bit, and provides a high level to FF2 at phase time whenever the two are equal. The 12 KHz clock is low at data time, and provides a high level to FF2 input at data time. Thus, FF2 always toggles at data time and also toggles at phase time if the next data bit is the same as the current data bit.

The Write data is also sent through a Cyclic Redundancy Check Character Generator (MC8503 CRCC Generator). The CRCC is appended to the data block and the CRC data passes through the same circuitry as the Write data for conversion to the P.E. format for recording. The timing for this operation is also detailed in Figure 5-3.2.1-4. Both the preamble and the postamble are 8 -bit patterns of alternating ones and zeros (01010101-M.S. bit). (This can be used to establish the data rate during data recovery since there is a single transition per bit). During the Write operation, the CRC Generator is enabled after the preamble data has been written. The CRC Generator remains enabled throughout the data block. At the end of the data block, the CRC Data is shifted out of the generator into the Write circuitry.

The read-write head is switched to carry the write current from FF2, via three-state gates enabled by the Read-Write Line (PB1). The series resistors R adjust the write current to a nominal value of 4 ma .

During a Read operation (Ref. Figures 5-3.2.1-3 and 5-3.2.1-5), the write circuits are disabled, and one end of the read head is switched to ground via a three-state gate. The other end passes the read signals onto the read circuits which amplify and convert the read signals to logic levels in P.E. format. The P.E. read data goes to the Phase Locked Loop data recovery circuit which decodes the data and clock signals. The P.E. data also goes to a monostable multivibrator which is used to detect gaps during a search operation.


FIGURE 5-3.2.1-3: Read-Write Circuitry


FIGURE 5-3.2.1-4. Write Operation Timing and Format Conversion


FIGURE 5-3.2.1-5. Read Operation Timing

The Read data goes to the PIA directly (PA0) while the recovered clock goes to the PIA (CA1) via the clock selector circuit. The clock selector selects between the read and write clock during a read or write operation. During a search operation, the gap-detector retriggerable single shot output is substituted for the read-write clock.

During a Read operation, the CRC Generator is turned on after the preamble has been read and remains on throughout the data block, including the appended CRC character. At the end of the CRC character the CRC Error line is examined to see if it is low (all zeros line out of the MC8503, CRC Generator). If the data has been read correctly, the line will be low. (For additional details on the use of the CRCC Generator see the Applications Section of the MC8503 Data Sheet.)

An UNDERFLOW-OVERFLOW Error interrupt is provided in order to abort the current operation in the event of such an error. The interrupt signal is generated when the MPU fails to either write or read data after every clock pulse during the write or read operation. The error flip-flop output should always be high. The normal response to a clock pulse on the clock line (CA1) is to provide a strobe by reading the data and clearing the flag set by the clock pulse.

\section*{Status Signals from Transport and Electronics}

The tape transport contains two microswitches, one to sense the presence of a tape cassette in place, and the other to see if the write protect tab is removed. If the tab is removed, the tape is "Write-protected", and hardware logic disables the write circuitry (the three-state gates at the output of the write flip-flop are turned off, and the clock to the write flip-flop is gated off.) These two signals are available at the PIA interface, and the MPU checks them prior to issuing any "motion'" commands.

The Available signal from the electronics and tape drive is essentially a ground-loop which checks whether all of the cables interconnecting the PIA to the electronics and drive are in place. If a cable is disconnected, the group loop is not completed and a high logic level will be present at the PIA interface.

The EOT/BOT sensor on the tape drive provides a transition when the EOT or BOT is seen. During a Read or Write Operation, this transition triggers a single shot whose output appears at CB2 and PA7 of the PIA (Figure 5-3.2.1-6). The single-shot period is set to a time such that one complete record may be read or written. If the single shot times out, then it will generate an interrupt to the MPU system via the PIA, and will stop the tape transport. This hardware controlled stop is a safety feature, and prevents damage to the tape cassette if there is system failure. Normally, the MPU examines the EOT/BOT line at the end of each record being read or written. If the EOT/BOT transition has occurred, the MPU will stop the transport (and this will reset the single-shot). During a Search Operation if EOT or BOT is seen an interrupt is generated to the PIA immediately. Note that the EOT/BOT signal is used both as a status signal (on PA7) and as an interrupt signal (CB2). This allows the MPU to read the EOT/BOT status before system operation is interrupted. If tape is at Clear Leader, then PA7 will remain low when the speed select line (PB4) is at a Search Speed (high).

The Phase-Locked-Loop (PLL) Data Recovery circuit is shown in Figure 5-3.2.1-7. The first PE transition after Read is enabled sets the First Bit Detector flip-flop, FF2. P.E. Data is clocked into a two bit shift register (FF3 and FF4) by the PLL clock (Fout). Each time there is a transition on the P.E. data line, a pulse, one VCM period in duration is generated from the exclusive OR gate tied to the outputs of the two bit shift register. The VCM also clocks a window counter whose carry-out output ( \(\mathrm{TC}=1\) during count \(\$ \mathrm{~F}\) ) generates the read clock which clocks the Read Data to the PIA (PA0). The time during which the Q3 output of the counter is high (count 8 through \(\$ F\) ) is defined as the data window (or data time). If a P.E. transition occurs during the data window, it is gated through to the Preset Enable (PE) input of the counter, and presets the counter to the middle


FIGURE 5-3.2.1-6. EOT/BOT Circuitry with Hardware Safety Feature


FIGURE 5-3.2.1-7: Phase Locked Loop
of the data window (count of \(\$ \mathrm{C}\) ). The timing diagram in Figure 5-3.2.1-8 shows nominal system operation after the preamble has been read and the system is in exact lock. If the P.E. transitions occur anywhere within the "data window", the P.L.L. system will track them and adjust its output frequency accordingly. P.E. transitions during window-counter counts of 0 to 7 will be gated off because the Q3 output will be low. Thus, only the data transitions affect the P.L.L. system frequency. For additional details of P.L.L. data recovery, see Section 5.4 (Floppy Disk). Additional details on the design of the P.L.L. system are described in Motorola's Phase Locked-Loop Systems Data Book and Application Note AN-535, 'Phase Locked Loop Design Fundamentals." These publications may be obtained by writing to the Literature Distribution Center, Motorola Semiconductor Products, Inc., P. O. Box 20912, Phoenix, Arizona 85036.

The Not-In-Sync circuit checks to see if a data transition occurred during the data window. (The circuit is enabled after the preamble has been read, and remains enabled throughout the data record via the Enable CRC line.) If there is no P.E. transition within the "data window", the Not-In-Sync latch is set. The Not-In-Sync signal is ORed with the Overflow/Underflow signal, and generates an interrupt to the PIA (on line CB1).

An Auto/Manual multiplexer (see Figure 5-3.2.1-6) is used to allow tape motion operation either under MPU or manual control. Manual operation is useful during program and system debugging.

A complete logic diagram of the tape-cassette Read-Write and Control circuitry that was used is shown in Figure 5-3.2.1-9.


FIGURE 5-3.2.1-8. Read Data Recovery Timing (After Preamble, with Loop in Lock)


FIGURE 5-3.2.1-9: Cassette Serial Read/Write and Control Logic (Sheet 1 of 3)


FIGURE 5-3.2.1-9: Cassette Serial Read/Write and Control Logic (Sheet 2 of 3)


FIGURE 5-3.2.1-9: Cassette Serial Read/Write and Control Logic (Sheet 3 of 3)


Pinch Roller Engage/Disengage Time \(=\mathbf{3 0} \mathbf{~ m s e c}\)
Tape Acceleration Time \(=20 \mathrm{msec}\)
\(\therefore\) Tape up to Speed 50 msec after start motion command

FIGURE 5-3.2.1-10. Read Operation Sequence Timing

For MPU controlled operation, the Auto/Manual switch is placed in the Auto position. Tape Motion and Read/Write functions are then controlled via the PIA interface. For example, if it is desired that the tape be moved forward at Read/Write speed, the interface at the PIA must be set to:
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{4}{*}{Data Reg. B} & 7 & 6 & 5 & 4 & 3 & 2 & 1 & 0 \\
\hline & 0 & X & 1 & 0 & X & X & X & X \\
\hline & GO & & \multicolumn{6}{|l|}{FWD RD/WRT} \\
\hline & & & \multicolumn{6}{|l|}{where X denotes a ' don't care'' condition} \\
\hline e.g. & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}

If the binary word 00100000 is present at the interface, then the tape will move in a forward direction at Read/Write speed. Similarly if the binary word 00000000 is present at PB0-7, then the tape will move in a reverse direction at Read/Write Speed.

Examples of other basic tape motion commands are shown below:


For a typical read operation, the MPU issues a sequence of commands to the circuitry via the PIA. The sequence may be depicted by the timing diagram of Figure 5-3.2.1-10. The tape motion command initiates motion in the forward direction at Read/Write Speed. The MPU then allows sufficient time for the pinch roller
to engage the capstan and for the tape to come up to stable Read/Write speed. The MPU next reads the preamble (by counting eight P.E. transitions) and then enables the CRC generator. It is assumed that by this time the P.L.L. read circuitry is in lock and has begun to successfully track the data rate variations. The MPU begins to transfer data in bit serial form to the Read/Write Data Buffer in the MPU system. If any read errors occur due to loss of synchronization in the P.L.L. circuits or due to overflow, the hardwired logic generates an interrupt to the MPU system via the PIA.

In the description of the above sequence, only the PIA B side interface operation has been discussed. Typically, the MPU performs other operations, such as initializing the PIA so that it can communicate with the \(\mathrm{read} / \mathrm{write}\) and control electronics; checking to see if the tape drive is available for the desired operation; enabling the EOT/BOT and Read Error interrupts; and using an Interval Timer to generate the required delays for allowing the tape to come up to speed. These additional operational details are discussed within the software documentation.

The Write operation sequence is illustrated in Figure 5-3.2.1-11. Tape motion is started in the Erase mode, and a start-gap is written. The Start-Gap duration is slightly longer than the total time it takes for pinch roller engagement and for the tape to come up to stable speed. The MPU then disables the Erase mode and enables write data to be gated to the P.E. write circuits. After the preamble word has been transferred, the CRC is enabled (so that it accumulates the checksum). The CRC remains enabled till the data from the MPU has been transferred. Next, the CRC is shifted out to the Write circuitry followed by the postamble word from the MPU. The MPU then issues a stop command and allows the stop-gap to be written by keeping the write current on until the tape stops. At this time, the tape drive is placed in a Read-Forward Mode \((\mathrm{PB} 1=1 ; \mathrm{PB5}=1 ; \mathrm{PB} 7=1)\) if no other records are to be written.

\section*{Start, Stop, and Interblock Gaps}

An Interblock gap is defined as the distance between two successive blocks of data, and it is specified by the A.N.S.I. specification, referenced earlier, to have a nominal length of \(20.3 \mathrm{~mm}(0.8 \mathrm{in})\) with a minimum length of \(17.8 \mathrm{~mm}(0.7 \mathrm{in})\) and a maximum length of \(500 \mathrm{~mm}(19.7 \mathrm{in})\). Any gap in excess of 500 mm ( 19.7 in ) is considered to be end of data.

From a study of the tape drive specifications, a tape motion velocity profile may be generated (see Figure 5-3.2.1-12) and used to calculate Start, Stop, and Interblock gap lengths. With reference to Figure 8, note that tape motion begins 30 msec after the motion command is issued and reaches stable speed 20 msec


FIGURE 5-3.2.1-11. Write Operation Sequence
later. This is the Startgap delay. Since the tape is actually moving for only the last 20 msec of the start gap delay, the Physical Startgap corresponds to the length of tape moved during the Startgap delay. If desired, a longer Startgap may be written by continuing in Erase even after stable tape speed has been reached. Similarly, the Physical Stopgap is the length of tape moved after the Stop command and until tape motion actually stops. If desired, a longer Stop-Gap may be written by enabling Erase at the end of data, prior to issuing a Stop command.

Two operations are performed at Search speed: (1) Rewinding tape; (2) Searching to a given record on tape.

Typically, tape is rewound at Search speed until the BOT marker is seen and then moved forward at Read/Write speed to the Load Point. The Load Point (Figure 5-3.2.1-13) is the logical beginning of tape and establishes the reference point from which record counts are kept. The Load Point is located in the Initial Gap between the BOT marker hole and the first record to be written or read.

Note that when rewinding tape to Load Point, the BOT marker is encountered twice, and this must be accounted for in the MPU control program for this operation.


To search to a given record, the MPU counts the interrecord gaps while moving the tape at Search Speed. Since the tape is moving at a much faster speed during Search, it is necessary to slow down the tape to a Read/Write speed prior to getting to the desired record to enable the tape to stop within the required Interrecord gap. For example, to read or write the 15th record, tape is moved at search speed until the 13th Inter-Record Gap (I.R.G.) and then switched to a Read/Write speed until the 14th I.R.G. is reached before a stop command is issued. (It may not be necessary to stop the tape in the I.R.G. prior to reading or writing the 15 th record. The two operations may be performed sequentially without issuing the stop command.)

\section*{5-3.2.2 SOFTWARE DESCRIPTION}

The Tape Cassette Subsystem uses a 256-byte Data Buffer for storage of Read and Write data and 20 bytes of storage for flags and variables. The variables determine the direction and speed of tape motion, the number of records being written, and other similar directive commands to the subsystem.

At Power-On, the Tape PIA is initialized so that the A-side is defined as inputs and the B-side is defined as outputs, and the tape is moved to the Load Point. An Interval Timer is used to generate the delays needed during tape operations.

\section*{Move to Load Point}

When a tape cassette is inserted in the Drive, it may be at Clear Leader either on the BOT or EOT end, or it may be in the "Middle" of the tape between the BOT and EOT markers. A number of different schemes may be used to move the tape to the Load Point. The method used may be either completely automatic or require some operator intervention. The Rewind to Load Point operation described here assumes that the tape has, at some prior time, been advanced past the BOT marker and it is desired to rewind the tape to the Load Point. (This operation is distinguished from the Load Forward operation where the tape has been rewound to Clear Leader and needs to be moved forward to the Load Point. The Load Forward operation requires that the tape be moved forward until the BOT is seen and then advanced past the BOT to the Load Point. To enable the MPU to determine if the tape has been rewound to clear leader, where both EOT and BOT sensors will be triggered, it may be desirable to bring the EOT and BOT lines as separate inputs to the PIA interface. It is also possible to generate a Clear Leader status signal from the EOT and BOT sensors.) The flow chart for the System Integration of the Rewind to Load Point operation is shown in Figure 5-3.2.2-1. Additional details are shown in the Flow Chart and Assembly Listing of Figures 5-3.2.2-2 and 5-3.2.2-3, respectively.


FIGURE 5-3.2-1-13. Load Point


FIGURE 5-3.2.2-1: System Integration of
Rewind to Load Point

\section*{Write Routine}

The Write Routine consists of three subroutines, TKWRT1, TKWRT2, and TKWRT8. TKWRT1 is used to write the Startgap, TKWRT2 is used to write one complete record (Preamble, Data, CRCC, and Postamble), and TKWRT8 is used to write the Stopgap. If more than one record is to be written, tape motion is not stopped in the Interrecord Gaps.

The Executive Program determines the ending address of the Data Buffer and stores the address in the end address buffer TKDATA.

There are three possible sources of Interrupts during the execution of the Write program. They are: (1) Underflow Interrupt, (2) EOT Interrupt, and (3) Interval Timer Interrupt. The Underflow Interrupt occurs if the MPU does not provide the next Data Bit when it is requested by the Write Clock transition on the CA1 Interrupt input to the PIA. The operation will then be aborted by the MPU. The EOT interrupt should not normally occur during the Write operation since the EOT single-shot period is set to a time greater than the length of one record. The hardware design is such than even if an EOT transition is seen on starting Write motion, there is enough time to complete that record before being interrupted by the EOT single-shot. The MPU, via the Executive Program, checks if EOT was seen and alerts the operator to insert a new tape cassette into the drive when necesary. If no Write Clock is present, then the Write Operation is aborted after a time slightly longer than the length of one record. This results in one record being erased. It may be desirable to set a shorter time period (e.g., a time equal to two bit times or 166.6 milliseconds) to abort the Write operation. The details of the Write Operation are shown in the Flow Charts of Figures 5-3.2.2-4 and 5-3.2.2-5 and in the accompanying Assembly Listing of Figure 5-3.2.2-6.

\section*{Read Forward Routine}

The Read Forward Routine consists of four subroutines: TKRD00,TKRD02, TKRD09, and TKRDST. TKRD00 is used to check tape status and to bring the tape up to speed if the status is good. The Tape Status check consists of checking for Tape Available, Ready, Cassette in Place, In Sync, EOT Seen, and CRCC Error. Whenever the tape is stopped, the hardware sets the In Sync and CRCC Error status bits to a good status. This allows a single Read Status Check subroutine, TKRDST, to be used both while the tape is stopped and while it is in motion. TKRD02 is the basic Read Routine which reads the Data portion of a record including the two bytes of CRCC. (Data is transferred to the Read Data Buffer in serial format). The CRCC is checked at the end of the Data portion, and appropriate operation codes are set to inform the Executive of the operation status. TKRD09 is used to stop the tape motion and store ending status.

The details of the Read operation are described in the Flow Chart and Assembly Listing of Figures 5-3.2.2-7 and 5-3.2.2-8, respectively. There are three possible sources of Interrupts during the execution of the Read program. They are: (1) Overflow Interrupt, (2) EOT Interrupt, and (3) Interval Timer Interrupt. The Overflow interrupt occurs if the MPU does not read the next Data Bit when its presence is indicated by the Read Clock transition on the CA1 Interrupt input to the PIA. The operation will then be aborted by the Overflow Interrupt. The EOT interrupt should not normally occur during the Read operation since the EOT single-shot period is set to a time greater than the length of one record. This implies that even if an EOT transition is seen on starting Read motion, there is enough time to complete that record before being interrupted by the EOT single-shot. If no Read Clock is present, then the Read Operation is aborted after a time corresponding approximately to the length of one record.


FIGURE 5-3.2.2-2: Move to Load Point Flow Chart (Sheet 1 of 2)


FIGURE 5-3.2.2-2: Move to Load Point Flow Chart (Sheet 2 of 2)
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FIGURE 5－3．2．2－3．Move to Loadpoint Assembly Listing（Sheet 1 of 4）


FIGURE 5-3.2.2-3. Move to Loadpoint Assembly Listing (Sheet 2 of 4)





YMEDL TAELE
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline I WSERW & 0011 & 510 MS & 0100 & TKEELF & 0300 & TKRLF1 & 0312 & TKELFE & 0315 \\
\hline TKELFS & 0.325 & TKFLF'4 & 0391 & TKFLFS & 094 E & TKELFE & 0359 & TKELF 7 & 0351 \\
\hline TKSTAT & 0365 & TVIL YOC & 0014 & TVOFST & 0010 & TVSTAT & 0013 & TVSUSF & 0015 \\
\hline XPECRA & C01E & SFECRE & C013 & XFEDEA & codo & \%FEIRE & C011 & SPSCEA & 1002 \\
\hline MPSEE & 1003 & XPSUEA & 1000 & XPSDRE & 1001 & & & & \\
\hline
\end{tabular}

FIGURE 5-3.2.2-3. Move to Loadpoint Assembly Listing (Sheet 4 of 4)


FIGURE 5-3.2.2-4: System Integration of Write Routine


FIGURE 5-3.2.2-5 Flow Chart of Write Routine (Sheet 1 of 2)


FIGURE 5-3.2.2-5 Flow Chart of Write Routine (Sheet 2 of 2)
\begin{tabular}{|c|c|}
\hline 00010 & NFM TKWET1 \\
\hline 00020 & －REv 0．13 AS \({ }^{\text {－}}\)－1－3－75 \\
\hline 00030 & ＊ \\
\hline 00040 & OFT \(\quad\) S \\
\hline 00000 & ＊＊WRITE SUEFRUTINE＊＊INTRFT－IFIVEM＊＊ \\
\hline 00080 & －THIS SUERDUTIHE IS USEI TD urite \\
\hline 00090 & ＊UHFIAELE LENITH FEEDFIS． \\
\hline 00100 & －EAIH FECDED EDHSISTS DF A 1－E＇TE FREAMELE： \\
\hline 00110 & ＊FFOM 4－2SE E＇TES DF IARA GHHIEH IHILIIIES． \\
\hline 001 00 &  \\
\hline 00140 & ＊the sthrtirg hndress af the inta \\
\hline 00150 & ＊ElIFFEF I C defined E＇Y TKimata．THE \\
\hline 00160 & －ENIIHG AIIDEESS STDFED IH TYDRTA IIEFINES \\
\hline 00170 & －THE HIMEEF DF E＇YTES IH THE HEXT FEEDRI． \\
\hline 00180 & －THE ENDIHG ADIPESS IS DETEFMINEI AS \\
\hline 00190 &  \\
\hline 00200 & ＊THE NIMEEF DF WDFIS IH THE NEXT FECDEI． \\
\hline 00310 & ＊THE TKWFT1 FRGIRAM MDYES IATA STDFEI \\
\hline 0ロここ0 &  \\
\hline 00250 & ＊ A STAFTGAF DF EFASED TAFE IS UFITTEN FRIDF \\
\hline 00240 & ＊TD THE FIFST EIT DF FFEAMELE AHII A STDFIGFi \\
\hline ロ0こ50 & －DF EFASEI TAFE IS wFITTEN AT THE ENI \(\square F\) THE \\
\hline \(00 こ 6\) & ＊LAST EIT \(\square F\) the fastamble filifirg the stafgaf \\
\hline ロロご或 & ＊THE UFITE CUFFEHT FEMAIMS \\
\hline 0020 & ＊MDTIDH HAS STAFFEI．AH INTEFWRL TIMEF IS ISEI \\
\hline 00290 & ＊FDE STAFTGAF AMI STDFGAF TIMING ANII TD \\
\hline 01000 & ＊HEDET THE WEITE DFEFATIDN IF HD UFITE ELDEK \\
\hline 0010 & －IS FRESENT．THE DFERATIDN IS AEDFTEI \\
\hline 00300 &  \\
\hline 00580 & ＊TD THE LEHIGTH DF DHE FEEDFII． \\
\hline 0050 &  \\
\hline 0080 & －THE MEITE CEEASE CHFPEMT IS TIFEHEI DM \\
\hline 01070 & －EUIT A STAF EamMAHII IS HDT ISSUEII IUFIHG \\
\hline 00880 & ＊THE STAFGHF．THE STHFTGAF DF THE HE¢T \\
\hline 00890 & ＊FEEDED IS luEITTEN HS THE EDMTIHJHTIDH \\
\hline 01040 & ＊DF THE FFEEEIING STOFGAF． \\
\hline 0104E0 & ＊THE \(\square\) FeFATIDH STATIS COIES LSEI AFE \\
\hline 010430 & －HS FOLLDWS 氏UE THE THELE GIVEH IH THE \\
\hline 010440 &  \\
\hline 00450 & －DH THE DFEFATIDH STATUS FLAGS\％： \\
\hline 00470 & －EAD THFE STATUS 11100000 \\
\hline 00480 & ＊WFITE EFHEE IH FFOG． 10110101 \\
\hline 00490 & ＊EFASE STOF IH FROE． 10110100 \\
\hline 00500 & ＊MET．DATA EDMFL．－STOF D0100010 \\
\hline 00510 & ＊WFT．DATA EDMFL－－EFASE－GD 00110101 \\
\hline D05E0 & ＊WFT．EFF．－HD ELDEK 11101010 \\
\hline
\end{tabular}




\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline ロこ030 & 10．47 & F5 & 1 ロロ己 & EIT & E & SFEFA & \\
\hline 1020 0 & O47 & EH & FE & EFL & & TKUFTS & FOLL FOF EIT FEOUEST \\
\hline 0こ050 & 万4PE & 46 & & FDF： & A & & FUFGE GLII IHTA EIT \\
\hline 0こ060 & 047F & PG & ワ1こヲ & FOF： & & TWEIAT & SHIFT HEW EIT TD EAFF＇G \\
\hline 0こ日70 & 148こ & 49 & & FOL & \(F\) & & EAFE＇G TD IIATA EIT FOSITIDH \\
\hline Dこ0G0 & 0453 & E7 & 1010 & STA & A & YFSDEE & HE\｜EIT TD FIA \\
\hline 02090 & －486 & FS & 10010 & EIT & E & \(\because F\) SIEA & ELF IHTFE FLAG \\
\hline \(0 こ 100\) & 1049 & 51 & & Irte & E & & INEFEMEHT EIT EHTE \\
\hline のこ110 & 148F & こ6 & EII & EHE & & THOFTS & IF HDT DIHE GET HEYT EIT \\
\hline 0こ1ご & 10480 & 08 & & JH\％ & & & IHE：HI，RDLF．ITHTE． \\
\hline 0こ130 & 1485 & ET： & ワ1こに & EF\％ & & TYIATA & CDMF．FOF EMI FDLE． \\
\hline ロこ1410 & 01490 & こ6 & IE & ErdE & & TFBFTS & LAST UDFII \\
\hline ロこ150 & 149E & PI & ロロこ0 & ITH： & & TWCFIG & CHATGE EFE ENAELEI FLAG \\
\hline
\end{tabular}

FIGURE 5－3．2．2－6．Write Routine Assembly Listing（Sheet 4 of 6）


FIGURE 5-3.2.2-6. Write Routine Assembly Listing (Sheet 5 of 6)
```

GEESO * wFITE STATIS EHEEK SUEFDIITINE
0こT00 04FE EE 1000 TKWFST LIF A OFSMEA FEHD THFE STATIS

```

```

DETE0 04FF BG 1G EQF F \&%0001110N GOMFAFE WITH GDOD STAT.
0ごS0 04FG GT E4 STH A TUSTAT SHWE EFFDF STATUS
0こT40 04FE 3G FTS FETFN FFOM SUEFOIITIHE
0ご50
SMEDL TAELE

```

```

TKCFEG 04E1 TKIATH DOEF TKDEL1 D41E TKFEEE O4EF TKSYN1 O4GE
TKSTHE G4G? TKGEO1 D\&1II TKGFST O\&FE TKHFT1 D400 TKBRTE O4E1

```

```

TKWFTE O4ES TOFEEG O1EE TWCIAT O1ES TYCFEF OOED TYTAFTA OIEE
TYDATL DOES TVLUA D1EF TVOFST O1EH TVFECE DEES TVSTAT DOE4

```

```

AFSGFE 100G \&FSIFH 10OO YFSDFE 1001

```

FIGURE 5－3．2．2－6．Write Routine Assembly Listing（Sheet 6 of 6）


FIGURE 5-3.2.2-7: Flow Chart of Read Routine (Sheet 1 of 2)


FIGURE 5-3.2.2-7: Flow Chart of Read Routine (Sheet 2 of 2)

00010
00000
00030
00040
00060
00070
00080
00090
00100
00110
00150
00130
00140
00150
00160
00170
00180
00190
00 O 0
00210
00こE0
00 0 0
00240
00250
00260
\(00 E 70\)
00 E 0
\(00 e 90\)
00900
00310
003 0
00530
00340
00350
00360
00370
00680
00390
00400
00410
00420
00430
00440
00450
00460
00470
00480
00490
00500
00510

* REEI FDFllari suerdutirl *
*
- this subroutide is usei ta reail fofurri
- dre vhribele lemigth fecdet.
- the startirig aidiress df the inta
- mllafer is ifefimen b'y tkinta. the
- ending hidress stafed in tydata defines
- the humeer af aytes in the hext fecdri.
* hil intervil timer is usen to generate
* the startgaf ani stofgaf inelfirs hril ta
- hedrt the dferentidn if ha fehif glack is
- seen aref the lenath df a fecgari.
- the interwal timee is used in the
* Follabiati seguerice:
- h. 40 meer. ta hllab the thfe ta
- came uf ta SFEED.
- E. 300 msen. Ta hedrt aferetian
- If ho reai clacks
* ■. 30 msec. ta fllaw thfe ta move
- Ihto stafgaf
*
* thfe matian is stafetei bith the
- FEAI CIRCUITS IISAELED. WHEH THE TAFE
- IS IIF TI PFEEI © AFFFROIMATELY 40 MSEGS.
- the fend cifcuits afe enfalen frit the
- mFll loaks far the first eit tefnsitidn.
- the first eit teansitiah suitiches the
- feferertie irfult df the f.l.l. ffom the
* wet. ase. ta the ferbi difth ahi the f.l.l.
- Eegins ta track the ferid iata. the g mits
- df the frempele fre colinten and used foe
- evite aligrment. the f.l.l. is desighei
- to lack ta the infta withil the frefmele
- eits. dece figumulation is stafeten mith
- the first mata eit. inta is trantsferrei
- In eit serifl format fini asgemelen into
- Eites in the inta fugfer. the last tho
- EyTES af the ifta fortidy df the recderi
- hfe the ceg bytes. these hee hot shiften
- inta the infta flaffer bilt the't free
- bocumulatei in the dece gemefetor. at
- the eht of the dege mites, the ded efedr
- Line is eximinei ta see if the iffta
- bas feril cafrectly. status flabs are set
- at the erhi df ehich dferatidn stef before

00520
00.530 00540 00550 00560
00570
00580
00590
00600
00610
\(006 e 0\)
00630
- returning ta the executive.
*
- the dferatign status cales usei are
- is fallaus cuse the table given in the
- TKRELF R RUITINE FDR FURTHER details dH
- an The dferatian status flagss:
* MOVE FWI IN FROGRESS-(10100001)
- REAI FUI IN FROGRESS-(10100011)
- EEAD ERERE IHCOMFL. - \(11100011 \%\)
- RII ERE. ENDIG. STAT. - 11100010
- REAL FECDFI CDMFL. -600100010.

DR: F FEO
\begin{tabular}{|c|c|c|}
\hline & 003 & \\
\hline 008 & 00 & \\
\hline 0090 & 0023 & 00 \\
\hline \(0{ }^{0} 0\) & 00E & 00 \\
\hline 09710 & 0095 & 000 E \\
\hline 00720 & 0027 & 00 \\
\hline 00730 & \(00 \pm 3\) & 000 \\
\hline & 00-9 & \\
\hline
\end{tabular}
```

00760
00770 0400
00780 0400 0100

```
\begin{tabular}{|c|c|c|c|c|c|}
\hline 00950 & & & －MD＇VE & TAFE & TD SFEEI SUBRDUTIME \\
\hline 00970 & 06008 & Eこ & TKRIDO & LIIA E & ：\％11100010 EFPRP DF－CQIE \\
\hline 00980 & DE0E ED & OEBE & & ISE & TKRDST EHK．FEFD STATIS \\
\hline 00990 & 0605 EG & 17 & & EHE & TKEEDO1 \\
\hline 01000 & 0607 CE & \(06 こ 1\) & & LIIN & \＃TKRIIOE SET FII EMAELE FETRH GIIDF \\
\hline 01010 & DGOA DF & こ1 & & STK & IrSERY \\
\hline 01020 & D60C E6 & 0 O & & LIIF E & \％00001100 \\
\hline 01030 & DGEE F7 & 1003 & & \(\triangle T A\) & SFSCEE EHFELE EDT INTRFT． \\
\hline 01040 & 061186 & EE & & LIIA H & \％O0101110 MDVE－FWI ENTRL．WD． \\
\hline 01050 & 0613 ET & 1001 & & STH H & YFSDFB STHET MDYIHG IMFT SFEEM \\
\hline 01060 & DE1E ES & F1 & & LIIH E & F10100001 MCWE－FWD IN FROG． \\
\hline 01070 & 0E1E EE & 0104 & & LIM & \(\because S 10 M S+504\) 40 MSES UFTD SFT．IELA＇G \\
\hline 01080 & D1E FF & E010 & & ST\％ & SFEDRA SET \＆STAFT ITIMEF． \\
\hline 01090 & OEIE IT & EB & TKEIDI & STA E & TWDFST STOFE OFEFATIDH STATIE \\
\hline 01100 & 06E0 3 & & & FTS & \\
\hline
\end{tabular}


ロ1玉テロ＊FEFD FREAMELE
01ESO DESD FS 1 DOE TKFDOS EIT E BFSCFA
01290 0E40 EA FE EFL TKFIDG
01300 0E4E FS 1000 EIT E YFSDEF
\(01310 \quad\) OE4 5 \(5 \quad\) ITH \(E\)
01320 OE4E EGFS EHE TKFTIO
FOLL FOF EIT FEG
                                IIFDATE EIT EHTF
    - FEEAI Ifita


\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|l|}{\multirow[t]{2}{*}{\[
\begin{aligned}
& 01800 \\
& 01810
\end{aligned}
\]}} & \multicolumn{7}{|l|}{＊STAF THFE IH IHTEREEEDFII GAF} \\
\hline & & & & ＊ & & & & & & \\
\hline 11830 & 0697 & \(E\) & Ez & TKFIDG & LITH & E & \(\because 211000110\) & & FII－EFE：EHI & STHT． \\
\hline 01840 & 1069F & EI & ロヒEこ & & IT & & TKFET & CHE E & EHIIHG STAT & \\
\hline 01850 & DEFE & こも & 02 & & EHE & & TKEL10 & & & \\
\hline 0186 & DEA4 & EE & ジ & & LIA & E & \％00100010 & & FEAI FELDFI & IIDHE \\
\hline 01870 & D6F6 & IT & 28 & TKFEIT0 & STA & E & TYOFST S & STOF：E & E DF＇EFATIDH & STATIS \\
\hline 01890 & D6．8S & 86 & EE & & LIA & H & \＆11101110 & 0 F & FI－FWI－STOF & ENTEL． \\
\hline 01890 & DEAF & E \({ }^{7}\) & 1001 & & STH & H & YFELEE & STDF & TFFE & \\
\hline 01900 & DEFD & 39 & & & FTS & & & EETEN & H FFOM SUBF & \\
\hline
\end{tabular}
```

01920 * FEFHI FEDFT SUERDUITINE
01940 OGHE EG EE TKFNAE LIA E *F11100010 FED-FEDFT-DFCDNE
01950 DEEO EO F4 ERA TKFD1O STDF TAFE IH RECDFD GFF
01970
01980
01990
02000
0こ010
0こ0こ0
0こ0こ0
0こ040
0こ050
0こ070
＊ －THTIS EHEGK SUEF：DUTIME

* THIS SUEFDIITIHE EHEGKS THE E|ARENT STATIIS
* IF THE THFE ,HHIEH IS H'VHILAELE AT FAO-FAF.
* THE STHTUS IS CDMFHFEI WITH THE E\&FECTEI
* GDDI STATUS \& F'WHIL . :EAS. IN FLACE,FI'Y'.
* IH STHIE FHD ERC ERE. % FHII THE FESILLT
* DF THE EOMPARISZH IS SHWED IH THE THFE
* STHTIS EIIFFER TUSTAT.
* EHEEK TAFE STATIS SUEFDUTINE
OEOG0 OEEE EG 1000 TKFIST LDA A SFSIFA FEFD TAFE STATUSBLLFE FLAGE
OE100 DEES B4 DE AHD A *%11011110 MASKDUT UHWHNTEI EITS
OE110 OGET ES 1E
0こ120 0GEG 97 24
DE1S0 DGEE SG
0こ140
HHD A \#F11011110 MHSKDUIT UHWFHTEI EITS
EDF A F%00011100 TAFE HVAIL FED WI
STA A TYSTAT SAWE EFFDF STATIIS
FTS FETFNH FFOM SUERTN
EHII

```

SMMEDL TAELE

TKRLDI DG1E TKEDDE DGE1 TKRDOS DGSD TKFDO4 0G54 TKRDOS DEGE
TKRDDG DEST TKRDOF OGEC TKRDOG DGGD TKFIID DEAE TKEIARE DGAE
TKRIST DEES TVEDAT DOET TWEFEF DOEO TWDATA DGEG TWIATL DOES
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\section*{5-4.1 INTRODUCTION}

The floppy disk is fast becoming an important storage media. The promise of low cost and direct access has encouraged minicomputer users to select the floppy disk for mini-mass storage requirements. As microprocessing systems enter the marketplace, proposed applications for the floppy disk broaden to include the "less-than-mini" market. These new applications include:
- Program loaders for intelligent terminals and larger systems
- Key-to-disk keypunch replacement
- Price look-up and credit card verification files for POS systems
- Message buffers for communications systems.

In these applications, the floppy disk will contend with cassettes and paper tape. The attractiveness of floppy disk over other means of mass storage rests in:
- Cost per bit of usable storage
- Cost of the floppy disk subsystem
- Reliability and maintainability
- Ease of media handling and transportability
- Compatibility of recorded data with other systems, large or small.

The purpose of this section is to show techniques for controlling a floppy disk with the MC6800 microprocessor. Because the floppy disk data rates lie at the extreme high end of the MC6800's data handling capability, this section also serves to demonstrate optimization techniques that can be used in applications other than the floppy disk.

The floppy disk itself (often referred to as a diskette) is a removable magnetic storage media which is permanently contained in a paper envelope. The diskette drive is a low cost peripheral which performs the electro-mechanical and read/write functions necessary to record and recover data on the diskette. Reprints from the reference manuals for the CALCOMP 140, Orbis Systems Model 74 and Shugart SA 900 floppy disk drives are appended to this section. Familiarity with floppy disk terminology, operations and specifications will be of value in understanding the design techniques illustrated in this section.

Data is recorded serially on the floppy disk. Due to the high serial data rates, it is necessary to use auxiliary logic for the serial/parallel conversion, data recovery, and data error checking when interfacing the floppy disk to the M6800 system. The hardware which performs this function is usually called a formatter. The formatter also serves as a buffer between the M6800 system and the disk (Figure 5-4.1-1).


FIGURE 5-4.1-1. M6800/Floppy Disk Subsystem

The purpose of the M6800 system and the formatter is to control the diskette drive. Therefore, the combination of the M6800 SYSTEM and FORMATTER blocks in Figure 5-4.1-1 is referred to as the Floppy Disk Controller. As used here, the term '"controller" includes not only the system hardware, but also those microprocessing system programs which directly or indirectly control the diskette drive. The program routines for the floppy disk are often referred to as floppy disk drivers or control modules. A more complete diagram of the controller is depicted in Figure 5-4.1-2.


FIGURE 5-4.1-2. Floppy Disk System

\section*{5-4.2 OVERALL CONSIDERATIONS}

The content of the blocks shown in Figure 5-4.1-2 is the subject of this section. However, before describing the system, it is of interest to discuss the tradeoffs involved in microprocessor-based floppy disk controllers. The decision to design a floppy disk controller using the M6800 system depends upon:


FIGURE 5-4.2-2. Multiple MPU System
(1) The way the disk system will be used in the overall system;
(2) The cost difference between the alternative design methods (such as hardwired logic); and,
(3) Both the short term and long term goals with respect to the use of the disk subsystem.

Due to the high data rates of the floppy disk, the microprocessor is, in effect, busy \(100 \%\) of the time during data handling. This means no other microprocessor peripherals can be serviced while in a disk read or write operation. This is true provided that the transfer of data is controlled by the microprocessor and not via some type of Direct Memory Access (DMA) hardware.

Since no other peripherals can be serviced, interrupts generated by the other system elements must be disabled during disk read or write operations. Allowances must be made in the system design to permit \(100 \%\) system dedication to floppy disk during read and write operations. This can be accomplished in three ways:
(1) If feasible, design the system such that other peripherals will not need service during floppy disk data transfer time. An example of this is a serial task system where each system task is executed in sequence with no overlap (Figure 5-4.2-1).
(2) Dedicate a microprocessor to handle peripherals which never interfere with disk operations and assign the disk to that microprocessor. This microprocessor would then be a peripheral control processor which is subservient to an executive processor (Figure 5-4.2-2). The executive processor could be another micro, a mini or even a large processor.
(3) Dedicate a microprocessor to the disk subsystem.

Alternatives (1) and (2) can represent significant cost savings over a hardwired logic disk controller because the M6800 hardware is shared by the other system peripherals. In alternative (3) the cost of the M6800 parts is directly attributable to the disk system. A dedicated full capability floppy disk subsystem would require a minimum of the MC6800 MPU, 1 K of program storage (usually ROM), 256 bytes of RAM, two PIA's for formatter interface, one half a PIA for the interval timer, one half a PIA for interface to the external world, system clock logic, and approximately 40 SSI and MSI IC's for the formatter. This is compared to approximately 180 SSI and MSI IC's in a hardwired logic design of the controller plus the interface in the executive processor system. Depending on the system design goals, it is possible that the dedicated MPU based design can be more expensive than hardwired logic. Of course, the MPU based design is much more flexible and can be programmed to have a higher level of "intelligence" than its hardwired logic counterpart. If the system has a potential to grow (long term consideration), or if there is a need to design a flexible floppy disk system, a dedicated MPU based design would be a wise decision.

The design described here is limited to non-DMA design, that is, all data transfer is under program control via the MPU. The design discussion will cover methods of R/W head electro-mechanical control (seek operation), write, read, and a specific application called UPC lookup. In this manual, the various routines have not been completely integrated as an operating system, that is, the discussion does not completely link the routines together nor does it include error or malfunction processing.

Single diskette drive formatter logic is described in this section. Expansion of the subsystem to multiple drive control is dependent on the specific floppy disk drive's interface. For example, the Shugart SA 900 interface is designed for "radial" interconnection (Figure 5-4.2-3). In the "radial" interface, all interconnections are dedicated to specific drives.

The CAL-COMP 140 interface is designed for 'daisy chain'" interconnection (Figure 5-4.2-4). In


FIGURE 5-4.2-3. Radial Interface


FIGURE 5-4.2-4. Daisy Chain Interface
the "daisy chain"' configuration, some of the lines are shared and some are dedicated while the Orbis 74 allows for either configuration.

Each type of interface has its advantages. The "radial" interface isolates (buffers) each drive but the 'daisy chain" interface requires less system hardware.

The single drive formatter described in this section is designed to interface to either the Shugart SA 900 ('radial'") or the CALCOMP 140 ('‘Daisy chain'") interface. The Orbis 74 will operate in both modes. On earlier Model 74 's a minor modification must be made to generate the ERASE GATE signal. Because more than one model of diskette drive can be connected certain interface signals are controlled which may not be required by one or the other diskette drive.

The IBM 3740 recording format has been chosen for this design description. Appendix 5-4.D is a description of the recording formats commonly used in floppy disk applications. (Courtesy of Shugart Associates).

The limited scope of this Section is not intended to imply that the MC6800 can not be used in other floppy disk applications. The techniques are general enough to aid the systems designer in most floppy disk applications.


FIGURE 5-4.2-1. Example of a Serial Task System

\section*{5-4.3 SYSTEM HARDWARE/SOFTWARE INTERFACE}

Figure 5-4.3-1 is a functional block diagram which shows all the signal lines between the floppy disk system and the PIAs. Note that two PIA's are used to control the disk system. The following is a brief description of the signals. More detailed descriptions from a programming view follow the brief descriptions.

PIA \#1 is used primarily as a data buffer. Peripheral Register A is the WRITE CLOCK buffer register for write operations and the READ DATA gate for read operations. Peripheral Register B is the WRITE DATA buffer for write operations and is used as a status signal gate for read operations. The four read status signals which are routed to PIA \#1, Peripheral Port B are:
\[
\begin{aligned}
& \text { PB0 + 1ST BIT } \\
& \text { PB3 - CRC }=00 \\
& \text { PB6 - INDEX CLOCK MARK } \\
& \text { PB7 - ID/DATA MARK }
\end{aligned}
\]

NOTE: The + signifies the signal is active in the high logic level when the - signifies low logic level is active.
PIA \# 1 peripheral ports A \& B are used as both inputs (read operation) and outputs (write operation). Because all data field write operations must be preceded by a read ID field operation, the Direction Registers must be restored to all " 0 's" in preparation for a read operation.

CA1 and CA2 of PIA \#1 are used to synchronize the timing of the program to the data rate during read or write operations. CA1 is a service request line. In the read operation a positive transition of the CA1 line indicates that a complete 8 -bit byte has been assembled and is present at the A port. In the write operation a positive transition of CA1 means that the clock and data patterns in Peripheral Registers A \& B have been moved to the external parallel-to-serial shift registers and the Peripheral Registers can now be updated.

Data synchronization is controlled by polling for Interrupt Flag \#1. An active transition of the CA1 line causes Interrupt Flag \#1 of Control Register A to be set to a " 1 '". It takes the MPU a minimum of 8 cycles to recognize that the flag has been set (if the PIA is located in the extended address range \(\$ 0100\) to \(\$\) FFFF). After the flag is recognized by the MPU, write or read data is transferred to or from the PIA. At a 1 MHz MPU clock rate, there is a minimum 8 microseconds delay between recognition of the service request and servicing the PIA.

The BYTE READY/BYTE REQUEST CA1 signal is one bit period in duration. It goes low at the beginning of the last serial bit time of a byte, then returns high at the beginning of the next serial byte (Figure 5-4.3-2). Due to the 8 microsecond program delay, the interrupt flag could be set at the beginning of the last bit period even though the data won't be ready until the end of that period. This lookahead technique can provide additional processing time in critical timing areas of the program.


FIGURE 5-4.3-2. Byte Ready/Request Interface


The CA2 line is the MPU's response to the disk system indicating that the service request at CA1 has been accepted. It is used to signal overrun errors for the read operation and underflow errors for the write operation. The CA1/CA2 operation of PIA \#1 is a handshake mode of operation in which CA2 is set high on an active transition of CA1 and returned low by a MPU read instruction (LDA, BIT, etc).

CB2 of PIA \# 1 is a control signal called "ABOVE TRK 43'" that is used only in write operations. When recording data on a diskette track greater than 43, this line is raised high. This signal is used by the CALCOMP 140 and Orbis 74 to control the write current amplitude on inner tracks in order to reduce the effects of a phenomena called "bit shift." \({ }^{1}\)

PIA \#2 is used as a control, status and interrupt interface. The control signals are:
PA0 - WRITE GATE
PA1 - ENABLE WRITE
PA2 - ENABLE CRC
PA3 - SHIFT CRC
PA4 - DISK SELECT (CALCOMP 140 ONLY)
PA5 - FILE INOP RESET
PA6 + READ ENABLE
PB4 + FORWARD DIRECTION
PB5 - HEAD LOAD
CA2 - STEP

The status signals are:
PA7 + TRACK 00
PB0 + NOT IN SYNC
PB1 + DISK SYSTEM INOPERABLE
PB2 + UNDERFLOW/OVERRUN
PB3 + WRITE PROTECTED
PB6 - READY
PB7 + INDEX

The interrupt signals are:
```

CA1 - READY
CB1 + INDEX
CB2 + R/W ERROR

```

The use of the control, status and interrupt signals is described with the appropriate operation.
The following is a general summary of PIA Control Register and Peripheral Register assignments in the floppy disk programs as seen by the operating programs. Refer to Section 3-4 of Chapter 3 for additional information on PIA operation.

\footnotetext{
\({ }^{1}\) The bit density of the diskette increases as the radius of the track location decreases. This means that the magnetic flux reversal of the bit being written affects the bit that had just been written. The magnetic field generated by the \(\mathrm{R} / \mathrm{W}\) head is approximately proportional to the amount of current in the head. The ABOVE TRK 43 signal causes less current to pass through the R/W head thereby reducing the intensity of the magnetic field. This signal is not used by the Shugart SA 900 Diskette Drive.
}

FP1CRA -PIA \# 1, Control Register A; Address \$8082;
\begin{tabular}{|l|l|l|l|l|l|}
\hline \(\mathrm{b}_{7}\) & & & \\
\hline
\end{tabular}
Describes CA1 operation. CA1 is the input signal BYTE REQUEST for Write Operations and BYTE READY for Read Operations. Interrupt Flag \#1 (Bit 7, FPICRA) is set to a " 1 " by a high-to-low transition of the BYTE REQUEST/BYTE READY signal. Interrupts to the MPU from Interrupt Flag \#1 are disabled.
\begin{tabular}{|l|l|l|l|l|l|}
\hline \(\mathrm{b}_{0}\) \\
\hline
\end{tabular}
Describes CA2 operation during data transfer programs. CA2 is the output signal R/W HANDSHAKE. When BYTE REQUEST/BYTE READY (CA1) makes a high-to-low transition, CA2 responds with a low-to-high transition. The CA2 output is restored low by a Read Peripheral Register A (DP1PRA) instruction such as:

LDAA FP1PRA
or BITB FP1PRA.
During data transfer, the program must execute a Read FP1PRA instruction before the next BYTE REQUEST/BYTE READY high-to-low transition at CA1 or an Underflow (WRITE OP)/Overrun (READ OP) error latch will be set.


Describes CA2 operation when not transferring data. This Control Register bit configuration holds R/W Handshake (CA2) low when not transferring data to prevent the UNDERFLOW/OVERRUN latch from being set.

FP1PRA - PIA \# 1, Peripheral Register A; Address \$8080;
Write Operation:
\(\stackrel{\mathrm{b}_{7}}{\text { WRITE CLOCK }_{1}^{\mathrm{b}_{0}}}\)
\(0<\) PA \(>7\), Write Clock Buffer;
For a Write Operation, these PIA lines are defined as outputs. Peripheral Register A stores the clock pattern to be recorded on disk.

Read Operation:

\(0<\) PA \(>7\), Read Data;
For a read operation, these lines are defined as inputs. The PIA lines P0-P7 are the parallel read data lines.

\section*{FP1PRB - PIA \#1, Peripheral Register B; Address \$8081}

Write Operation:
\({ }^{\mathrm{b}_{7}} \mathrm{~W}^{\mathrm{b}_{0}}\)
\(0<\mathrm{PB}>7\), Write Data Buffer;
For a write operation, these lines are defined as outputs. Peripheral Register B stores the data pattern to be recorded on disk.
Read Operation:


For a read operation, these lines are defined as inputs.
PB0, +1ST BIT;


1ST BIT is a read status signal which latches when a " 1 " data bit has been detected in the serial read data. The 1ST BIT latch is enabled and cleared by the ENABLE CRC control signal.


PB3, -CRC = 00;
\(\mathrm{CRC}=00\) is a Read Data validity error check. CRC \(=00\) goes low for one byte period after a record has been read if there were no read errors detected.


PB6, -INDEX CLOCK MARK;
INDEX CLOCK MARK goes low for one byte time during a read operation when the serial data stream contains \$D7 in the clock bits. This unique pattern is recorded 46 bytes after the INDEX signal and is referred to as "Soft Index."


PB7, -ID/DATA CLOCK MARK;
ID/DATA CLOCK MARK goes low for one byte time during a read operation when the special clock pattern \(\$ C 7\) is detected. When this signal occurs, it means the next BYTE READY signal (CA1) is for the first data byte of the record.

P1CRB - PIA \#1, Control Register B; Address \$8083;


CB2 is used as an output to generate the ABOVE TRACK 43 control signal. When the disk track address is greater than 43 , the CB2 line is set high.


When the track address is less than \(43, \mathrm{CB} 2\) is restored low. During a write operation, the ABOVE TRACK 43 signal controls the write current amplitude.


Select PIA \#1 Peripheral Register B;
\(\stackrel{\mathrm{b}_{7}}{\square} \square|\square| 0 \square^{\mathrm{bo}}\)
Select PIA \#1 Direction Register B

FP2CRA - PIA \#2, Control Register A; Address \(\$ 8042\)


CA1 is programmed to generate an MPU interrupt when the diskette drive goes from a Not Ready to Ready status during initialization.
\begin{tabular}{|c|c|c|c|}
\hline \(\mathrm{b}_{7}\) & \multicolumn{3}{|c|}{\(\mathrm{b}_{0}\)} \\
\hline & & & 1 \\
\hline
\end{tabular}

When in a data transfer operation CA1 is programmed to generate an MPU Error Interrupt when the drive goes Not Ready.
\begin{tabular}{|l|l|l|l|l|l|}
\hline \(\mathrm{b}_{\mathbf{0}}\) \\
\hline & \multicolumn{4}{|c|}{} & \\
\hline
\end{tabular}
When not in a data transfer operation, the Ready Interrupt is disabled.


CA2 is the output control signal STEP. During a seek operation, the R/W Head is moved one track by pulsing the STEP signal (CA2). When in the seek operation, the step pulse is generated by reading PIA \#2 Peripheral Register A (FP2PRA).

When not in the seek operation, the STEP signal is held high.


Select PIA \#2 Peripheral Register A;

Select PIA \#2 Direction Register A;

FP2PRA - PIA \#2, Peripheral Register A; Address \$8040;
\(\mathrm{b}_{7} \quad \mathrm{~b}_{0}\)
\begin{tabular}{|l|l|l|l|l|l|}
\hline & & & & & \\
\hline
\end{tabular}
PA0, -WRITE GATE (output);
WRITE GATE turns the diskette drive's write current on.
\(\mathrm{b}_{7}\)
\begin{tabular}{|l|l|l|l|l|l|}
\hline & & & & & \\
\hline
\end{tabular}
PA1, -ENABLE WRITE (output);
ENABLE WRITE switches the formatter hardware to write mode.


PA2, -ENABLE CRC (output);
Write Operation:
ENABLE CRC gates the Polynomial CRC Generator on. ENABLE CRC is set low during the byte time in which the address mark is moved to the write buffer.

\section*{Read Operation:}

When ENABLE CRC is set low, the read operation begins. The CRC Polynomial Generator is gated on automatically at 1st bit time. Raising ENABLE CRC high resets the Formatter read circuits.


PA3, -SHIFT CRC (output);
SHIFT CRC is used during write operation. SHIFT CRC is set low the byte time after the last data byte is moved to the write buffer. This causes the accumulated CRC bytes to be appended to the serial write data stream. SHIFT CRC must be held low for two byte times.


PA4, -DISK SELECT (output);
DISK SELECT enables the diskett drive's interface.


PA5, -FILE INOPERABLE RESET (output);
FILE INOPERABLE RESET clears any latched error conditions. If the error condition is "hard", i.e., present at time of reset, the error latch will not reset.


PA6, +READ ENABLE (output);
READ ENABLE enables the NOT IN SYNC error latch to be set in the event serial read data synchronization is lost. READ ENABLE is raised high during a read operation after the desired address mark is recognized by the program.


PA7, + TRACK 00 (input);
TRACK 00 is a diskette drive status signal which goes high when the \(\mathrm{R} / \mathrm{W}\) head is at Track 00.

\section*{FP2PRB - PIA \#2, Peripheral Register B; Address \$8041;}


PB0, + NOT IN SYNC (input);
NOT IN SYNC is an error latch signal which is set when a zero bit is detected in the clock pattern being read. The NOT IN SYNC error latch cannot be set when READ ENABLE is low.


PB1, +DISK SYSTEM INOPERABLE (input);
DISK SYSTEM INOPERABLE is the logical OR of FILE INOPERABLE from the diskette drive and ENABLE WRITE if the drive WRITE PROTECTED status is active. This signal is an error latch output which means that the disk system is unsafe to use.

Note: Unsafe in this context means recorded data may be destroyed.
\begin{tabular}{|l|l|l|l|l|l}
\(\mathrm{b}_{7}\) \\
\hline
\end{tabular}

PB2, +UNDERFLOW/OVERRUN (input);
UNDERFLOW/OVERRUN is an error latch which is set when the microprocessing system did not respond to the disk system BYTE REQUEST/BYTE READY in time. This indicates that data has been lost. The PIA \#1 CA1 \& CA2 handshake mode of operation govern the timing of this error condition.
\begin{tabular}{|l|l|l|l|l|}
\hline \(\mathrm{b}_{7}\) & & \\
\hline \multicolumn{1}{l|}{\(\mathrm{~b}_{0}\)} \\
\hline & & & & 1 \\
\hline
\end{tabular}

PB3, + WRITE PROTECTED (input);
WRITE PROTECTED is a diskette drive status signal which indicates that a write operation should not be attempted. An error condition will result if ENABLE WRITE or WRITE GATE is made active while the drive is write protected.

PB4, +FORWARD DIRECTION (output);
When high, FORWARD DIRECTION will cause the R/W head to move toward the center (increasing track address) of the disk with a step pulse. When low, the R/W head will move away (toward TRACK 00) from the hub with a step pulse.


PB5, -HEAD LOAD (output).
When low, the \(\mathrm{R} / \mathrm{W}\) head contacts the diskette recording surface.
\(\mathrm{b}_{7}\)
\(\mathrm{b}_{0}\)


PB6, -READY (input).
READY is a diskette drive status signal which indicates that the drive is ready to be operated.


PB6, +INDEX (input).
INDEX is a pulse of approximately 450 microseconds in duration which occurs once every revolution ( 167 milliseconds). INDEX indicates the beginning of a track.

\section*{FP2CRB - PIA \#2, Control Register B. Address \$8043.}
\(\mathrm{b}_{7} \quad \mathrm{~b}_{0}\)
\begin{tabular}{|l|l|l|l|l|l|}
\hline & & & & & \\
\hline
\end{tabular}
During write data operations, the leading edge of INDEX implies a WRITE ERROR.


During the format write operation, the leading edge of INDEX is the initial timing reference. The INDEX interrupt is disabled in the format write and when not in a data write operation.

R/W ERROR interrupt is enabled during data transfer operation. R/W ERROR is the logical OR of NOT IN SYNC, DISK SYSTEM INOPERABLE and UNDERFLOW/OVERRUN. During data transfer operations, a low to high transition on CB2 generates an MPU interrupt. The interrupt program then aborts the data transfer operation.


When not in a data transfer operation, the interrupt is disabled.


Select PIA \#2 Peripheral Register B.
\begin{tabular}{|l|l|l|l|l|l}
\(\mathbf{b}_{7}\) \\
\hline & \multicolumn{1}{l}{} & & & & \\
\hline
\end{tabular}

Select PIA \#2 Direction Register B.

\section*{5-4.4 DISK PROGRAM ROUTINE LINKING CONTROL}

The programs listed in this section operate under a supervisory (host) program. In order to enable the host program to determine the operational status of the floppy disk, three bytes of RAM storage are maintained by the floppy disk drivers.

The first byte, called FVDELT, defines how far away the R/W head is from the desired track location (Table 5-4.4-1).

TRACK DELTA CODES

OXXXXXXX HEAD NOT ON DESIRED TRACK
00000000 HEAD SETTLING ON DESIRED TRACK
11111111 SEEK NOT IN PROGRESS (I.E., COMPLETED OR ABORTED)

TABLE 5-4.4-1. 'FVDELT' Ram Location

The second byte (Figure 5-4.4-2) is the overall ending status of the last disk operation executed. Operation status is stored in RAM location FVABOR. The codes are used by the executive and error processing routines to determine the major state of the disk system. FVABOR is also tested in the interrupt poll routine to determine if an interrupt occurred during a floppy disk Read or Write operation. If an interrupt occurs during floppy disk read or write, the normal interrupt poll is not executed. Instead a special disk interrupt routine is executed that aborts the disk routine that was interrupted.
\begin{tabular}{lll} 
FVABOR & & \multicolumn{1}{c}{ OPERATION CODE } \\
& 00010000 & \\
01010000 & & SEEK IN PROGRESS \\
00010010 & & SEEK ABORTED \\
00010001 & & SEEK COMPLETED \\
01010010 & & RESTORE IN PROGRESS \\
00010010 & & RESTORE ABORTED \\
01111111 & & SEEK VERIFY ABORT \\
10001000 & & READ IN PROGRESS \\
01001000 & & READ ABORT BY PROGRAM \\
01101000 & & READ ABORT BY INTERRUPT \\
00001010 & & READ COMPLETE \\
10000100 & & WRITE IN PROGRESS \\
01000100 & & WRITE ABORT BY PROGRAM \\
01100100 & & WRITE ABORT BY INTERRUPT \\
00000110 & & WRITE COMPLETE \\
10001100 & & WRITE FORMAT IN PROGRESS \\
01001100 & & WRITE FORMAT ABORT BY PROGRAM \\
01101100 & & WRITE FORMAT ABORT BY INTERRUPT \\
00001110 & & WRITE FORMAT COMPLETE
\end{tabular}

The third byte is the error status code. Any bit set to a " 1 " in this code indicates a disk system malfunction has occurred. When a disk subsystem error is detected, an error code which describes the cause of the error is stored in RAM location FVSTAT. (Table 5-4.4-3).
```

    BIT
    POSITION
BIT 0
READ OPERATION - NOT IN SYNC
IN A READ OPERATION "NOT IN SYNC" MEANS THE DATA RECOVERY
CIRCUITS ARE NOT SYNCHRONIZED TO THE SERIAL DATA.
BIT 1 DISK SYSTEM INOPERABLE
THIS SIGNAL IS AN OR OF THE FOLLOWING ERROR CONDITIONS.
BIT 2 OVERRUN/UNDERFLOW
BIT 3 WRITE OPERATION - WRITE PROTECTED
BIT 4 READ OPERATION - CRC NOT EQUAL TO OO
BIT 5 NOT HEAD LOAD
BIT 6 NOT READY
BIT 7 WRITE OPERATION - INDEX

```

TABLE 5-4.4-3. 'FVSTAT' Ram Location

\section*{5-4.5 SEEK AND RESTORE OPERATIONS}

The floppy disk records data on 77 circular tracks numbered \(00-76\). In order to access a certain record, the \(\mathrm{R} / \mathrm{W}\) head must first be locked in position at the track which contains that record. The operation which performs the head movement function is called a seek operation. For the floppy disk, a seek is executed by stepping the head one track at a time. The timing between steps is controlled from an interval timer.

The restore operation is similar to the seek operation. The main difference between seek and restore is that a restore operation always moves the \(\mathrm{R} / \mathrm{W}\) head to track 00 . After the seek operation has completed, the only way to verify that the proper track has been accessed is to read the track address of the ID field. When track 00 is accessed, the diskette drive generates a TRACK 00 status signal from an electrical/mechanical sensor. The restore operation is completed when the TRACK 00 signal goes active.

Figure 5-4.5-1 is a partial system flow chart which shows how the floppy disk seek routines might integrate into the system program. Referring to the flow chart, entry into the disk routines is controlled by a host program - sometimes referred to as an executive program.

The seek function is divided into two parts, the SEEK INITIALIZATION routine and the INTERRUPT DRIVEN SEEK routine.

The SEEK INITIALIZATION routine is entered by the host program. The routine calculates the number of tracks and direction the head must move, sets up the disk control signals, and generates the first interval timer interrupt to begin head movement.


FIGURE 5-4.5-1. Typical Host/Floppy Disk Program Interaction

Head movement from track to track is controlled by the INTERRUPT DRIVEN SEEK program routine. This routine is interrupt driven by the interval timer. Because the actual seek is interrupt driven, the host program is free to execute other routines while the seek is in progress. The interval timer is set to 9.9 milliseconds for each step of the seek. However, the interrupt poll plus additional processing time causes the time between steps to be closer to 10 milliseconds. When the seek is completed, a seek complete indicator flag is set. It is the responsibility of the host program to test this flag before advancing to a disk read or write operation.

For seek and restore control, the MC6800 interfaces to the diskette drive via a PIA as shown in Figure 5-4.5-2. The two control signals DIRECTION and STEP govern head movement from track to track: The diskette drive specifications also require that the HEAD LOAD signal be active and WRITE GATE signal be inactive during head movement. The status signal, TRACK 00 , is active when the head is located at the outermost track.

The STEP signal clocks a three bit left/right rotating shift register. The DIRECTION signal controls the direction of bit rotation in the shift register. The outputs of the shift register enable DC current through two of three windings of a three-phase stepper motor (Figure 5-4.5-2). The repetition rate of the STEP pulse is determined by the minimum time it takes the motor to rotate one-third of a turn.

The seek and restore operations are further clarified by the flow charts of Figures 5-4.5-3 \& 5-4.5-4. The Assembly Listings are included as Figures 5-4.5-5 \& 5-4.5-6.

A review of the seek initialization routine shows that the current track memory location "FVCTRK" is stored in positive binary notation for a forward seek and negative notation for a reverse seek. Then in the interrupt driven seek routine "FVCTRK" is incremented to update the current track location.

One of the primary reasons to use floppy disk as a storage media instead of another type of media such as tape cassette is improved data access time. By definition, access time include:
(a) seek-time - the time for the \(\mathrm{R} / \mathrm{W}\) head positioner to move from its present location to the newly specified location ( 10 milliseconds/track);
(b) settle time - the time for the positioner to settle onto the new track ( 10 milliseconds from last step pulse); and
(c) latency time - the time required for the diskette to rotate to the desired position (83.3 milliseconds, average).
The diskette spins at the fixed rate of 167 milliseconds per revolution. On the average, the data will be one half of a revolution - 83.3 milliseconds - away from the head. This is known as average latency time. While there is no way to decrease latency time of a disk system, there are ways to improve overall seek time.

Consider a system in which a single record must be accessed from a large number of records. An example of this type of system is a grocery store price lookup in a point-of-sale terminal. The lookup begins when a commodity with the UPC bar code imprinted on it is scanned. Then the resultant numerical UPC code is decoded to the floppy disk track number where the price data is recorded. A seek operation then moves the R/W head to that track.

The seek portion of data access time is the number of tracks times approximately 10 milliseconds. Accessing the track where the price information is located can be considered to be a random access seek. If the head were initially located at a central track in the price lookup area, then the average and maximum seek times would be minimized. This means that after each price lookup operation, a seek back to the central track would be initiated. Since a seek is interrupt driven, the operation is essentially transparent to the host program. Further, returning the head to a central track can be considered a low priority operation. If the host program


FIGURE 5-4.5-2. Seek/Restore Interface


FIGURE 5-4.5-3. 'FKSKIN' Flow


FIGURE 5-4.5-4. 'FKSEEK' Flow

02890
02108
02118
02128
02130
02140
02158
02168
02178
02188
02198
02208
82220
82230
82240
02250

02270
02280
02290
02300
82310
82320
02338
82340
02350
* this routine prepares the diskette driye * and ram locations for a seek or restore * operation. for a restore operation the current
* TRACK address ("fyctrk") IS PRESET TO 83 AND
* The target track address ("fytrkan) is
* cleared to 00. for a seek operation the
* current track value is determined by the last
* seek or restore operation. the track delta
* ("FYDELT") IS CALCULATED BY SUBTRACTING THE
* Current track from the target track and
* Conyerting the sighed binary result to a
* PoSitiye ginary number.
* the direction of the seek is determined by
* Sign of the track delta before it is converted
* to a positive binary number. if the sign is
* negatiye the seek is reyerse (toward trk ge).
* to initiate the interrupt driven seek rjutine
* a dunmy interyal timer interrupt is generated
* if the timer is not busy. if the timer is
* busy it is assumed that the interrupt uill
* occur uhen the timer runs out, so a dumay
* interyal timer interrupt is not generated.
* thus interference uith concurrent operations
* using the timer is eliminated, i.e. the seek
* will not begin until the timer is ayailable.

TABLE 5-4.5-5. Seek/Restore Preparation Routine (Sheet 1 of 3)

02388
\begin{tabular}{llll}
02480 & 5851 & \(0 F\) & \\
02410 & 5852 & \(7 F\) & 8084 \\
02428 & 5855 & \(C 6\) & 53 \\
02430 & 5057 & 86 & 11 \\
02448 & 5059 & 20 & 85
\end{tabular}

02460
\begin{tabular}{llll}
82480 & \(585 B\) & \(8 F\) & \\
82498 & \(586 C\) & 06 & 03 \\
82580 & \(585 E\) & 86 & 10 \\
02510 & 5870 & 97 & 80 \\
82528 & 5072 & 50 & \\
82538 & 5873 & \(2 A\) & 01 \\
02548 & 5875 & 50 &
\end{tabular}

\section*{02560 \\ 02578}

02588
\begin{tabular}{llll}
82688 & 5076 & 96 & 84 \\
02618 & 5878 & 18 & \\
02628 & 5879 & \(2 A\) & 07 \\
02638 & 5878 & 40 & \\
82648 & \(587 C\) & 58 &
\end{tabular}

02668
02670
\begin{tabular}{|c|c|c|c|}
\hline 02690 & 587 D & 97 & 02 \\
\hline 02788 & 507F & 4 F & \\
\hline 02710 & 5880 & 20 & 84 \\
\hline 02728 & 5882 & 37 & 02 \\
\hline 82730 & 5084 & 86 & 10 \\
\hline 82748 & 5086 & B7 & 8041 \\
\hline 02750 & 5889 & D 7 & 83 \\
\hline 82760 & 5088 & 8 D & 16 \\
\hline 82770 & 588 D & 86 & 24 \\
\hline 02780 & 588F & 87 & 8842 \\
\hline 82790 & 5892 & 86 & 8010 \\
\hline 82880 & 5895 & 85 & 87 \\
\hline 02810 & 5897 & 26 & 88 \\
\hline 02820 & 5899 & 8 A & 85 \\
\hline 82838 & 5898 & 87 & 8810 \\
\hline 02840 & 589 E & \(7 F\) & 8811 \\
\hline 02850 & 58A1 & 8 E & \\
\hline 02860 & 5日A2 & 39 & \\
\hline
\end{tabular}
* RESTORE OPERATION ENTRY = "FKRSTR"
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{5}{*}{FKRSTR} & \multicolumn{3}{|l|}{SEI} & \multicolumn{6}{|l|}{MASK SYSTEM INTERRUPTS} \\
\hline & CLR & & FUTRKA TA & TARGE & \(T\) T & TRACK & K \(=08\) & & \\
\hline & LDA & B & -83 P & PRELO & AD & ARTI & IFICIAL & CURR & TRK \\
\hline & LDA & A & *\%80010001 & 1 P & REL & ORD & RESTORE & OP & COIE \\
\hline & BRA & & FKSP61 & & & & & & \\
\hline
\end{tabular}
* SEEK OPERATION ENTRY = "FKSKIN"
```

FKSKIN SEI
LDA
LDA A %%890108日G PRELDAD SEEK OP CODE
FKSPO1 STA A FYABOR STORE OF CODE
TST B
BPL
NEG B MAKE "FYCTRK" POSITIYE
FKSPQ2 BRANCH IF "FYCTRK" POSITIYE

* SINCE "DYCTRK" IS IN SIGNED BINARY FORMAT IT
* IS iHECESSARY TO cONVERT IT TO POSITIYE BEFORE
* calculating the track delta.

```
```

FKSPE2 LDA A FYTRKA FETCH TARGET TRACK

```
FKSPE2 LDA A FYTRKA FETCH TARGET TRACK
    SBA CALCULATE TRACK DELTA
    SBA CALCULATE TRACK DELTA
    BPL FKSPG3 BRANCH IF DELTA POSITIVE
    BPL FKSPG3 BRANCH IF DELTA POSITIVE
    NEG A MAKE DELTA POSITIYE
    NEG A MAKE DELTA POSITIYE
    NEG B NEGATE CURRENT TRK ADDR.
    NEG B NEGATE CURRENT TRK ADDR.
* "FYCTRK" IS A NEGATIYE BINARY NUMBER IF THE
* SEEK IS REYERSE
```



FLDISK

```
02890
02980
02920 58A3 86 OF
02920 58A3 86 OF
02920 58A3 86 OF
02920 58A3 86 OF
02920 58A3 86 OF
02980 * THE "CPX" INSTRUCTION PERFORMS A DUMMY READ
02998
03000
03820 5080 39
* this routine resets the diskette drive
* ERROR latches and selects the drive.
FKERST LDA A %%00811111
LDA A %%0181111
    LDA A F%O&181111
    STA A fPZPRA REMOYE RESET SELECT DRIYE
    CPX FP2PRA CLEAR ERROR INTERRJPT FLAGS
* to "fP2Pra * FP2PRB" to clear the pia
* Interrupt flags.
    RTS
```

TABLE 5-4.5-5. Seek/Restore Preparation Routine (Sheet 3 of 3)

00688
00618
08628
08630
00640
08650
00660
88670
00688
08698
00780
80710
00728
08730
08748
08750
00770
08788
09790
08800
88818
08820
08830
08848
08850
08878
08880
08890
08908
08910
08920
08930
08948
00950
08968
08978

```
* this routine executes a one track step of
* a seEk or restore sequence. the diskette
* drive moves the head one track fosition
* each time the step signal is pulsed.
* entry into this routine is governed by
* interrupts from the interval timer. the
* TIMER is Preset to 9.9 millisecondS for
* EACH StEP. the number of tracks the head
* must move for a seek oferation is stored
* IN RAM LOCATION "FYDELT." FOR A RESTORE
* OPERATION "FYDELT" IS PRESET TO 83 to INSURE
* that the maximum number of tracks (77) CaN
* be STEPPED. UHEN THE SEEK OR RESTORE IS
* COMPLETED OR aborted "fydelt" is SET to
* all ones. While the seek is in progress
* BIT > Of "FYDELT" IS ZERO.
* ram location "fyctrk" contains the current
* track address of the head. the yalue
* "FYCTRK" IS IN SIGNED BINARY FORMAT.
* IF THE SEEK DIRECTION IS FORUARD
* (FROM TRACK 08) "FYCTRK" IS A POSITIVE
* EINARY NUMBER, I.E. BIT 7 IS zERO. IF
* the seek direction is reverse (toward
* TRACK 08) "fYCTRK" IS a NEGATIYE BINARY
* number, i.e. bit ? Is a one.
* dISK STATUS IS checked EACH STEP. If
* the status IS good and the seek or
* restore is not complete the interyal timer
* IS restarted to time out the next step.
* AN EXCEPTION tO the aboye IS IF SEEK
* COMPLETE IS DETECTED ("FYDELT" BIT 7=1)
* DURING a restore operation the timer IS NOT
* RESTARTED aND the restore oferation IS
* aborted. if seek complete, restore complete
* or a status error is detected the timer
* IS nOt restarted.
```

TABLE 5-4.5-6. Interrupt Driven Seek/Restore Routine (Sheet 1 of 4)


[^2]FLDISK


[^3]

[^4]EXAMPLE: SEEK FORWARD
CURRENT TRACK = 33
TARGET TRACK = 36

$$
\begin{aligned}
& \text { "FVCTRK" }=00100001 \\
& \text { "FVTRKA" }=00100100 \\
& \text { "FVDELT" }=00000011
\end{aligned}
$$

## VALUE AFTER INTERRUPT SERVICE

|  | INTERRUPT | "FVCTRK" | "FVDELT" |
| :---: | :---: | :---: | :---: |
| DUMMY | = \#1 | 00100010 | 00000010 |
|  | \#2 | 00100011 | 00000001 |
|  | \#3 | 00100100 | 00000000 |
|  | \#4 | 00100100 | 11111111 |

EXAMPLE: SEEK BACKWARD

CURRENT TRACK $=33$
TARGET TRACK $=29$

$$
\begin{aligned}
& \text { "FVCTRK" }=11011111 \\
& " F V T R K A^{\prime \prime}=00011101 \\
& \text { "FVDELT" }=00000100
\end{aligned}
$$

## VALUE AFTER INTERRUPT SERVICE

|  | INTERRUPT | "FVCTRK" | "FVDELT" |
| :---: | :---: | :---: | :---: |
| DUMMY | = \#1 | 11100000 | 00000011 |
|  | \#2 | 11100001 | 00000010 |
|  | \#3 | 11100010 | 00000001 |
|  | \#4 | 11100011 | 00000000 |
|  | \#5 | 11100011 | 11111111 |

TABLE 5-4.5-7. Seek Examples
must call or execute a critical time dependent operation during the return seek, the interval timer interrupt can be masked off at the PIA. This would prevent interference from the seek operation.

In some systems, it is desirable to issue a new seek before the last seek has completed. For example, a new price lookup may be issued while the head is returning to the central track. To account for this possibility, the SEEK INITIALIZATION routine masks system interrupts to take control of the RAM locations used by FKSEEK. (NOTE: In some systems, it may be more desirable to disable the interval timer interrupt and allow other system interrupts.) Also, before generating the first interval timer interrupt, it is determined whether or not the timer is being used. If the timer is busy, control is immediately returned to the host program and the seek is deferred. This extra processing insures that interval timer operation is not interfered with whether the timer is being used for the last step of the former seek operation or for some other purpose.

The safety circuits in the diskette drive should prevent destruction of data during head movement. Therefore, checking the disk status during seek may be considered unnecessary in some systems. If an error is detected by the FKSEEK routine, the seek operation aborts and an appropriate error flag is stored in RAM.

## 5-4.6 READ OPERATION

An IBM 3740 compatible floppy disk system records data at 250 K bits/second or 4 microseconds/ bit. Because the serial data rate is too high for the MC6800 MPU to handle directly, a hardware/software tradeoff must be made.

Since the MC6800 is an 8-bit parallel processor, its reasonable to see if a program can be written to handle the data in 8 bit bytes. In order to do this the worst case byte data rate must be determined. The nominal data rate is $250 \div 8=31.25 \mathrm{~K}$ bytes/second or 32 microseconds/byte.

Conceivably, the system could record (write) data with the disk running at one rotational speed tolerance, then try to read the data back with the diskette at the other tolerance extreme. This difference represents the worst case tolerance of the floppy disk read rate. Both the microprocessor program and the data recovery circuits must be capable of operating within the max/min extremes.

The worst case speed tolerances can be derived by assuming a $2.5 \%$ speed variation from nominal, both upward and downward. Then the worst case data rate extremes can be calculated as:

$$
\begin{array}{rlr}
\text { MAX } & \text { MIN } \\
\frac{31.25(1+.025)}{(1-.025)} & =32.85 \mathrm{~KB} & \frac{31.25(1-.025)}{(1+.025)}
\end{array}=29.73 \mathrm{~KB} \text { (B) } \quad=33.74 \mu \mathrm{~s} / \mathrm{B}
$$

The above MAX/MIN read data rates account only for a $\pm 2.5 \%$ diskette speed variation. Other factors must also be considered. Variations in the microprocessor clock rate, MPU clock cycle stealing for dynamic memory refresh, and the disk write oscillator frequency variations are other factors which affect the systems ability to successfully read data.

The frequency deviations of the MPU clock and the write oscillator can be minimized by using stable oscillators. However, if cycle stealing is necessary to refresh dynamic memory the time lost for refresh must be accounted for in the programs which control the transfer of data.

For purposes of this design description, the $\pm 2.5 \%$ speed variation is conservative enough to account for small frequency deviations in the MPU clock and write oscillator. A complete analysis of the system including memory refresh time can be made using the techniques outlined in Section 2-3. The memory
refresh can be treated mathematically as secondary peripheral service requests which must be serviced in an interlaced manner with floppy disk service requests. The analysis of the floppy disk service programs may be all that is necessary if the "time available" figure from the analysis ensures that there is sufficient time to refresh the memory. The data transfer routines in this section were analyzed using a one microsecond out of 50 (worst case) RAM memory refresh cycle.

Other important design requirements due to the worst case read data rate are data capture time and the ability of the data recovery system to remain locked to the bit data rate through the missing clocks of address marks. This requirement is further discussed in Section 5-4.6.2, Data Recovery.

In summary, the key to writing the read programs and designing the read circuits is to work within the framework of the worst case specifications of the entire system. The hardware and software development can not be treated separately if the optimum system is to be designed. The analytical tools techniques of Section $2-3$ can be used to find the best hardware/software tradeoffs and prove the feasibility of the final design before it is committed to hardware. An example of the analysis is shown for the write operation in Section 5-4.7, Write Operation.

## 5-4.6.1 The Read Operation Interface

Figure $5-4.6 .1-1$ is a block diagram which shows the major formatter functions used in a read operation.

When ENABLE WRITE is not active, the formatter circuits are in the Read mode of operation. When WRITE GATE is not active to the selected diskette, the drive SERIAL READ DATA is present. The SERIAL READ DATA signal contains both clock and data information. This signal is routed to the Data and Clock Recovery block of Figure 5-4.6.1-1. The outputs of the recovery block are separated serial NRZ data, a clock that is synchronized to the data and serial NRZ clock information, and another clock that is synchronized to the recovered clock pattern. To prevent confusion with the term ' clock"' the synchronizing clock signals are referred to as DATA TIME and CLOCK TIME. The data recovery system is described in Section 5-4.6.2.

The Read Data Logic block (Figure 5.4.6.3-1) contains the serial to parallel shift register, a read data buffer register, the bit counter (used to determine the byte boundaries) and the CRC polynomial generator (used for detection of read errors). Detailed description of the Read Data Logic is in section 5.4.6.3.

The Read Clock Logic block of Figure 5-4.6.1-1 contains the clock shift register and the decode of the clock portion of the data, deleted data, ID and index address marks as shown in Figure 5-4.6.1-2. Another signal developed in this block is called IN SYNC. Since the clock pattern is all " 1 's" except during an address mark the first position of the clock shift register in Figure 5-4.6.1-2 should be high except at mark time. Therefore, once an address mark has been detected, a low out of the first shift register position means the data recovery system is not locked to the data rate. When this signal goes low during the data portion of an ID or Data Field the system is said to be not in sync.

The IN SYNC signal is routed to the Error Detect Logic block (Figure 5-4.6.1-3). This block contains error latches which when set generate an interrupt to the M6800 system.

The NOT IN SYNC latch is set when the IN SYNC signal goes low (as previously discussed) if the ENABLE READ signal from PIA \#2 is high. The Read routine raises ENABLE READ after an address mark is detected.

The OVERRUN/UNDERFLOW latch is set when the Read routine does not respond to the last BYTE READY service request before new data overruns the data in the read buffer register. This operation was discussed in section 5-4.3.


FIGURE 5-4.6.1-1. Read Operation Interface
+Enable Wrt $\qquad$


FIGURE 5-4.6.1-2. Read Clock Logic


FIGURE 5-4.6.1-3. Error Detect Logic

The third error latch is OR'd with the diskette drive status signal FILE INOPERABLE (see appendix 5.4.B). The output signal is called DISK SYS INOPERABLE. Further discussion of this latch will be found in section 5-4.7.3, Write Operation Formatter Error Detect Logic.

Although the error programs are not included in this Manual, one observation of diagnostic aids is appropriate at this time. Many of the floppy disk system detectable malfunctions are of a "snowball'" nature. That is, one malfunction causes the next. The error detect logic of Figure 5-4.6.1-3 inhibits secondary error trapping by blocking the set mechanisms of the error latches after any one of the error latches or FILE INOPERABLE goes active. This means that diagnostic programs would be able to detect the original cause of the malfunction.

## 5-4.6.2 Data Recovery

The data recovery system of Figure 5-4.6.2-1 is designed to generate a synchronized clock from the diskette drive's raw digitized data. Other goals of the design shown in Figure 5-4.6.2-1 are:
(1) Separate and recover both clock and data bits from the serial data stream.
(2) Generate a continuous clock even when clocks are missing, i.e., address marks.
(3) Track the long term changes in data rate but not the short term data rate changes.

The MC4044/4024 Phase Lock Loop (PLL) is the heart of the data recovery system. In this system the MC4024 Voltage Controlled Multivibrator (VCM) is phase and frequency locked to 16 times the data rate. Each record is preceded by a preamble of all zero's which the PLL uses to lock to the data rate. Mathematical analysis of the PLL system is not treated in this section, however, equations for the 4044/4024 PLL system are treated in Motorola'sPhase-Locked Loop Systems Data Book and Application Note AN-535, Phase-Locked Loop Design Fundamentals. These publications may be obtained by writing to the Literature Distribution Center, Motorola Semiconductor Products Inc., P. O. Box 20912, Phoenix, Arizona 85036.

Figure 5-4.6.2-2 is a timing diagram of the data recovery system shown in Figure 5-4.6.2-1. This timing diagram is idealized for illustrative purposes. Raw digitized read data enters the system as a series of pulses. Each pulse toggles a flip-flop, forming the signal READ DATA $\div 2$. The output of the divide by two flip/flop is clocked into a two bit shift register by the MC4024 VCM's frequency output. Each time the divide by two flip/flop output switches, a pulse one VCM period in duration is generated from the exclusive OR gate tied to the output of the two bit shift register. Thus each pulse of serial read data generates a single pulse of one VCM period in duration.

The VCM frequency also clocks a counter called the window counter. When the VCM is locked to the serial data rate, the decoded output of the window counter generates a waveform called DATA TIME which is nominally high $10 / 16$ ths of a bit cell (count " 6 '" to count " $F$ ') ${ }^{1}$. When the PLL system is in lock the clock bit occurs between count ' 6 '" and count ' $F$ '. When DATA TIME is high, the pulse generated by the exclusive OR presets the window counter to "B.' If the VCM is in perfect lock with the data as in Figure 5-4.6.2-2, the window counter is being advanced to " $B$ " at the time of the exclusive OR pulse. If the VCM is running slower than the data rate, the window counter will be at a count less than " $B$." Or if the VCM is running faster than the window counter the count will be greater than "B." These cases are shown in Figures 5-4.6.2-3 and 5-4.6.2-4, respectively. Due to presetting of the window counter to " $B$ '" when DATA TIME is high, the data window (when DATA TIME is low) tracks the preceding clock bit. Likewise the R input to the MC4044 phase detector tracks the preceding clock bit.

[^5]

FIGURE 5-4.6.2-1. Floppy Disk IBM 3740 Format Data and Clock Recovery



FIGURE 5-4.6.2-2: Data and Clock Recovery Timing


NOTE: The change in VCM Frequency is exaggerated for purposes of illustration.

FIGURE 5.4.6.2-3. VCM Frequency Slower than Data Rate


The PLL reference frequency ( R input to $\mathrm{MC4044}$ ) is the carry out of the window counter. The reference frequency of the system is beat against the VCM frequency divided by sixteen which is applied to the MC4044 V input. When the VCM frequency is too slow the window counter carry out occurs before the VCM $\div 16$ carry out. This results in a "pump up"' error voltage signal which causes the voltage at the VCM input to rise and the VCM frequency to increase. Likewise, when the VCM frequency is too fast a "pump down" error voltage causes the frequency to decrease.

The '"pump up" and 'pump down'" error voltages are filtered before being applied to the VCM input. The filter is designed to reduce the effects of the error voltage and gain long term stability. This results in a data recovery system tradeoff - long term stability causes long "capture time."

Long term stability is required to enable the system to remain in the lock frequency range when clock bits are missing, i.e., during address marks. When a missing clock is encountered in the serial data stream, the window counter is not preset to " B " when DATA TIME is high. Thus the window counter is not corrected. During this time the window counter acts like a flywheel generating the R input to the MC4044 from the carry out signal. The PLL system tends to drift upward in frequency. But, because the active filter was designed with a low leakage the increase in frequency is kept within lock range. The system in Figure 5-4.6.2-1 is designed to drift through three consecutive missing clock bits.

The tradeoff for long term stability is a longer capture time. Capture time refers to the amount of time it takes the PLL system to lock to the data rate from an out of lock condition. Figure 5-4.6.2-5 is a representation of the system response for worst case out of lock condition. The figure is a plot of the voltage input to the MC4024 VCM. At 4.1 volts the VCM output is at the nominal data frequency. Above 4.1 volts the VCM


FIGURE 5-4.6.2-5. PLL Response - Worst Case Capture Time
frequency is higher than nominal and below 4.1 volts the frequency is lower than nominal. Figure 5-4.6.2-6 is a plot of VCM frequency versus voltage input.

The design goal for the floppy disk was to insure that the capture time did not exceed six bytes. For the worst case read data rate, six byte times is approximately $180 \mu \mathrm{~s}$ (assuming $30 \mu \mathrm{~s} /$ byte worst case). Six byte times was chosen because it is the minimum write gate turn on time prior to a data record field.

Once the VCM is locked to the data rate, the window counter's $10 / 16$ decode is used as a bit clock. In Figure 5-4.6.2-1, each pulse out of the exclusive OR when DATA TIME is high presets the clock out flip/flop. When DATA TIME is low, the pulse presets the data out flip/flop. On the rising edge of DATA TIME the content of the data out flip/flop is moved into the data shift register. The content of the clock out flip/flop is moved into the clock shift register on the falling edge of DATA TIME.

The data recovery signal is not gated on or off. During write the serial read data from the drive contains no data pulses. Therefore, the MC4024 VCM frequency tends to rise to approximately 6 MHZ . It is not necessary to get a nominal frequency into the R input of the MC4044 phase detector to keep the frequency down, but the designer should be aware of the 6 MHZ signal presence during write to ensure that noise is not picked up in the system.


FIGURE 5-4.6.2-6 MC4024 Voltage vs. Frequency for Floppy Disk Data Recovery

## 5-4.6.3 Read Data Logic

Figure 5-4.6.3-1 is a logic diagram of the read data logic. Figure 5-4.6.3-2 is a timing diagram which shows the signal timing relationship when a read operation is begun.

The data recovery circuits are always active. When WRITE GATE is not active to the selected drive, SERIAL READ DATA is fed to the data recovery circuits. When the recovery circuits are locked to the incoming data, a clock called R DATA TIME which has a nominal period of 4 microseconds is fed to the Read Data Logic.

A read operation is begun when the program activates the signal ENABLE CRC (PA2 of PIA \#2). ENABLE CRC removes the reset to the 1ST BIT latch and the bit counter control flip/flop. The 1ST BIT latch sets when the first " 1 " bit occurs on the DATA OUT line. The DATA OUT line goes high when a " 1 " bit is present. The bit counter control flip/flop is set at R DATA TIME after the first " 1 "' bit is present on the DATA OUT line.

The MC8503 CRC polynomial generator is enabled when the 1ST BIT latch is set. The read error polynomial check begins to accumulate on the next R DATA TIME clock. The polynomial accumulates throughout the read operation. The routine keeps track of the number of bytes transferred and, at the end of the record, checks the $\mathrm{CRC}=00$ status. The $\mathrm{CRC}=00$ status signal is stable for one byte period (approx. 32 microseconds). Description of the CRC polynomial generator and its application to floppy disk may be found in the MC8503 data sheet and Appendix 5-4.D of this section of the applications manual.

The bit counter is held cleared until after the first " 1 " bit is clocked into the data shift register. Subsequent clocks then clock the bit counter. The bit counter is an eight bit counter which generates a pulse one bit period in duration once every eight bits.

The value of the count when the pulse is generated is 7 . If ENABLE CRC was asserted during a gap the first " 1 '" bit on DATA OUT is the first bit of an address mark byte. Then count 7 of the bit counter occurs at bit 7 time (B7 TIME) of each data byte. At the end of B7 TIME the parallel data is transferred from the shift register to a read data buffer register. The output of the read data buffer register is routed to PA0-PA7 of PIA \# 1. Data is moved into the M6800 system by executing an LDA instruction from Peripheral Register A of PIA \#1.

B7 TIME is also BYTE READY time for a read operation. The leading edge of BYTE READY sets an interrupt flag in PIA \#1 to indicate to the program that the read buffer has new data.

If ENABLE CRC was not asserted during a gap (i.e., in a record field) the first ' 1 '" bit will still set the 1ST BIT latch and start the bit counter as before. However, the first byte transferred to the read buffer register and the clock pattern decode (see Figure 5-4.6.1-2) will not indicate the presence of an address mark. In that case the program will remove ENABLE CRC to restore the Read Data Logic and then reassert ENABLE CRC to search for an address mark again. This process is repeated until the desired address mark is found or the read operation is aborted.


FIGURE 5-4.6.3-1. Read Data Logic (Read Shift Register, Read Buffer, Bit Counter and CRC Check)


## 5-4.6.4 Read Operation Program Routine

The read operation is controlled by the routine listed in Figure 5-4.6.4-1. A flow chart of the program routine is shown in Figure 5-4.6.4-2. This routine is used to execute a general read operation of an ID or Data record. By "a general read operation'' it is meant that the routine obtains the data from the diskette and stores the data in RAM. Other "non-general" types of read operations would perform more specific tasks than that stated above. An example of a "tailored'" read operation is the UPC Lookup operation which is the subject of section 5-4.8.

A detailed explanation of the operation is included with the program listing. The following is an explanation of some of the less straight-forward characteristics of the read program.

The read program of Figure 5-4.6.4-1 can be used to execute either an ID field or data field read operation. The differences between an ID and data field read operation:
(1) The number of bytes in the field
a. ID field $=7$ bytes
b. Data field $($ fixed format $)=131$ bytes
(2) The data portion of the address mark
a. ID field $=\$ \mathrm{FE}$
b. Data field $=\$ F B$
(3) The time interval over which the read operation should be completed.

These three differences are accounted for by requiring the following RAM locations to be initialized to desired values prior to execution of the read routine:
(1) Byte counter $=$ "FVBCNT",
a. ID field, "FVBCNT" $=256-4$
b. Data field, "FVBCNT" $=256-128$
(2) Address mark $=$ "FVDMRK"
a. ID field, "FVDMRK" = \$FE
b. Data field, 'FVDMRK"' $=\$$ FB
(3) Interval time $=$ "FVTIME"

The value of FVTIME is dependent on the host system requirements.
Note that the byte counter, "FVBCNT," is shown as a number subtracted from 256. " $256-4$ " is decimal notation of an 8 -bit negative binary number which has the magnitude of 4.

First, the magnitude is the number of bytes between the address mark and the first CRC byte (see Appendix 5-4.D), i.e., the usable data portion of the physical record. The read program of Figure 5-4.6.4-1 does not use the byte counter for keeping track of the address mark byte and the two CRC bytes.

Second, the number of bytes is represented as a negative binary number to take advantage of MC6800 MPU characteristics. In eight bit signed binary numbers a negative value from -1 to -128 has the characteristic that the high order bit position (bit 7) is a " 1 ". Because the maximum byte count for the usable data portion of the data field is 128 , the byte counter will have a " 1 "' in bit 7 throughout the data transfer. "FVBCNT" is the initial byte count which is loaded into accumulator B prior to entering the basic read loop of the read program. Then accumulator B is incremented each time a byte of data is transferred. When accumulator B rolls over to all zeros the basic read loop is exited.

| 06688 | * | FLOPPY DISK READ ROUTINE |
| :---: | :---: | :---: |
| 06620 | * | THIS ROUTINE READS AND STORES ONE ID OR ONE |
| 86630 | * | DATA RECORD |
| 06658 | * | THE READ data rate is goyerned primarily by |
| 06660 | * | THE ROTATIONAL SPEED OF THE DISKETTE. THE |
| 86678 | * | WORST CaSE READ data rate is determined by |
| 06680 | * | allouing for the aceumulation of the |
| 06698 | * | ROTATIONAL SPEED ERROR DURING THE URITE |
| 06780 | * | OPERATION PLUS THE SPEED ERROR DURING THE READ |
| 86718 | * | OPERATION. THE DESIGN CRITERION OF THIS ROUTINE |
| 06720 | * | IS TO OPERATE AT MAX/MIM DATA RATES OF: |
| 06730 | * | 29.75 TO 34.25 MICROSECONDS/BYTE |
| 06750 | * | SYNCHRONIZATION OF PROGRAM TIMING TO THE READ |
| 06768 | * | DATA RATE IS ACCOMPLISHED BY UAITING UNTIL BYTE |
| 06770 | * | READY OCCURS. BYTE READY IS RECOGNIZED BY THE |
| 06780 | * | PROGRAM UHEN THE CAI INPUT TO PIA I MAKES A |
| 06798 | * | HIGH TO LOU TRANSITION AND SETS BIT 7 OF |
| 06880 | * | CONTROL REGISTER A (INTERR FLAG 1) TO A ONE. |
| 06818 | * | THE INTERRUPT FLAG IS POLLED FOR BY THE PROGRAM. |
| 06828 | * | AFTER BYTE READY IS RECOGNIZED THE DATA IS |
| 06838 | * | FETCHED FROM THE PIA. MOVING THE DATA FROM |
| 86840 | * | the pia to the mpu automatically clears the |
| 06850 | * | INTERRUPT FLAG. |
| 06870 | * | THE INTERVAL TIMER IS USED TO ABORT THE READ |
| 06880 | * | OPERATION IF THE READ IS NOT COMPLETED BEFORE |
| 06898 | * | THE TIME SPECIFIED IN "FYTIME" IS EXHAUSTED. |
| 06980 | * | OTHER ERROR INTERRUPTS INCLUDE: |
| 06910 | * | A. SYSTEM INOPERABLE |
| 06920 | * | B. OVERRUH |
| 06930 | * | C. NOT READY |
| 06950 | * | DATA IS STACKED INTO A BUFFER AREA |
| 06960 | * | SPECIFIED BY THE CONTENTS OF "FYDADR." WHEN |
| 06970 | * | THE READ OPERATION IS COMPLETE THE ADDRESS OF |
| 06980 | * | THE LAST DATA BYTE IS TRANSFERRED TO THE INDEX |
| 06990 | * | REGISTER. |
| 07010 | * | ACCUMULATOR B IS USED AS THE BATA BYTE COUNTER |
| 07020 | * | IN THE READ ROUTINE. THE INITIAL BYTE COUNT |
| 87830 | * | MUST BE STORED IN "FYBCNT." THIS YALUE IS |
| 87848 | * | REQUIRED TO BE IN NEGATIVE BINARY FORMAT. |
| 07050 | * | USING THE IBM 3748 FORMAT, THE DATA RECORD IS |
| 07068 | * | 128 BYTES. THEREFORE THE BYTE COUNTER UILL HAYE |
| 07878 | * | A "1" IN BIT 7 THROUGHOUT DATA TRANSFER. THE "1" |
| 07880 | * | IN BIT 7 ENABLES ACCUMULATOR B TO BE USED AS A |
| 07090 | * | BIT TEST MASK FOR BYTE READY AS HELL AS A BYTE |
| 87180 | * | COUNTER. |

07128 07138 07140 07150 07168 87178

* an operation abort flag is maintained in ram
* Location "fyabor" as follous:
* 18001000 READ operation in progress
* 01001000 READ OPERATION ABORTED BY PROGRAM
* 01101000 READ OPERATION ABORTED BY INTERRUPT 00081010 READ OPERATION COMPLETE

TABLE 5-4.6.4-1. Floppy Disk Read Routine (Sheet 2 of 5)

FLDISK



TABLE 5-4.6.4-1. Floppy Disk Read Routine (Sheet 4 of 5)

FLDISK

| 08130 | 5267 | D7 | 81 | FKRD日9 STA | B | FYSTAT | TORE ERROR STATUS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 08140 | 5269 | 27 | 02 | BEQ |  | FKRD18 | SK IP | IF NO | READ | D ERROR |  |
| 08150 | 5268 | C 6 | 42 | LDA | B | * \% 218080 | 18 S | SET OP | CODE | E MODI | IFIER |
| 08150 | 526 D | C8 | OA | FKRDIO EOR | B | *\%880810 |  | GENERAT | TE EN | HDING | OP CODE |
| 08178 | 526 F | D 7 | 88 | STA | 8 | FYABOR | STORE | E OP/AB | BORT | CODE |  |
| 08198 |  |  |  | * THE OP/AB | ORT | CODE IS | GENER | RATED | FROM | THE |  |
| 08280 |  |  |  | * Yalue of | ACC | CUMULATOR | B. IF | F ANY | ERROR |  |  |
| 08210 |  |  |  | * STATUS IS | PR | RESENT B | IS NON | H ZERO. | . IN | THAT | CASE |
| 08220 |  |  |  | * THE OP CO | DE | MODIFIER | IS SE | ET. IF | NO E | ERROR | STATUS |
| 08230 |  |  |  | * EXISTS AC | CUM | IULATOR 6 | IS $2 E$ | ERO. TH | HEN: |  |  |
| 88250 |  |  |  | * |  | EROR |  | NO ERP | ROR |  |  |
| 08260 |  |  |  | * |  |  |  | ----- |  |  |  |
| 08270 |  |  |  | * $\mathrm{B}=$ |  | 1088010 |  | 000000 | 080 |  |  |
| 08280 |  |  |  | * EOR B = |  | 081810 |  | 000010 | 010 |  |  |
| 08290 |  |  |  | * |  | --..--- |  | ----. | --- |  |  |
| 08308 |  |  |  | * CODE = |  | 001008 |  | 008010 | 018 |  |  |
| 08320 | 5271 | 39 |  | RTS |  |  | RETUR | RN TO H | HOST | PROGR | RAM |

TABLE 5-4.6.4-1. Floppy Disk Read Routine (Sheet 5 of 5)

The above is one use of accumulator B. Because accumulator B has a " 1 "' in bit 7 throughout data transfer it can also be used as a bit test mask for the BYTE READY interrupt flag. Just prior to new data being available the BYTE READY signal sets bit 7 of PIA \# 1 control register A. To synchronize the program timing to the read data rate the following instruction sequence is used:

## FKRD5 BIT B FP1CRA

BPL FKRD5
The BIT B instruction is an AND operation which affects only the condition code register bits. Since bit 7 of accumulator B is a " 1 ", the sign bit (Bit N) of the condition code register is " 1 " ' if the BYTE READY interrupt flag is set and a " 0 "' if the flag is not set. The BPL instruction will cause the program to loop until BYTE READY occurs.

This programming technique enables accumulator B to serve double duty - byte counter and interrupt flag test mask. Using this technique results in time savings during program execution. In contrast, another way to perform the same interrupt mask test is as follows:

FKRD5 TST FP1CRA
BMI FKRD5
Although this instruction sequence performs the same task as the prior sequence in the same number of control memory bytes, it takes two MPU cycles longer to execute. This means there would be two less cycles of time available at the beginning and the end of the basic read loop to do necessary housekeeping tasks.

The interval timer is used to abort a read operation if the program should hang up in an infinite loop due to hardware malfunction. When searching for a specific data record, the ID field must first be read to determine where the $\mathrm{R} / \mathrm{W}$ head is relative to the desired data sector. In this case, the interval timer could be programmed to abort the read operation after the worst case time between any two ID Fields has elapsed. Or the timer could be set up to abort the operation after one revolution of the diskette. The choice of how to use an interval timer or even not to use a timer at all depends upon total system requirements.

If a variable interval timer is used, the abort time for a read data field operation after the proper sector has been located is the maximum time it should take to fully execute the read routine. Allowing for 17 bytes of prerecord gap plus 131 bytes of data field and interval timer accuracy, the timer should be initialized to:

$$
\begin{gathered}
17+131=148 \text { byte times } \\
\text { or } \quad 148 \text { bytes } \times 33.74 \mu \mathrm{~s} / \text { BYTE }(\text { MAX })+1.0 \mathrm{~ms}=5.1 \mathrm{~ms}
\end{gathered}
$$

In the floppy disk routine, the data is stored in RAM using the PSH instruction. The stack pointer must be set up prior to executing the read program. One cautionary note should be made:

Because an error interrupt can occur any time the PIA interrupts are enabled, an additional seven bytes of storage must be allotted for the data storage area. This ensures that if an interrupt occurs there will be no over write of RAM data.
Figure 5-4.6.4-3 is a system flow chart which shows how the read program routine integrates into a typical M6800 system. The labels used are:

FKSKIN - Seek Initialization Routine
FKSEEK - Interrupt Driven Seek Routine
FKREAD - Read Routine
FKWRIT - Write Routine

Note that FKREAD is called by the supervisor in both floppy disk read and write operations. In Figure 5-4.6.4-3 all read and write operations are said to be sector oriented. That is, a read or write data operation begins only after the desired sector has been located. FKREAD is used to read ID records prior to reading or writing the data record. To determine if the desired sector has been located after a sector read operation, the data is pulled from the stack and compared against the desired track and sector address. If the track address does not match, it is assumed that a seek error has occurred. If the sector address does not match, the read ID is repeated until the proper sector is located.

Because the orientation of the $\mathrm{R} / \mathrm{W}$ head is not known at the beginning of the sector search the worst case is assumed. That is, it is conceivable that one full diskette rotation is required before the desired sector is located. Prior to the first read ID record the interval timer variable is set to 180 milliseconds. Then after each ID record, is passed 6 milliseconds is subtracted from the interval timer variable. If there are no hardware malfunctions, 30 ID records will have been read before an interval timer interrupt aborts the search ID operation.

Each time a CRC error is encountered a read error counter is incremented. This information is used in error processing to determine if a retry should be attempted.

Note that if an error interrupt occurs, the program is not returned to by a RTI instruction. This is typical of time critical operations. Once a timing is lost due to a malfunction, the error processing routines determine what must be done to recover from the situation.

## 5-4.7 WRITE OPERATION

An IBM 3740 compatible floppy disk system records data at 250 K bits/second or 4 microseconds/ bit. As in the read operation, the serial data rate is too fast for the MC6800 system to handle. So the formatter logic performs the function of converting the 8 -bit parallel write data to serial data to be recorded on the diskette.

The write data rate is not subject to the rotational speed variations of the diskette since it is controlled by a fixed write oscillator ( 1.0 MHz ). Therefore, the variations in write data rate are a function of oscillator frequency specifications.

Because the write frequency range is small, the MC6800 system clock frequency specifications must also be considered in calculating program timing requirements for the write operation. One way to minimize variations is to use the MC6800 1.0 MHz oscillator as the floppy disk system's write oscillator. In this case theMC6800 system and floppy disk system are synchronized and the net frequency error for a write operation is zero. Then all timing can be calculated in MC6800 cycles where 32 cycles is equal to one byte. The total system is synchronous as long as there is no cycle stealing from the MPU as is the case when dynamic RAM is used in system memory. In a synchronous system, the write program can be optimized by taking advantage of the fact that all timing can be calculated in terms of cycles. This case will not be documented in this Section.

The more general case is when the write oscillator is separate from the MC6800 system clock or when the oscillators are common but dynamic RAM memory refresh steals MPU cycles. These are examples of asynchronous control of the floppy disk. The programs and hardware described in this section are designed to operate under these conditions.

Three factors affect program timing:
(1) Write Data Rate
(2) MC6800 Clock Rate
(3) Memory Refresh Rate


FIGURE 5-4.6.4-2: Read Routine Flow Chart (Sheet 1 of 2)


FIGURE 5-4.6.4-2: Read Routine Flow Chart (Sheet 2 of 2)



FIGURE 5-4.6.4-3: System Integration of Floppy Disk Routines (Sheet 2 of 2)
(1) Assume that the floppy disk write oscillator is accurate to $0.1 \%$. Then the worst case write data rate extends over:

$$
31.968 \mu \mathrm{~s} / \mathrm{BYTE} \leqslant \text { WRITE RATE } \leqslant 32.032 \mu \mathrm{~s} / \mathrm{BYTE}
$$

(2) Assume that the MC6800 write oscillator is also accurate to $0.1 \%$. Then the worst case MC6800 clock rate extends over:

$$
0.999 \mu \mathrm{~s} / \text { cycle } \leqslant \text { CLOCK RATE } \leqslant 1.001 \mu \mathrm{~s} / \text { cycle }
$$

(3) Finally assume the dynamic memory refresh steals one clock cycle out of 50 (for a memory with 32 cycle refresh this corresponds to a memory refresh rate of $32 \times 50=1.6 \mathrm{~ms}$ at a $1 \mu \mathrm{~s}$ clock rate). Dynamic memory refresh is discussed is Section 4-2.5.1 of this manual.

The memory refresh and write rate can be treated as a two service request system for purposes of calculations. Explanation of this type of calculation is the subject of Section 2-3.

In the maximum worst case memory refresh uses $1.001 \mu \mathrm{~s}$ out of $50.05 \mu \mathrm{~s}$.
Let $\mathrm{T} 20=49.95 \mu \mathrm{~s}$
$\mathrm{T} 21=.999 \mu \mathrm{~s}$

For the floppy disk
$\mathrm{T} 10=31.968 \mu \mathrm{~s}$

From Section 2-3.
$\frac{\mathrm{T} 11}{\mathrm{~T} 10}+\frac{\mathrm{T} 21}{\mathrm{~T} 20} \leqslant 1$
$\frac{\mathrm{T} 11}{31.968}+\frac{1}{50} \leqslant 1$ NOTE: $\frac{.999}{49.95}=\frac{1.001}{50.05}=\frac{1}{50}$
$\mathrm{T} 11 \leqslant 31.328 \mu \mathrm{~s}$
at $1.001 \mu \mathrm{~s} / \mathrm{MPU}$ Cycle
$\frac{31.328}{1.001} \leqslant 31.297$ MPU cycles/byte

This means that the write data processing must not exceed 31 MPU cycles per byte.
The preceding analysis shows the effect of system specifications on the floppy disk write program. The write data loop section of the program must not exceed 31 cycles.

Suppose, however, the dynamic refresh rate requirement was one out of 32 MC6800 clocks for a
memory with 64 cycles refresh this corresponds to a refresh rate of $32 \times 64=2.048 \mathrm{~ms}$ at a $1 \mu \mathrm{~s}$ clock rate. The analysis in this case shows:

$$
T 11 \leqslant 30.969
$$

or in terms of MPU cycles:
30.93 MPU cycles/byte

This means that, given these specifications, a write data loop of 30 cycles is maximum. In this case a 31 cycle write data loop can not be guaranteed to work.

The final case to be considered is:
(a) The write oscillator is derived from the 1 MHz MPU clock
(b) The dynamic refresh is one out of 32 MPU cycles (worst case).

In this case the data rate tolerance is the same as the MPU clock tolerance. If the clock tolerance is $1.0 \%$ then the write data rate range is:
$31.68 \mu \mathrm{~s} /$ Byte $\leqslant$ WRITE RATE $\leqslant 32.32 \mu \mathrm{~s} /$ Byte
From section 2-3.

$$
\begin{aligned}
& \frac{\mathrm{T} 11}{32}+\frac{1}{32}=1 \\
& \mathrm{~T} 11=31.3 \mathrm{MPU} \text { cycles }
\end{aligned}
$$

Because the clock sources are common the tolerances are cancelling. The resultant maximum execution time can be written in MPU cycles.

Other requirements outlined in Section 2-3, must also be met to ensure successful operation. As in the case of the Read Operation in Section 5-4.6, the key to programming and designing the data handling hardware is to work within the framework of the worst case specifications of the system - both the MPU and the floppy disk, as well as any other system components (i.e. dynamic memory).

## 5-4.7.1 The Write Operation Interface

Figure 5-4.7.1-1 is a block diagram which shows the major formatter functions used in a write operation.

In a write operation, PIA \#1 is programmed as an output port. Both the clock pattern and data pattern are supplied by the MC6800 system.

Before beginning the write operation, the ABOVE TRK 43 signal is set or cleared by the program. If the program determines that the track location is greater than 43 the signal is raised high. ABOVE TRK 43 is used by some models of diskette drives to control the write current on inner tracks.

A write operation is begun by making ENABLE WRT active to the formatter. This signal conditions the formatter circuits to begin accepting data and clock information from PIA \#1. the ENABLE WRT signal also permits the BYTE REQUEST to pulse the CA1 input of PIA \#1 once every eight bit times.


FIGURE 5-4.7.1-1. Write Operation Interface

Serial data is gated into the diskette drive when WRITE GATE is made active.
In a write operation, a gap of all zeros is written in accordance with the IBM 3740 format. Then an address mark is written with a special clock pattern. The address mark is followed by 128 bytes of data (data field) or a 4 bytes of data. (ID field) and 2 CRC bytes.

ENABLE CRC is made active by the program at address mark time.
After the last byte of data has been transferred by the program, the SHIFT CRC is made active. SHIFT CRC is dropped two byte times after it is raised. This causes the 2 byte CRC code to be appended to the data record.

One byte time after the 2 nd CRC byte, all the write control lines are dropped. The sequence diagram of the write control signals is shown in Figure 5-4.7.1-2.


FIGURE 5-4.7.1-2. Write Control Signal Sequence

Other control signals required to be active for a write operation are DISK SELECT (required for some models of Diskette Drives) and HEAD LOAD.

The FILE INOP reset is used to clear any error conditions detected by the logic.
The operation of CA1 \& CA2 of PIA \#1 (BYTE REQUEST \& R/W HANDSHAKE) is described in Section 5-4.3.

The status signals which describe the operating condition of the floppy disk system during the write operation are also described in Section 5-4.3.

## 5-4.7.2 Formatter Write Logic

The formatter's write logic is shown in Figure 5-4.7.2-1. Timing diagrams for the beginning and ending of a write operation are shown in Figures 5-4.7.2-2 and 5-4.7.2-3.

ENABLE WRT enables the write logic by removing the reset to the bit counter, enabling the parallel load to the clock and data shift registers, and removing the reset to the serial data flip/flop. The write oscillator advances the bit counter and shifts the shift registers every $4 \mu \mathrm{~s}$. At bit counter 7 time the shift registers are loaded with PIA \#1 data. Note that the clock shift register and data shift register are $180^{\circ}$ out of phase. The data shift register is loaded on the trailing edge of bit 7 time (or leading edge of bit 0 time) and the clock shift register is loaded in the middle of bit 7 time.


FIGURE 5-4.7.2-1. Floppy Disk Write Logic


Serial data in digital frequency modulation format is generated by the serial data flip/flop and a NOR gate. The flop/flop is clocked at twice the bit rate. The serial clock and data patterns are moved into the flip/flop on alternate half bit cells. The resulting serial data output is gated by the 2 x bit rate clock to develop a digital frequency modulated serial data stream.

After the program moves the address byte into PIA \#1, the ENABLE CRC is made active. Then at the trailing edge of the next bit 7 time the MC8503 Polynomial Generator is enabled. A CRC check polynomial is generated until the SHIFT CRC signal is activated by the program. At the trailing edge of bit 7 time the accumulated CRC character is serially gated into the serial data flip/flop in place of the data pattern. 16 bits of CRC are appended to the end of the data before the program drops SHIFT CRC.

One byte time after the CRC pattern is recorded the program drops ENABLE WRT. and WRITE GATE.

## 5-4.7.3 Formatter Error Detect Logic

The Error Detect Logic in Figure 5-4.7.3-1 traps logical malfunctions which could occur in the diskette drive or formatter logic. When an error condition is trapped, an interrupt (R/W ERROR) is made active


FIGURE 5-4.7.3-1. Error Detect Logic
to the MC6800 system via PIA \#2. The trapped conditions are:
(1) OVERRUN/UNDERFLOW
(2) DISK SYSTEM INOPERABLE
(3) NOT IN SYNC

The OVERRUN/UNDERFLOW flip/flop is set when the write program does not respond to the last BYTE REQUEST service request before the next BYTE REQUEST (i.e. the data is not refreshed in PIA \#1). This operation is discussed in section 5-4.3.

The DISK SYSTEM INOPERABLE signal is active when the diskette drive status signal FILE INOPERABLE (See appendix 5-4.A, 5-4.B \& 5-4.C) or when WRITE ENABLE and WRITE PROTECTED set the error latch in Figure 5-4.7.3-1.

The Error Detect Logic is designed such that when any error condition is detected the R/W ERROR signal inhibits the setting of other error latches. Thus, the original cause of the failure is preserved for diagnostic purposes.

When an error condition is detected, the drive control signal WRITE GATE is disabled to prevent any further loss of data.

## 5-4.7.4 Write Operation Program Routine

The write operation is controlled by the routine listed in Figure 5-4.7.4-1. A flow chart of the program is shown in Figure 5-4.7.4-2. This routine is used only to execute a write data record field. The index address mark and ID record fields are written under control of a special program called Format Write. Deleted data address marks are also written under control of the Format Write routine. The Format Write routine is not shown in this Manual.

A detailed explanation of the operation is included with the program listing. As in the case of the read operation, error interrupts abort the write operation. The error recovery routines are not included in this Section. The following is an explanation of some of the unique characteristics of the write program.

Index Error - The IBM 3740 format is such that the index pulse should not be detected until after the 26th record is recorded. Therefore, if index is encountered, the write operation is aborted by an index interrupt.

Basic Write Loop - In Section 5-4.7 the timing considerations of the write operation were described. The following is the write data loop:

## CYCLES

| FKWRD06 | LDAA | FKDATA,X | 5 |
| :--- | :--- | :--- | :---: |
| FKWR07 | BIT B | FP1CRA | 4 |
|  | BPL | FKWR07 | 4 |
|  | STAA | FP1PRB | 5 |
|  | BIT B | FP1PRA | 4 |
|  | DEX |  | 4 |
|  | BNE | FKWR06 | 4 |
|  |  |  | 30 Cycles |

08378
08388
88390
08488

88428
08438
08448
08450
88460

08488
08498
08580
88510
08528
08530
08548
88550
08568
08570
08580
88598
08680
08628
88630
08648
88658
08660
08680
08690
08780
08710
08728

88740
88750
88760
08770

* THIS ROUTINE OBTAINS BYTE PARALLEL DATA FROM * Ram storage and moves the data to the disk * formatter. bata is then uritten on the diskette * IN SERIAL.
* A CRYSTAL OSCILLATOR IS USED TO GENERATE THE * URITE FREQUENCY. THEREFORE. THE URITE DATA * rate uill deviate only slightly. this routine * HILL OPERATE UITH AS MUCH AS + OR - 5\%
* frequency deviation.
* data is moved from memory using indexed mode * ADDRESSING. THIS ROUTINE USES THE INDEX REGISTER
* AS BOTH A MEMORY ABDRESS REGISTER AND AS A
* BYTE COUNTER. BECAUSE OF THE TIMING REQUIREMENTS
* OF THE FLOPPY DISK THE INDEX REGISTER IS TESTED
* for zero to determine the end of the data
* TRANSFER. TESTING FOR ZERO PLACES ADDRESSING
* CONSTRAINTS ON THE LOCATION OF THE URITE DATA
* STORAGE AREA. THE HIGHEST ADDRESS OF THIS AREA
* IS DETERMINED BY ADDING THE MAXIMUM OFFSET
* Yalue to the data length:
* MAX ADDRESS = 255 (OFFSET) + 128 (DATA)
* $=383$
* THE INTERYAL TIMER IS ARMED TO INTERRUPT THE
* SYSTEM AFTER 4.6 MILLISECONDS. THIS INSURES
* that if there is a harduare malfunction the
* ONLY RECORD AFFECTED IS THAT ONE UHICH WAS TO
* BE URITTEN.
* OTHER ERROR INTERRUPTS INCLUDE:
A. SYSTEM INOPERABLE
B. UNDERFLOW
C. INDEX
D. NOT READY
* THE "ABOVE TRK 43" SIGNAL IS SET TO A "1"OR * "e" PRIOR TO BEGINNING THE DATA TRANSFER. THE * RAM LOCATION "FUTRKA" IS USED TO DETERMINE THE * PRESENT LOCATION OF THE HEAD.

88790
08880
88810
88820
88830
08840
88850
88860
88870
88880
88898

88910
88920

88940
88950
88960
08978 08980 08990
＊SYNCHRONIZATION OF THE URITE DATA RATE TO THE
＊PROGRAR IS ACCOMPLISHED BY UAITING UNTIL A BYTE
＊REQUEST OCCURS．THIS UAIT LOOP CONSISTS OF
＊TESTING BIT 7 OF PIA 1 CONTROL REGISTER A
＊AND LOOPING BACK TO TEST THE BIT AGAIN IF IT
＊HAB BEEN＂0．＂AFTERA＂1＂BIT IS DETECTED
＊a data byte is moved to the pia．after
＊THE BYTE HAS BEEN MOYED A BUMMY REAB CLEARS
＊THE Interrupt flag．failure to execute the
＊dUMMY READ BEFORE THE NEXT BYTE REQUEST UILL
＊CAUSE AN UNDERFLOU ERROR SIGNAL TO LATCH．
＊UHEN THE URITE ROUTINE IS COMPLETED OR ABORTED
＊the pia＇s are returned to reab mode．
－AN OPERATION／ABORT FLAG IS MAINTAINED IN RAM
＊LOCATION＂FVABOR＂AS FOLLOUS：
＊ 18080180 URITE OPERATION IN PROGRESS
＊O1808180 URITE OPERATION ABORTED BY PROGRAM
＊Q118018日 URITE OPERATION ABORTED BY INTERRUPT
＊O8日日8110 URITE OPERATION COMPLETE
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| 09990 | $52 F B$ | $F 7$ | 8881 |
| :--- | :--- | :--- | :--- |
| 18888 | $52 F 3$ | $F 5$ | 8080 |
| 18810 | $52 F 6$ | $C 6$ | $A O$ |



| 10340 |  |  |  |
| :---: | :---: | :---: | :---: |
| 18358 |  |  |  |
| 10360 |  |  |  |
| 10378 |  |  |  |
| 10390 | 5338 | 7 F | 8010 |
| 10400 | 533 E | CE | 0000 |
| 10410 | 5341 | FF | 8080 |
| 18420 | 5344 | CE | 3434 |
| 10430 | 5347 | FF | 8082 |
| 10440 | 534 A | F? | 8040 |

* "urite gaten is aropped 30 TO 38 microseconds
* AFTER THE LAST BYTE REQUEST. THIS ENSURES THAT
* the last crc byte has passed the trimmer erase
* COIL IN THE Ríw HEAD.

10460

```
10480 534086 05
10498 534F 97 00
10580 5351 39
18520
```

| CLR | FP3PRA | STOP INTERYAL TIMER |
| :--- | :--- | :--- |
| LDX | $\# G$ |  |
| STX | FPIPRA | CHANGE PIA \#1 TO IHFUTS |
| LDX | $\# \$ 3434$ |  |
| STX | FPICRA | RESELECT FERIPHERAL REG. |
| STA B FPZFRA | DROO ENAELE WRITE |  | * pia 1 is nou in read mode.

LDA A \%89000110
STA A FYABOR SET WRITE COMPLETE FLAG RTS RETURN TO HOST PROGRAM

Note that under the system specifications described in Section 5-4.7 the above instruction series is guaranteed to operate within system timing requirements.

Note that in the write loop, the index register is used as a data storage pointer.
Because of this, restrictions are placed on the storage location of the recovered data. The data must be stored in the memory address range $0-383$. This is due to the fact that if an address greater than 383 were used a CPX instruction would have to be added to the loop as in the following example:

## CYCLES

| FKWR06 | LDAA | FKDATA,X | 5 |
| :--- | :--- | :--- | :---: |
| FKWR07 | BIT B | FP1CRA | 4 |
|  | BPL | FKWR07 | 4 |
|  | STAA | FP1PRB | 5 |
|  | BITB | FP1PRA | 4 |
|  | DEX |  | 4 |
|  | CPX | \#FKLADR+1 | 3 |
|  | BNE | FKWR06 | 4 |
|  |  |  | 33 Cycles |

Clearly, 33 cycles at $1.0 \mu \mathrm{~s} /$ cycle will not transfer $32 \mu \mathrm{~s} /$ byte data. The example program will not work.

The upper storage address of 383 is calculated by adding the maximum value of index offset (255) to the number of bytes to be transferred (128). Using the maximum offset, the write data would be stored in addresses 256 through 383 inclusive. Because this address range does not interfere with the direct addressing range this technique of storage should be acceptable in nearly all floppy disk applications.

If the minimum index offset ( 0 ) is used, the storage address range would be 1-128 inclusive. Note that this routine does not permit address 0 to be used for floppy disk write data storage.

An alternate method of fetching write data uses a data stack and the PUL instruction. This method of data fetching is not acceptable in most floppy disk applications because if an error interrupt did occur during the write operation, up to seven bytes of write data storage would be overwritten by the interrupt's stacking of the MPU registers. In the read operation, stacking is an acceptable method of storing data and saves considerable time in the read loop (See the read operation program listing).

When a write operation is either completed or aborted, the PIA's should be restored to the pre-read condition. This serves two purposes. It protects the data on the diskette in that a multiple malfunction would be required to inadvertly turn on write current. In addition, the preparatory steps required to begin a read operation are reduced.

The integration of this write routine with a typical host program is described in section 5-4.6.4-3.

## 5-4.8 SPECIAL OPERATIONS - UPC LOOKUP

One of the main advantages of direct MC6800 control of the floppy disk system is the "higher level of intelligence" attainable with special applications programs. In this section the special application — UPC Lookup will be discussed.

UPC means Universal Product Code. This is the bar code used on the labels of many grocery store commodities to identify the product for electronic point of sale terminals. In present systems a scanner is used to


FIGURE 5-4.7.4-2 Write Flow (Sheet 1 of 2)


FIGURE 5-4.7.4-2 Write Flow (Sheet 2 Of 2)
read the UPC Code. Then the code is transferred via the terminal communication facilities to a remote computer system. Price and descriptive information is obtained from mass storage and then transmitted back to the POS terminal. From that point the transaction for that commodity is continued as though the information was keyed into the terminal manually.

There are many potential problems in this system, the greatest of which is that if the remote system is down, all of the terminals are down with respect to UPC lookup. Many proposals have been made to localize the UPC lookup storage by using floppy disk systems at the terminal. But the cost has been prohibitive because DMA and large amounts of RAM storage are required.

The UPC lookup may be thought of as a read-only process. That is, it is not necessary that the local terminals have the ability to record data on the floppy disk. The UPC files can be recorded at a central location such as a grocery chain central headquarters or in the "backroom"' of the store itself. Because ths diskettes are highly portable they can be delivered with new grocery shipments. By limiting the terminal to a read-only floppy disk system there is an immediate cost saving in the floppy disk hardware.

If DMA is not required to recover the data in a microprocessor based terminal further hardware savings are realized. But these savings are even greater due to the "intelligence level" of the floppy disk control programs.

Assume that the data on the floppy disk is in IBM 3740 format. This means that each data record field is 128 bytes. But the UPC record does not require 128 bytes. Assume that 18 bytes are required for each UPC record. Then seven UPC records could be stored in each data record field. The ideal situation, in this case, is that only 18 bytes of RAM is required for UPC data storage. This can be achieved because of the micro-processor's ability to perform a logical or "key" search. A UPC record can be "keyed" by the UPC code itself. The resulting track format is shown in Figure 5-4.8-1.

Figure 5-4.8-2 is a system level flow chart which shows how a UPC lookup could be integrated in a POS system. Figure 5-4.8-3 is the assembled program listing with commentary for a UPC lookup task. Figure 5-4.8.4 is a flow chart of the read and search portion of the UPC lookup program routines.

The FKSRCH program not only performs the search for UPC data but also gathers diagnostic information which can be used to determine if error recovery attempts should be made.

Note in the FKLKUP that a simple decode of the two low order bytes of the UPC code is used to determine the track address of the desired data. The UPC characters in this example system are single bytes with decimal values 0 through 9 . The track address is calculated by finding the decimal value of the two low order characters $(0-99)$ and dividing by 2 . Then 8 is added to the result in order to determine a track address 8 through 57 inclusive.

This is a simple track address decode which provides even distribution of the UPC records throughout the 50 UPC tracks if it can be assumed that the UPC codes are consecutively assigned by the grocery product packagers. In actual practice this will seldom be the case and a more complex track decode would be required. The track assignment decode may vary from day to day. Therefore it may be required for the track decode to be recorded on the diskette at a central location. Then the program would be moved into RAM memory during the POS system initialization.

In summary, a task such as UPC lookup can be made feasible at the local level using techniques similar to those documented in this manual. But the UPC task is just one of many applications of a non-DMA approach toward floppy disk. The UPC is just a specific case of the more general logical or keyed search. The main advantage of direct MPU control of the floppy disk is that the programs can be tailored to the specific task requirements.


FIGURE 5-4.8-1. UPC Track Format


FIGURE 5-4.8-2. UPC Lookup Program Integration


TABLE 5-4.8-3. UPC Search Routine (Sheet 1 of 10)

03848

03868
03878

83890
83188
03110
03120
83136
83148
03158
03168
03170
83180
03190
03288

83228
0323 B
03248
03250
83268
83288
83298
03388
83310
83328

03340
83350
03360

83380
03390
03408
03410
03420
03436
03448
8345 B
03468
03478
83480
03498
03580

* UPC SEARCH ROUTINE
* THIS ROUTINE SEARCHS FOR THE DESIRED UPC DATA
* AND UHEN FOUND STORES THE DRTA.
* THE DATA ON FLOPPY DISK IS RECORDED IN IBM 374 G
* FIXED FORGAT. THE FOLLOUING IS A BREAKDOWN
* of the upe recori storage:

UPC RSSIGHED TRACKS $=8-5$ ?
NO. OF RSSIGNED TKACKS $=50$
DATA RECORE FIELDS PER TKACK = 26
TOTAL BYTES PER BATA FIELD $=128$
BYTES PER FIELD HEADFR = ?
BYTES PER UFE RECORI = $=18$
UPC RECORDS PER JATA FIELI =?
UPC RECORDS PER TRACK $=182$
TOTAL AYAILRBLE UPC RECORDS = 9100

* the follouing is a breakdoun of the upc record:

UPC CODE $=18$ BYTES PRICE $=4$ BYTES MESSAGE RDDR $=2$ BYTES MISCELLANEOUS = 2 BYTES

* EACH DATA RECORD FIELD CONTAINS ? UPC RECORDS.
* THE FIRST TUO EYTES OF THE DATA RECORT FIELI
* cantain header information. the first byte
* IS THE TRACK ADIJRESS ANII THE SECOND EYTE IS
* the sectur ajdresg.
* EACH UPC RECORD CONSISTS OF A IG BYTE UPC CODE
* UHICH SERYES AS A "KEY" TO 8 BYTES OF PRICE
* and descriptive Information.
* R UPC SEARCH IS BEGUN BY READING THE FIRST
* DATA RDDRESS MARK UHICH OCCURS. THEN THE
* First data byte is comparen uith the track
* AIDRESS ("FYTRKA"). THE NEXT BYTE IS REAI
* and Stured in "Fyflg2." then the first ig bytes
* DF EACH 18 BYTE UPC RECORD IS COMPARED AGAINST
* THE DESIRED UPC CHARACTERS. IF A MATCH IS FOUND
* THE NEXT 8 BYTES RRE STACKED IN MEMORY. IF NO
* MATCH IS FOUNII IN ONE OF THE SEYEN UPC RECORDS
* the operation refeats fur the nét iata record
* field. houeyer. unce the fikst mata recorif field
* IS REAI hithout a cre errar the sector aidiress
* (*FYFLG2*) Locatian in memary is hot changeit.

03530
83548
03550
03568
83578
83580

03688
03618

03638
83648
03650
03668
03670
03680
03698

03718
83728
03738
83748
03750
03760

03780
03798
03880

83820
83830
03840
83850
03868
03870
03880
03890
83968
03918

03938
03948
03950
83960

* THIS PROCESS CONTINUES FOR 2 REYOLUTIONS OF THE * DISKETTE GOYERNED BY A 34 EAS INTERYAL TIMER * SETTING. IF THE data canNot be FOUND IN tho * REYOLUTIONS ERROR FLAGS ARE SET AS A RESULT * OF an INTERYAL TIMER INTERRUPT AND THE UPC
* SEARCH OPERATION IS ABORTED.
* FLAG BYTES ARE USED TO DIRECT THE PROGRAM FLOU. * DEFINITIONS OF THE FLAG BYTES ARE AS FOLLOWS:
"FYFLG1"
* FLAG I IS SET IF THE FIRST HEADER BYTE DOES NOT
* MATCH THE DESIRED TRACK RDDRESS ("FYTRKA").
* the flag is reset if a cre error occurs after
* READING THE DATA RECORB FIELD. IF NO CRC ERROR
* OCCURS AND FLAG 1 IS SET, a SEEK ERROR FLAG
* IS SET AND THE UPC SEARCH IS ABORTED.
"FYFLG2"
* FLAG 2 IS SET BY STORING THE 2ND HEADER BYTE
* IN LOCATION "FVFLG2." THE FLAG IS SET ONLY ONCE
* DURING THE $1 S T$ ERROR FREE READ OF A DATA RECORD
* FIELD. If the flag is set it means that a track
* MATCH UAS FOUND.
"FYFLG3"
- FLAG 3 HEANS THE UPC SEARCH HAS SUCCESSFUL.
* IF CRC ERROR OCCURS FLAG 3 IS CLEARED.
"FYFLG4"
* FLRG 4 IS A CRC ERROR COUNTER. IF THE FIRST
- 5 DATA FIELDS HAVE CRC ERRORS THE READ ERROR
* IS CONSIDERED TO BE NON-RECOYERABLE. IF ANY
* Of THE FIRST FIVE DATA FIELDS READ HAYE NO
* CRC ERRORS, ANY SUBSEQUENT CRC ERRORS INCREMENT
- FLAG 4. once a data record field has been read
* UITHOUT ERROR FURTHER ERRORS ARE CONSIDERED TO
* BE RECOVERABLE UNTIL THE INTERYAL TIMER ABORTS
* the search operation.
"FYFLG5"
FLAG 5 IS A COUNTER HHICH INDICATES THE NUMBER OF DATA FIELDS PASSED UITHOUT A UPC MATCH AND NO UPC ERRORS.

| 03988 | * | AN OPERATION | N/ABORT FLAG I | IS MAINTAIN | NEJ FJR |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 03990 | * | PURPOSES OF | COMMUNICATION | N MITH THE | HOST PROGRAM. |
| 04886 | * | THE OPERATIO | ON/ABORT FLAG | IS STORED | IN RAM |
| 84818 | * | Location "Fy | YABOR* AS FOLL | LOWS: |  |
| 04838 | * | 18011080 | UPC SEARCH I | IN PROGRESS |  |
| 04848 | * | 01811000 | UPC SEARCH | ABORTED BY | FROGRAM |
| 04858 | * | 81111800 | UPC SEARCH A | ABORTED BY | IHTERRUPT |
| 84860 | * | 08111610 | UPC RECORD | hot found |  |
| 04878 | * | 08011010 | UPC SEARCH C | COMPLETE |  |
| 04088 | * | 81111111 | SEEK VERIFY | ERROR |  |

TABLE 5-4.8-3. UPC Search Routine (Sheet 4 of 10)
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| $\begin{aligned} & 05750 \\ & 05778 \end{aligned}$ |  |  |  | * UPC MATCH HAS SUCCESSFUL. |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | * | Prepare to | T0 | SKIP | P RE | ININ | HG EY | TES, | IF $A N$ | $Y$. |  |
| 85790 | 518 E | CB | 12 |  | ADD | B | $\cdots$ |  | ADJ | JuSt | FIELD | BYtE | CNT |  |
| 05800 | 5190 | 27 | 8 C |  | BEQ |  | FKS | SR99 | IF | LAST | BYTE. | DO | CRC | CHK |
| 05818 | 5192 | 7E | 5113 |  | JMP |  | FKS | SR08 | IF | HOT | LAST | BYTE, | SKI | IP OU |




FLDISK





FIGURE 5-4.8-4. UPC Search Program Flow Chart

## 5-4.9 INTEGRATED READ/WRITE LOGIC

Up to this point the discussion of the read and write logic has been treated separately. In the case of the UPCLookup, it was shown that there are applications where the write controls are not needed. But the more typical requirement is a design capable of controlling both read and write operations. Figures 5-4.9-1, 5-4.9-2 and 5-4.9-3 are logic diagrams for a floppy disk formatter which is capable of controlling both read and write operations.

The combined read and write logic is just a marriage of the hardware that has been discussed in preceeding sections. Refer to the appropriate Sections for additional detail.


FIGURE 5-4.9-1. Combined Read/Write Data Logic


FIGURE 5-4.9-2. Combined Read/Write Clock Logic


FIGURE 5-4.9-3. Error Detect Logic

# APPENDIX 5-4.A <br> SHUGART ASSOCIATES <br> SA900/901 <br> Diskette Storage Drive 

## SPECIFICATION SUMMARY

## Performance Specifications

Capacity (Unformatted)
Data Transfer Rate
Access Time
Average Access Time
Rotational Speed
Average Latency
Recording Mode
Media Characteristics

| Cartridge Required | SA900 | SA100 or IBM "Diskette" |
| :--- | :--- | :--- |
|  | SA901 | SA101 |
| Physical Sectors | SA900 | 0 |
|  | SA901 | 32 |
| Index |  | 1 |
| Tracks |  | 77 |
| Density | Recording | 3200 bpi (approx. inside |
|  |  | track) |
|  | Track | 48 TPI |


| Per Disk Per Track | 3.1 megabits |
| :---: | :---: |
|  | 41 kilobits |
|  | 250 kilobits/second |
| Track to Track | 10 MS |
| Settling Time | 10 MS |
|  | 260 MS |
|  | 360 RPM |
|  | 83 MS |
|  | Frequency Modulation |
| SA900 | SA100 or IBM "Diskette" |
| SA901 | SA101 |
| SA900 | 0 |
| SA901 | 32 |
|  | 1 |
|  | 77 |
| Recording | 3200 bpi (approx. inside track) |
| Track | 48 TPI |

$50 \mathrm{~Hz}-100 \mathrm{VAC}$, single phase
$60 \mathrm{~Hz}-208 / 230 \mathrm{VAC}$, single phase
50 Hz - 208/230 VAC, single phase
Write Protect (SA901 only)

- 12 or -15 V option to replace -5 V input

Chassis Slide
$101 \frac{1}{2}{ }^{\prime \prime}$ High Front Plate for use with
Chassis Slide
$5.25^{\prime \prime} \times 11^{\prime \prime}$ Front Plate
$5.25^{\prime \prime} \times 10^{\prime \prime}$ Front Plate

## READ ERROR RATE

$1 \times 10^{9}$ bits read/soft error (nominal)
$1 \times 10^{12}$ bits read/hard error (nominal)

Additional Features for SA900/901

## SEEK ERROR RATE

1 seek error in $10^{6}$ seeks


FIGURE 5-4.A-2. Loading SA900/901

# SA900/901 <br> DISKETTE STORAGE DRIVE 

## FUNCTIONAL CHARACTERISTICS

## GENERAL OPERATION

The SA900/901 Diskette Drive consists of read/write and control electronics, drive mechanism, $\mathrm{read} / \mathrm{write}$ head, track positioning mechanism, and the removable Diskette. These components perform the following functions:

- Interpret and generate control signals.
- Move read/write head to the selected track.
- Read and write data.

The relationship and interface signals for the internal functions of the SA900/901 are shown in Figures 5-4.A-3 and 5-4.A-4 respectively.

The Head Positioning Actuator positions the read/write head to the desired track on the Diskette. The Head Load Actuator loads the Diskette against the read/write head and data may then be recorded or read from the Diskette.


FIGURE 5-4.A-3 SA900 Functional Diagram, One Sector Hole


FIGURE 5-4.A-4 SA901 Functional Diagram, 32 Sector Holes
The electronics are packaged on one PCB. The PCB contains:
(1) Index Detector Circuits (Sector/Index for 901).
(2) Head Position Actuator Driver
(3) Head Load Actuator Driver
(4) Read/Write Amplifier and Transition Detector
(5) Data/Clock Separation Circuits
(6) Safety Sensing Circuits
(7) Write Protect (SA901 only)

An electrical stepping motor (Head Position Actuator) and lead screw positions the read/write head. The stepping motor rotates the lead screw clockwise or counterclockwise in $15^{\circ}$ increments. A $15^{\circ}$ rotation of the lead screw moves the read/write head one track position. The using system increments the stepping motor to the desired track.

The Diskette drive motor rotates the spindle at 360 rpm through a belt-drive system. 50 or 60 Hz power is accommodated by changing the drive pulley. A registration hub, centered on the face of the spindle, positions the Diskette. A clamp that moves in conjunction with the latch handle fixes the Diskette to the registration hub.

The read/write head is in direct contact with the Diskette. The head surface has been designed to obtain maximum signal transfer to and from the magnetic surface of the Diskette with minimum head/Diskette wear.

The SA900/901 head is a single element read/write head with straddle erase elements to provide erased areas between data tracks. Thus normal tolerance between media and drives will not degrade the signal to noise ration and insures Diskette interchangeability.

The read/write head is mounted on a carriage which is located on the Head Position Actuator lead screw. (See Figure 5-4.A-5) The Diskette is held in a plane perpendicular to the read/write head by a platen located on the base casting. This precise registration assures perfect compliance with the read/write head. The Diskette is loaded against the head with a load pad actuated by the head load solenoid.


## DISKETTE

The recording media used in the SA900 Diskette Storage Drive is a Mylar* disk enclosed in a plastic envelope. The characteristics of the disk and envelope are:

| Disk Diameter | 7.875 inches |
| :--- | :--- |
| Envelope Size | 8 inches x 8 inches |
| Rotational Speed | 360 RPM |
| Rotational Period | 166.67 ms |
| Average Latency | 83.33 ms |
| Number of Tracks | 77 |
| Bit Density Inside Track | 3200 bpi approx. |

The SA100 Diskette media is IBM compatible and can be used in the SA900 or the IBM 3740 Data Entry System. (See Figure 5-4.A-6A)

The SA101 Diskette is used with the SA901 and differs from the SA100 in that there are 32 sector holes and a file protect hole. (See Figure 5-4.A-6B)
*Trademark of Dupont Corp.


FIGURE 5-4.A-6A SA 100 Diskette and Cartridge Layout


FIGURE 5-4.A-6B SA101 Diskette and Cartridge Layout

# SA900/901 <br> DISKETTE STORAGE DRIVE 

## ELECTRICAL INTERFACE

The interface of the SA900/901 Diskette drive can be divided into two categories: Signal and Power. The following sections provide the electrical definition for each line.

## SIGNAL INTERFACE

The signal interface consists of the lines required to control the SA900/901 Diskette Storage drive and transfer data to and from the unit. All lines in the signal interface are digital in nature and either provide signals to the drive (input) or provide signals to the user (output).

## Input

There are six (6) input signal lines to the SA900/901 Diskette Storage drive; each line has the following input specifications.

Vin $0 \mathrm{~V}-.4 \mathrm{~V}=$ logical zero $=$ true
Vin $2.5 \mathrm{~V}-5.5 \mathrm{~V}=$ logical one $=$ false
Input Impedance $=150 \Omega$

## DIRECTION SELECT

This interface signal defines the direction of motion of the $\mathrm{R} / \mathrm{W}$ head when the Step line is pulsed. An open circuit or logical one level defines the direction as out, and if a pulse is applied to the Step line the $\mathrm{R} / \mathrm{W}$ head will move away from the center of the disk. Conversely, if this input is shorted to ground or a logical zero level is applied the direction of motion is defined as in and if a pulse is applied to the Step line the $\mathrm{R} / \mathrm{W}$ head will move towards the center of the disk.

## STEP

This interface line is a control signal which causes the $\mathrm{R} / \mathrm{W}$ head to move with the direction of motion defined by the Direction Select line. The access motion is initiated on each logical zero to logical one transition of this signal. The timing restrictions on this signal are shown in Figure 5-4.A-13.

## LOAD HEAD

This interface line performs two functions on all machines at or above E.C. level 45. (The EC level can be found in the rear upper corner of the PCB.) One function is to remove the 24 volts from the stepper motor which will allow the motor to run cooler. This means to either step, read or write. The head load line must be a logical 0 level. This function can be crippled by cutting a trace on the PCB. Then 24 volts will be applied to the stepper at all times. This trace has been labeled ' R '" for easy identification.


FIGURE 5-4.A-7 Standard Interface Lines

It also is a control signal to an actuator that allows the disk to be moved into contact with the $\mathrm{R} / \mathrm{W}$ head. An open circuit or logical one deactivates the head load actuator and causes a bail to lift the pressure pad from the disk, which removes the load from the disk and $\mathrm{R} / \mathrm{W}$ head. A logical zero level on this signal activates the head load actuator and allows the pressure pad to bring the disk into contact with the $\mathrm{R} / \mathrm{W}$ head with the proper contact pressure.

## FILE INOPERABLE RESET

This interface line provides a direct reset on the File Inoperable latch. The inactive level for this signal is a logical one. The File Inoperable condition is reset with a logical zero level applied to this line. Note: Under no circumstances should the drive be operated with this signal at a constant logical zero level since all data safety circuitry will be defeated.

## WRITE GATE

Write Gate is an interface line which controls the writing of data on the disk. A logical one level on this interface line turns off the current source to the write drivers along with the current sinks for the write current. A logical zero level on this line enables the write current source and current sinks, and disables the stepping circuitry.

## WRITE DATA

This interface line provides the data to be written on the disk and each transition from the logical one level to logical zero level causes the current through the $\mathrm{R} / \mathrm{W}$ head to be reversed. Input impedance for Write Data $=100 \Omega$.

## Output

There are six (6) output signal lines from the SA900 Disk Storage drive, and eight (8) from the SA901. Each line has the following output specifications:

Vout $=0 \mathrm{~V}-.4 \mathrm{~V}$ logical zero $=$ true
Each output line appears as an open circuit (transistor in cut-off) for the logical one level. (False)
Maximum sink current $=100 \mathrm{ma}$.

## TRACK 00

The Track 00 interface signal indicates when the $\mathrm{R} / \mathrm{W}$ head is positioned at track zero (the outer most data track) and the access circuitry is driving current through phase one of the stepping motor. This signal is at a logical one level when the R/W head is not at track zero and is at a logical zero level when the R/W head is at track zero.

## FILE INOPERABLE

File Inoperable is the output of the data safety circuitry and is at a logical zero level when a condition
which jeopardizes data integrity has occured. Logically the signal is defined as follows:

$$
\begin{aligned}
\text { File Inoperable }= & (\text { Write Gate } . \text { Write I Sense }) \\
& +(\text { Write Gate } . \text { Write I Sense }) \\
& +(\text { Write Gate } . \text { Head Load }) \\
& +(\text { Write Gate } . \text { Write Data }) \\
& +(\text { Write Gate } . \text { Door Closed })
\end{aligned}
$$

## INDEX

This interface signal is provided by the disk drive once each revolution ( 166.67 ms ) to indicate the beginning of the track. Normally, this signal is a logical one level and makes the transition to the logical zero level for a period of $1.7 \mathrm{~ms}(.4 \mathrm{~ms} \mathrm{SA} 091)$ once each revolution. The timing of this signal is shown in Figure 5-4.A-8.


FIGURE 5-4.A-8 Index Timing

## SECTOR (SA901 ONLY)

This interface signal is provided by the disk drive 32 times each revolution. Normally, this signal is a logical one level and makes the transition to the logical zero level for a period of .4 ms 32 times each revolution. The timing of this signal is shown in Figure 5-4.A-9.


FIGURE 5-4.A-9 Index/Sector Timing

## WRITE PROTECT (SA901 ONLY)

This interface signal is provided by the disk drive to allow the user an indication when a write protected diskette is inserted in the SA901. The signal is a logical one level when the diskette is not protected and a logical zero when it is protected.

## SEPARATED DATA

Separated Data is the interface line over which read data is sent to the using system. The frequency modulated signal written on the disk is demodulated by the drive electronics and the data pulses are sent to the using system over this interface line. Normally, this signal is a logical one level and each data bit recorded on the disc causes a transition to the logical zero level for 200 ns . The timing for this signal is shown in Figure 5-4.A-15.

## SEPARATED CLOCK

The Separated Clock interface line provides the using system the clock bits recorded on the disk in frequency modulation recording. The levels and timing are identical to the Separated Data line except that a separated clock pulse occurs each $4 \mu$ s.

## UNSEPARATED READ DATA

The Unseparated Read Data interface line provides raw data (clock and data bits together) to the using system that requires it. The levels and timing for this signal are shown in Figure 5-4.A-15.

## POWER INTERFACE

The SA900/901 Diskette Storage Drive requires both AC and DC power for operation; the AC power is used for the drive motor while the DC power is used for the electronics and stepping motor. The power requirements are defined in the following sections.

## AC Power

$110 \pm 10 \%$ VAC @ .75A
$50 / 60 \pm .5 \mathrm{~Hz}$ single phase

DC Power
$+5 \pm 0.25$ VDC @ 1.5A max. 50 mV ripple
$-5 \pm 0.25$ VCD @ .20A max. 50 mV ripple
$+24 \pm 1.20 \mathrm{VCD} @ 2.0 \mathrm{~A}$ max.
100 mV ripple
DC POWER OPTIONS (-5 VDC Replacement)
$-12 \pm .6 \mathrm{VDC} @ .20 \mathrm{~A}$ max. 50 mV ripple
(cut trace "L'")
$-15 \pm .75$ VDC @ .20A max. 50 mV ripple
(cut trace ' $L$ " and ' 'M')

## INTERFACE CIRCUITRY

Shugart Associates provides interface circuitry to connect the SA900/901 with the host system via lines with 150 ohms characteristic impedance. The drivers and receivers are divided into two categories -
those lines carrying data and those lines carrying control information.
The following two sections describe the circuitry recommended for interfacing the SA900/901 with the host system.

Figure 5-4.A-10 shows the interface circuitry for the Read Data, Separated Data, Separated Clock, and Write Data interface lines.


FIGURE 5-4.A-10 Data Line Driver/Receiver Combination

## Data Line Driver

The line drivers for these interface signals must be capable of sinking 110 ma in the logical true state with the maximum voltage in this state no greater than .3 volts with respect to logic ground. When the line driver is in the logical false state, the driver transistor is in cutoff and the voltage at the output of the driver should be no less than 3.0 v with respect to logic ground.

## Control Line Driver

The line driver for these signals consist of an open collector 2N2222A transistor. The driver must be able to sink a maximum of 37 ma . in the logical true state with a maximum voltage of .3 volts with respect to logic ground. When the line driver is in the logical false state the driver transistor is in cutoff and the collector cutoff current should be no greater than 10 nanoamperes.

## Data Line Receiver

The line receiver for the four interface lines is basically a Schmitt trigger with the switching threshold at 1.7 volts to enhance the noise immunity on these signal lines. The signal line is terminated in $100 \Omega$ ( $\pm 5 \%$ ) for use with 93 to $100 \Omega$ coaxial cable.

Figure 5-4.A-11 shows the interface circuitry for the control lines between the SA900/901 and the host system.

Typical Recommended Line Driver-Receiver Combination


FIGURE 5-4.A-11 Control Signal Driver/Receiver Combination

## Control Line Receiver

The line receiver consists of a standard 7400 family TTL gate with a termination resistor of $150 \Omega$ ( $\pm 5 \%$ ) to +5 volts. The input characteristics for this receiver are:

Maximum logical state voltage $=.8 \mathrm{v}$.
Minimum logical false state voltage $=2.0 \mathrm{v}$.
Note: These are measured at the input to the receiver.
For a detailed discussion of IBM 3740 compatibility, the system designer should read Shugart Associates Guide to IBM 3740 Compatibility (Publication number SA 0001-2).

## TRACK ACCESSING

Seeking the $\mathrm{R} / \mathrm{W}$ head from one track to another is accomplished by selecting the desired direction utilizing the Direction Select interface line and then pulsing the Step line. Multiple track accessing is accomplished by repeated pulsing of the Step line until the desired track has been reached. Each pulse on the Step line will cause the R/W head to move on track either in or out depending on the Direction Select line.

The head load line must be active (logical 0 level) in order to activate the stepper. When not Accessing, Reading or Writing it is not necessary to have power to the stepper; therefore, the head load line controls the 24 volts to the stepper motor which allows it to remain cooler. This function can be crippled by cutting a trace which has been provided on the PCB. This trace has been labeled " $R$ "' for easy identification.

Figure 5-4.A-12 shows an SA901 recording format using sector recording.

## Step Out

With the Direction Select line at a plus logic level ( 2.5 V to 5.5 V ) a pulse on the Step line will cause the $\mathrm{R} / \mathrm{W}$ head to move one track away from the center of the disk. The pulse(s) applied to the Step line and the Direction Select line must have the timing characteristics shown in Figure 5-4.A-13.


FIGURE 5-4.A-12 Sector Recording Format (SA 901 only)


FIGURE 5-4.A-13 Track Access Timing

## Step In

With the Direction Select line at a minus logic level ( 0 V to .4 V ), a pulse on the Step line will cause the R/W head to move one track closer to the center of the disk. The pulse(s) applied to the Step line must have the timing characteristics shown in Figure 5-4.A-13.

These timing specifications are required in order to guarantee that the R/W head position has stabilized prior to reading.

## READ OPERATION

Reading data from the SA900/901 Diskette Storage drive is accomplished by activating the interface line, "Load Head" and "Write Gate" is not active. The timing relationships required to initiate a read sequence are shown in Figure 5-4.A-14.

Once reading has commenced, the two interface lines, Separated Data and Separated Clock provide the read data. The timing of the read signals, Separated Data, and Separated Clock are shown in Figure 5-4.A-15.

## WRITE OPERATION

In order to write data on the SA900/901 Diskette Storage drive, certain timing relationships must be assured. These timing requirements are required to:



FIGURE 5-4.A-15 Read Signal Timing
(1) Avoid destroying data due to a hardware failure or the position of the $\mathrm{R} / \mathrm{W}$ head has not stabilized.

These timing requirements are defined in Figure 5-4.A-16.
In order to ensure that a hardware failure or operator interference does not cause the unintentional loss of data, data safety circuitry is provided. If the data safety circuitry detects an undesirable condition within the drive a latch is set, writing is inhibited, and the signal File Inoperable is sent to the user. File Inoperable is defined by:

File Inoperable $=($ Write Gate. Write I Sense $)$
$+($ Write Gate $\cdot$ Write I Sense $)$
$+($ Write Gate $\cdot$ Head Load $)$
$+($ Write Gate $\cdot$ Write Data)
$+($ Write Gate $\cdot$ Door Closed $)$

## POWER SEQUENCING

Applying AC and DC power to the SA900/901 can be done in any sequence, however, once AC power has been applied, a 4 second delay must be introduced before any Read or Write operation is attempted. This delay is for stabilization of the Diskette rotational speed. Also, initial position of the $\mathrm{R} / \mathrm{W}$ head with respect to data tracks is indeterminant immediately after application of DC power. In order to assure proper positioning of the $\mathrm{R} / \mathrm{W}$ head prior to any read/write operation, a Step Out operation should be performed until the Track 00 indicator becomes active.

The Load Head signal can be applied any time after DC power has been applied, however, the signal must be true for a minimum of 50 ms prior to a read or write operation.


* 4 seconds if $A C$ and $D C$ power are applied at same time.


## SAFETY CIRCUITS

- Safety Circuits check for component failures, using system operational errors, and operator errors.

The safety circuit, File Inop, in the SA900/901 is designed to check for the following:
(1) Write gate with no write current sense.
(2) No write gate with write current sense.
(3) Write gate without the head loaded.
(4) Write gate with no write data.
(5) Write gate with the door opened.

Figure 5-4.A-17 shows the functional diagram of the File Inop circuit. It is the responsibility of the using system to test the -File Inop interface line. Upon detection of -File Inop, the using system should activate -File Inop Reset and retry the operation.

When -File Inop becomes active, the SA900/901 will inhibit any further write operations until the fault is corrected, and File Inop Reset or Power on reset is presented.


FIGURE 5-4.A-17 File Inop Circuit

# APPENDIX 5-4.B <br> ORBIS MODEL 74 DISKETTE DRIVE (Courtesy Orbis Systems, Inc.) 

## ORBIS MODEL 74 DISKETTE DRIVE

## 5-4.B. 1 EQUIPMENT SPECIFICATIONS

The equipment specifications for the Model 74 Diskette Drive are as follows:

## 5-4.B.1.1 ACCESSING TIME

Average Latency
Access Time
Head Load Time

5-4.B.1.2 RECORDING
Mode
Density (nominal)

Data Transfer Rate
Sectors (soft)
Sectors (hard)

## 5-4.B.1.3 DATA CAPACITY (Unformatted)

Bits/Track
Bytes/Track
41,664

Bits/Byte
Tracks/Disk
Bits/Disk
3,208,128

5-4.B.1.4 DISKETTE (IBM Compatible)
Disks/Cartridge
Useable Recording Surfaces/
Disk Cartridge
Disk Surface Diameter
Recording Diameters

Disk Surface Coating
Disk Rotational Speed
83 mS

Up to 32

5,208
8
77

77

6 mS track to track; 14 mS Settle
$16 \mathrm{mS} / 14 \mathrm{mS}$ Settle

Double Frequency (Standard)
1836 bpi (outer track)
3268 bpi (inner track)
$250,000 \mathrm{~Hz}$ nominal
IBM 3740 or equivalent

| Disks/Cartridge | $1(8 \times 8$ inches including envelope) |
| :--- | :--- |
| Useable Recording Surfaces/ | 1 or 2 |
| $\quad$ Disk Cartridge | 7.88 inches |
| Disk Surface Diameter | Track 76 (inner) 2.0290 inches nominal; |
| Recording Diameters | Track 00 (outer) 3.6123 inches nominal |
|  | Magnetic Oxide |
| Disk Surface Coating | $360 \pm 9 \mathrm{rpm}$ |
| Disk Rotational Speed |  |

## 5-4.B.1.5 READ/WRITE/ERASE HEAD

Head/Unit
Track Width
Track Spacing
Erase to Read/Write Gap

## 5-4.B.1.6 PHYSICAL (Approx.)

Height
Width
Depth
Weight

## 5-4.B.1.7 ELECTRICAL

Power Supply (Supplied by User)
dc
ac

### 5.4.B.1.8 DATA INTEGRITY

Soft Error Rate $>1$ in $10^{10}$ Bits
Hard Error Rate $<1$ in $10^{12}$ Bits

## 1

. 014 inch
0.02083 inch ( 48 tracks per inch)
$.033 \pm 0.003$ inch
4.53 inches
9.01 inches
14.12 inches

15 lbs .
+24 volts ( $\pm 5 \%$ ) @ 1.5A
+5 volts ( $\pm 5 \%$ ) @ 0.75A
-12 volts ( $\pm 5 \%$ ) @ 0.10A (Early Machines Only)
$100 \mathrm{Vac} \pm 10 \% 50 / 60 \mathrm{~Hz} \pm 0.5 \mathrm{~Hz}$
$115 \mathrm{Vac} \pm 10 \% 60 \mathrm{~Hz} \pm 0.5 \mathrm{~Hz}$
$208 / 230 \mathrm{Vac} \pm 10 \% 60 \mathrm{~Hz} \pm 0.5 \mathrm{~Hz}$
$240 \mathrm{Vac} \pm 10 \% 50 \mathrm{~Hz} \pm 0.5 \mathrm{~Hz}$

## THEORY OF OPERATION

## 5-4.B. 2 GENERAL

The Model 74 consists of control and read/write electronics, diskette drive motor, read/write head, track access mechanism, and removable diskette cartridge. The basic functions of the Model 74 are:

Receive and generate control signals
Access the appropriate track
Write or read data on command
The functions of the Model 74 and the required interface signals to and from the using system are shown in Figure 5-4.B-1. The Read, Write, File Unsafe and Control Logic are the interface electronics between the host system and the drive. The stepping motor positions the read/write head to the desired track on the diskette. The head load solenoid loads the disk against the read/write head and data may then be recorded on or read from the diskette. Each of the logic blocks and signal names shown are later discussed under Logic and R/W Functional Descriptions.

The electronic circuitry is packaged on one Printed Wiring Board (PWB).
The PWB contains:
(1) Index Transducer Circuit
(2) Track Position Stepping Motor Circuits
(3) Head Load Circuit
(4) Read/Write Circuits
(5) File Unsafe Sensing Circuits
(6) Drive Selection Circuits

The stepping motor and lead screw positions the read/write head. The stepping motor rotates the lead screw clockwise or counterclockwise in $15^{\circ}$ increments. A $15^{\circ}$ rotation of the moves the read/write head one track position. The host system steps the stepping motor to the desired track. Track verification is accomplished by checking track and/or sector address.

The diskette drive motor rotates the spindle at 360 rpm through a belt-drive system. 50 or 60 Hz power is accommodated by means of a pulley change. A registration cone, centered on the face of the spindle, positions the diskette. A clamp (that closes with mechanical door linkage) fixes the diskette to the registration cone.

The read/write head is in contact with the diskette when loaded. The head surface has been designed to obtain maximum signal transfer to and from the magnetic surface of the disk with minimum head/diskette wear. The tunnel erase DC erases the inter-track area to improve off track signal-to-noise ratio and permit diskette interchangeability from unit to unit.

The read/write head is mounted on a carriage that is moved by the stepper motor drive shaft. Head load is achieved when the diskette is loaded against the rigidly mounted head by moving a load pad against the diskette with the solenoid actuated bail. Head to diskette compliance is achieved by restraining the diskette between the head and the load pad.


FIGURE 5-4.B-1 Model 74 Functional Block Diagram

| $\begin{array}{lr}\text { FUNCTION } & \text { DISKETT } \\ & \text { CONNEC }\end{array}$ | DISKETTE DRIVE CONNECTOR J1 | FUNCTION | DISKETTE DRIVE CONNECTOR J1 |
| :---: | :---: | :---: | :---: |
| DRIVE ADDR A | 1 | RETURN | 26 |
| RETURN | 2 | -LOW CURRENT | 27 |
| KEY | 3 | RETURN | 28 |
| KEY | 4 | -STEP | 29 |
| -READ DATA | 5 | RETURN | 30 |
| RETURN | 6 | -IN (DIRECTION) | 31 |
| -READY | 7 | RETURN | 32 |
| RETURN | 8 | -LOAD HEAD | 33 |
| -SECTOR* | 9 | RETURN | 34 |
| RETURN | 10 | -SEP CLOCK* | 35 |
| -INDEX | 11 | RETURN | 36 |
| RETURN | 12 | -SEP DATA* | 37 |
| -WRITE DATA | 13 | RETURN | 38 |
| RETURN | 14 | DRIVE ADDR B | 39 |
| -ERASE GATE (Early Machines Only) | 15 | RETURN | 40 |
| RETURN | 16 | +5 VOLTS | 41 |
| -WRITE GATE | 17 | +5 VOLTS | 42 |
| RETURN | 18 | -12 VOLTS(Early Machines Only) | 43 |
| -FILE UNSAFE | 19 | 0 VOLTS | 44 |
| RETURN | 20 | +24 VOLT RETURN | 45 |
| -FILE PROTECT* | 21 | +24 VOLT RETURN | 46 |
| RETURN | 22 | +24 VOLT RETURN | 47 |
| -TRACK 00 | 23 | +24 VOLTS | 48 |
| RETURN | 24 | +24 VOLTS | 49 |
| -UNSAFE RESET | 25 | +24 VOLTS | - 50 |
| *Option Signals |  |  |  |

## TABLE 5.4-B-3 Interface Pin Assignments

## 5-4.B. 2 INTERFACE DESCRIPTION

The interface of the 74 is divided into two categories: Signal/Data Interface and Power Interface. The initial Power up and Read/Write Sequence are shown in Figures 5-4.B-3 and 5-4.B-4.

## 5-4.B. 4 SIGNAL AND DATA INTERFACE

## 5-4.B.4.1 INPUT LINES

There are nine low active TTL input lines to the 74: Direction, Step, Load Head, File Unsafe Reset,


FIGURE 5-4.B-3 Power Up Sequence

*Some drives may be $2.2 \pm 0.3 \mathrm{~ms}$

Write Gate, Write Data, Drive Addr A, Drive Addr B, and Low Current. Each line has the following characteristics (refer to Figure 5-4.B-5):

Logic $1 \quad$-Active - 0 V to 0.4 V
Logic $0 \quad-$ Inactive -+2.5 V to +5.5 V
Input Impedance $\quad-220$ ohms to +5 V and 330 ohms to GND.
(1) Direction (-In)

This interface signal defines the direction of motion of the R/W head when the Step line is pulsed. A low active level on this line causes the Head Position Mechanism to move the read/write head towards the center of the disk when the Step line is pulsed. With the Direction line at an inactive level, a pulse on the Step line causes the Head Position Mechanism to move the read/write head away from the center of the disk. The state of Direction must not change until 200 nS after the leading edge of the Step pulse.
(2) Step

A low active level ( $10 \mu \mathrm{~S} \min$ ) on this line will cause the read/write head to be moved one track. The direction of movement is controlled by the Direction line. The state of Direction line is sampled $100 \pm 30 \mathrm{nsec}$ after the leading edge of step. Access timing relationships conform to Figure 5-4.B-3.
(3) Load Head

A low active level on this line causes the storage element to be placed in close proximity to the read/write head for data recording or retrieval. Load Head may be activated at any time after power has been applied; however, this line must be activated at least 50 mS prior to a read or write operation. During periods of no data transfer this line should be deactivated to provide for maximum storage element and head life.
(4) File Unsafe Reset

A low active level ( 200 nS minimum) on this line resets the File Unsafe Latch, providing the capability of a write retry operation without the need for operator intervention.
(5) Write Gate

A low active level on this line enables the write current source, and disables the stepping circuitry (see Section 4.5.2 for further clarification).
(6) Write Data

This interface line provides the data to be written on the disk. Each transition to a low active level on this line causes write current through the write coils to be reversed. A 200nS wide pulse is required for each flux reversal to be written.
(7) Erase Gate

The Erase Gate input controls the DC Current through the erase element to provide tunnel erase while writing on the disk. A low active level on this line turns on constant current to the erase head. (Refer to Figure 5-4.B-6 for timing considerations.)


FIGURE 5-4.B-5 Interface Driver and Receiver
(8) Low Current

A low active level on this line is recommended for writing on tracks 44 through 76. This input is used to lower the write current which consequently improves the read output resolution of the inner tracks.
(9) Drive Addr A \& B

The interface lines may be used to define one of 4 drives to be selected in the following manner:

| Drive <br> B | Address |  |
| :---: | :---: | :--- |
| $\frac{\mathrm{A}}{0}$ | $\frac{0}{0}$ | Drive $0 \quad 0=$ Inactive |
| 0 | 1 | Drive 1 $1=$ Active |
| 1 | 0 | Drive 2 |
| 1 | 1 | Drive 3 |

## 5-4.B.4.2 OUTPUT LINES

There are five output lines from the 74: Index, Track 00, File Unsafe, Read Data, and Ready. Each line has the following characteristics (refer to Figure 5-4.B-5):

Active 0 to 0.4 V
Inactive
4700 ohms to +5 V
Maximum Sink
47 mA
(1) Index

This interface signal is provided by the disk drive once each revolution ( 166.7 mS ) to indicate the beginning of the track. This signal makes a transition to a low active level for a period of 0.45 $\pm 0.20 \mathrm{mS}^{*}$ (Refer to Figure 5-4.B-4).
(2) Track 00

A low active level on this line indicates that the read/write head is positioned at track 00 . The signal is valid 10 mS after the last Step command.
(3) File Unsafe

A low active level on this line indicates that a condition which may jeopardize data integrity has occurred. File Unsafe may be reset by activating the File Unsafe Reset line. (See WRITE MODE for list of File Unsafe conditions.)
(4) Read Data

Data is output to the host system in the same form as write data from the host system. Each flux reversal sensed on the storage element will result in a transition to a low active level for a 200 nS period on this line.
(5) Ready

A low active level on this line indicates that a diskette is loaded and rotating in the drive and that the front door is closed.

[^8]
# APPENDIX 5-4.C CAL COMP 140 DISKETTE DRIVE (Courtesy Cal Comp Corporation) <br> Century Data <br> A DIVISION OF <br> OAOOOOP 

## 5-4.C. 1 DESCRIPTION

The Century Data Model 140 Floppy Disk Drive is a high speed, random access, disk storage unit which utilizes a flexible disk cartridge as the storage unit which utilizes a flexible disk cartridge as the storage medium. Up to 3.20 million bits of data may be stored on the single recording surface of the flexible disk. When utilizing the IBM 3740 data format, 1.94 million bits of data may be recorded. The Model 140 Floppy Disk Drive features 48 tracks-per-inch and 3200 bits-per-inch technologies to provide media interchangeability with the IBM 3740 series of data recording equipment.

The Model 140 contains features and options whereby a systems designer may incorporate the Model 140 into his data storage system with a minimum of effort. Among these are a positive pressurized media chamber, precise media registration, write protect capability, sector outputs, and a choice of data outputs.

Figure 5-4.C-1 shows the size and composition of the floppy disk cartridge.


FIGURE 5-4.C-1 Floppy Disk Cartridge

The disk drive comprises a read/write head positioning system, data decoder, and I/O gated control and status circuits. Drive voltage is obtained from the host system, as well as, +24 and +5 vdc voltage requirements.

I/O interface signals are routed between the controller and disk drive(s) in a radial or daisy-chain fashion via standard paddle board connectors.

In multiple disk drive applications, each drive is individually selectable. Availability status of a disk drive for on-line operations bypasses the addressing circuits; thereby, permitting ready status to be monitored on a status interrupt basis.

## 5-4.C. 2 PHYSICAL AND ELECTRICAL CHARACTERISTICS

Tables 5-4.C-2, 5-4.C-3 and 5-4.C-4 provide the physical and electrical characteristics and Table 5-4.C-5 gives the pertinent specifications.

| Height | 8.40 inches |
| :---: | :--- |
| Width | 4.90 inches |
| Depth | 15.75 inches including connector |
| Weight | 18 pounds |

TABLE 5-4.C-2 Physical Characteristics

| AC Power | $50 \mathrm{~Hz}+0.5 \mathrm{~Hz} 100 \mathrm{vac} \pm 10 \%$, single phase <br> $208 \mathrm{vac} \pm 10 \%$, single phase <br> $220 \mathrm{vac} \pm 10 \%$, single phase <br> $240 \mathrm{vac} \pm 10 \%$, single phase |
| :---: | :---: |
|  | $60 \mathrm{~Hz}+0.5 \mathrm{~Hz} 100 \mathrm{vac} \pm 10 \%$, single phase <br> $115 \mathrm{vac} \pm 10 \%$, single phase <br> $208 \mathrm{vac} \pm 10 \%$, single phase <br> $230 \mathrm{vac} \pm 10 \%$, single phase |
| DC Power | $+5 \mathrm{vdc} \pm 2 \%$ at 1.5 amperes <br> $+24 \mathrm{vdc} \pm 5 \%$ at 1.0 amperes |

TABLE 5-4.C-3 Power Requirements

| Temperature | $60^{\circ} \mathrm{F}$ to $100^{\circ} \mathrm{F}$ with maximum gradient of $20^{\circ} \mathrm{F} /$ hour |
| :---: | :--- |
| Relative Humidity | $20 \%$ to $80 \%, 78^{\circ} \mathrm{F}$ maximum wet bulb |
| Heat Dissipation | $540 \mathrm{BTU} /$ hour |

TABLE 5-4.C-4 Operating Environment

| Storage Capacity |  |
| :--- | :--- |
| Unformatted | $3,208,128$ Bits |
| Per Disk | 41,664 Bits |
| Per Track | $1,943,552$ Bits |
| Formatted (IBM 3740) | $1,943,552$ Bits |
| Per Disk | 26,624 Bits |
| Per Track | 1,024 Bits |
| Sector | 77 |
| Number of Tracks | Double Frequency (FM) |
| Recommended Coding Technique | 250,000 bits/sec, nominal |
| Bit Transfer Rate | Stepper Motor, electrical detent |
| Positioning Mechanism | 10 milliseconds |
| Head Stabilization Time | 16 milliseconds |
| Head Load Time | 360 RPM $\pm 2.5 \%$ (167 millisecond/revolution) |
| Rotational Speed | 2 seconds maximum |
| Motor Start Time (To Ready) |  |

TABLE 5-4.C-5 Specifications

## 6-5.C. 3 INPUT/OUTPUT SIGNALS

A list of input and output signals, and characteristics, is provided in Tables 5-4.C-5 and 5-4.C-6, respectively.

| Signal Name | Definition |
| :---: | :--- |
| SELECT/ | A unique signal used to enable communication between a disk drive and its <br> controller. This line must be low (0V) to be active. |
| WRITE ENABLE/ | Enable recording of data on the flexible disk. This line must be low (0V) to be <br> active. When this line is high (+5V), reading from the flexible disk is enabled. |
| WRITE DATA/ | This line carries low active (0V) pulses representing data to be recorded on the <br> flexible disk. Write current reverses direction on the trailing edge of each pulse. <br> Pulses must be 0.2 to 1.5 microseconds wide with a maximum repetition rate of <br> 2.0 microseconds. |
| STEP/ | This line is used to control write current amplitude, guaranteeing IBM 3740 <br> media interchangeability. This line must be high ( +5 V ) when recording on <br> tracks 0 through 43, and low (0V) when recording on tracks 44 through 76. <br> ABOVE TRACK 43 must be stabilized 10 microseconds before activating <br> WRITE ENABLE. <br> This line is used in conjunction with DIRECTION and is used to cause the <br> read/write head to be moved from track to track. A low pulse (0V) of 2 <br> microseconds to 4 milliseconds causes the head to move one track in the <br> direction specified by the DIRECTION line. Maximum step rate is 167 steps per <br> second (6 milliseconds per step). <br> This line is used in conjunction with STEP to cause the read/write head to be <br> moved from track to track. When this line is high (+5V), direction is IN (higher <br> numbered tracks). When this line is low (0V), direction is OUT (lower num- <br> bered tracks). This line must be stable 100 nanoseconds minimum before <br> activating STEP and remain in the appropriate state for the duration of the step <br> period. <br> This line is used to move the flexible disk against the read/write head for data <br> recording or retrieval. This line must be low (0V) to be active. A 16 millisecond <br> delay is required after activating this line prior to commencing data transfers to <br> allow for media loading. <br> A low level (0V) pulse 12 microseconds wide will cause the PLO data separator <br> to sync to preamble 0's for data tracking. |
| HEAD LOAD/ |  |

TABLE 5-4.C-6 140 Disk Drive Output Signals

| Signal Name | Definition |
| :---: | :---: |
| READ DATA | This line transmits read data to the controller. Exact line definition and timing characteristics depend on the data separator present within the drive. When no data separator is present within the drive, this line has no function. |
| With Standard One-Shot Separator | This line is a NRZ data line with the one-shot separator. The level of the line represents data. A one bit is represented by a low ( 0 V ) level, and a zero bit is represented by a high ( +5 V ) level. The READ CLOCK line is used to clock data into the controller. |
| Read DATA <br> (Continued) With Optional PLO Data Separator | This line outputs data pulses with the PLO separator. A one bit is represented by an 800 nanosecond low ( 0 V ) level pulse. A zero bit is represented by the absence of a pulse. The READ CLOCK line is used to clock data into the controller. |
| READ CLOCK/ | Exact meaning and timing characteristics of this line depend on the data separator used within the drive. |
| With No Data Separator | When no data separator is used within the drive, this line outputs unseparated data (clocks and data). This output is provided for the systems designer who desires to use his own encoding scheme or provide data separation in the controller. This output may be used to enable detection of IBM 3720-type address marks by the controller. A modified one-shot decoder with a missing pulse detector will allow detection of 3740 address marks. Each flux reversal read from the disk is output as a $300 \pm 100$ nanosecond wide low ( 0 V ) pulse. |
| With One-Shot Separator | This line will output $300 \pm 100$ nanosecond wide low ( 0 V ) pulses representing separated clocks. The trailing edge of these pulses are used to strobe the READ DATA line into the controller. |
| With PLO Separator | This line will output 800 nonosecond wide low ( 0 V ) pulses representing separated clocks. These pulses occur simultaneously with pulses occurring on the READ DATA line. |
| INDEX/ | The leading edge of a 450 microsecond wide low $(0 \mathrm{~V})$ pulse on this line represents the beginning of track. This pulse occurs once per revolution of the flexible disk. |
| TRACK 00/ | When this line is low $(0 \mathrm{~V})$, the read/write head is positioned over track 00 . This line is intended as a head position reference. When this line is active, the stepper motor drive circuits are inhibited from further outward movement. |
| READY | A low level $(0 \mathrm{~V})$ on this line indicates that the flexible disk is up to speed. This line is not gated by SELECT and is thus a unique line. This line serves as an interrupt to the controller and is particularly useful during flexible disk changes. |
| SECTOR/ | Low level ( 0 V ) pulses on this line represent sector marks. Sector pulses are 1 millisecond wide. |
| WRITE PROTECTED/ | A low level $(0 \mathrm{~V})$ on this line indicates that a write enable tab is not present on the flexible disk in the drive, thus no writing may take place. |

TABLE 5-4.C-6 140 Disk Drive Output Signals

## 5-4.C. 4 INTERFACE REQUIREMENTS

Table 5-4.C-7 gives the interface logic levels and the I/O cable specifications.

| Specifications | Characteristics |
| :---: | :--- |
| Logic Levels | +5.5 V to +2.2 V |
| High | +0.4 V to 0.0 V |
| Low |  |
|  |  |
| Signal Cable | 20 feet maximum |
| Length | Twisted pairs (40 pair) |
| Type | No. 24 or No. 26 AWG |
| Conductor Size | 30 |
| Twists per foot |  |

TABLE 5-4.C-7

## 5-4.C. 5 FUNCTIONAL DESCRIPTION

The disk drive is a mass memory device featuring a floppy disk and contact recording. The 250 kHz transfer rate provides a high speed interchange of data between the disk drive and a host controller. The disk drive(s) may be connected in a radial or daisy-chained configuration with individual selection and status monitoring.

The disk drive requires operator intervention in loading and unloading the floppy disk, after which the controller remotely operates the unit. Low-voltage, control signals, drive motor power, and write data are supplied by the controller, while the disk drive responds with operating status and read data.

The disk drive (Figure 5-4.C-8) comprises the following functional circuits and mechanisms:

- Drive mechanism
- Head load mechanism
- Power-on/ready logic
- Positioning mechanism
- Read/Write head positioning logic
- Read/write logic
- Head load mechanism


## Drive Mechanism

The drive system provides rotational disk movement using a single-phase motor selected to match primary power of the controller system (see Figure 5-4.C-9). Various drive motors are available that accommodate primary power ranging between 100 and 240 vac at 50 or 60 Hz . The disk drive attains ready status within two seconds of primary power application.

The drive motor also provides positive pressurization by an impeller (squirrel cage) fan mechanically connected to one end of the rotor shaft.

Rotation of the disk is provided by a belt and pulley connected to the other side of the motor. The drive pulley and drive belt are selected for either 50 or 60 Hz input power. Floppy disk rotational speed is 360 rpm . The disk is engaged with the drive by the spindle mechanism centering cone.

THE CDS 140



## 5-4.C.5.1 Spindle Mechanism

The spindle mechanism consists of a centering-cone and a load plate. In the unload position, the load plate is pivoted upwards creating an aperture through which the floppy disk is inserted. In this position, the centering-cone disengages the disk from the drive mechanism.

To load a disk, the operator inserts the floppy disk then presses down on the load handle which latches the load plate in the operating mode. The centering-cone is mechanically linked to the load plate and is activated at the same time (see Figure 5-4.C-10).

The centering cone is an open splined device that performs two functions: (1) engages disk media and drive mechanism and (2) positions the disk media in the correct track alignment.

As the load plate is pivoted to the load position, the centering-cone enters the floppy disk center. At approximately 80 mils from full-down position, a centering cone expander is automatically activated. This device then expands the centering-cone which grips the inner diameter of the disk media in the correct track alignment.

Track 00 (home) position serves as the disk drive reference track. This position is sensed by a photo-transducer which generates track 00 status. This status is sent to the controller for initial track positioning. All track addressing is relative. The controller generates step pulses to position the carriage from the current track to a new track.

## 5-4.C.5.2 Positioning Mechanism

The positioning mechanism comprises a carriage assembly and a bi-directional stepper motor (see Figure 5-4.C-11). The stepper motor rotational movements are converted to linear motion by the rotor helix drive.

The read/write head mount rides in the grooved helix shaft and is held in horizontal alignment by the way. When the stepper motor is pulsed, the helix drive rotates clockwise or counterclockwise moving the mount in or out.

The stepper motor includes four pair of quadrature windings. In detent, current flows in one winding and maintains the rotor in electro-magnetic detent. For positioning one or more step pulses are sequentially applied to quadrature windings, causing an imbalance in the electro-magnetic field. The stepper motor, consequently, revolves through detent positions until the step pulses are halted. The rotor then locks in that


FIGURE 5-4.C-10 Centering Cone and Drive Hub


FIGURE 5-4.C-11 Positioning Mechanism
position. The sequence in which the stepper motor quadrature windings are pulsed dictates rotational direction and, subsequently, higher or lower track addressing from a relative position.

## 5-4.C.5.3 Head Load Mechanism

The head load mechanism is basically a relay driver and a solenoid. When activated by HEAD LOAD/, the spring-loaded head load pad is released and rests in parallel alignment with the floppy disk surface. Part of the casting provides the lower alignment dimensional surface while the head load solenoid bar provides the upper alignment surface.

In the load position the read/write head tang rides between these two alignment surfaces and maintains the read/write head in contact with the disk surface.

The load pad is located behind the read/write head and holds the floppy disk flat against the lower alignment block.

To minimize disk surface and read/write head wear, the head load signal is gated with SELECT. In the deselect or idle mode, head loading is automatically disabled. The head load command requires a 16 millisecond execution time.

## 5-4.C.5.4 Power-On/Ready Logic

Initially the controller applies ac drive motor power which, in turn, initializes the ready circuit (see Figure 5-4.C-12). Rotational speed is measured by comparing index repetition rate to a ramp signal. When 60

percent rotational speed is attained, the ramp level is less than index pulse timing. This condition is detected by a differential amplifier whose output is applied to the parallel load input of a 4 -stage counter.

Prior to attaining speed, the 4 -stage counter is held in the cleared state and maintains a not ready status output. Once speed is increased to the operational level, the parallel load signal is inhibited and the counter is incremented by index. At a 12 -count, the decoded output inhibits further index counting and switches the ready line to a low or disk drive ready status.

Ready status is not gated SELECT, allowing the controller to monitor this condition through a status interrupt feature. The controller may elect to issue track addressing while waiting ready status. The positioning system operates independently of the disk drive mechanism.

## 5-4.C.5.5 Read/Write Head Positioning Circuits

The read/write head positioning logic responds to STEP/pulses and the DIRECTION signal from the controller. The number of step pulses designates track position. DIRECTION provides the step pulse sequence; thereby, signifying a clockwise or a counter-clockwise decode.

The rotational decode is applied to Darlington drivers connected to the stepper motor quadrature windings. The 2-bit decode successively enables one winding at a time, causing the read/write head to traverse one track position.

Track 00 is optically detected by a photo-diode transducer. This position is attained by the controller issuing a step-out command followed by approximately 100 stepping pulses. The positioning system responds, by moving the read/write head to track 00 , developing track 00 status, and inhibiting any further outward movement.

## 5-4.C.5.6 Read/Write Logic

The read/write logic incorporates a single read/write head to record and retrieve data. Data is recorded wide by the write circuit, then confined to 0.012 -inch track width by the tunnel erase coil (see Figure 5-4.C-13).


FIGURE 5-4.C-13 Tunnel Erase

Each bit (clock or data) produces a flux change that is concentrated on a small area of the recording surface. Flux pattern polarity is alternated for successive bits through the use of dual write coils, wound anti-phase fashion. This technique assists data recovery during a read operation.

Flux transitions are detected by the read coils as the head passes over data. The analog output of the read coils is applied to a differential amplifier for pre-amplification. Data is recovered from the bipolar signal by a crossover detector whose output is linearily shaped then coupled to a read decode network.

# APPENDIX 5-4.D RECORDING FORMATS (COURTESY SHUGART ASSOCIATES) 

## 5-4.D Recording Format

5-4.d. 1 The format of the data recorded on the Diskette is totally a function of the host system. Data is recorded on the diskette using frequency modulation as the recording mode, i.e., each data bit recorded on the diskette has an associated clock bit recorded with it. Data written on and read back from the diskette takes the form as shown in Figure 5-4.D-1. The binary data pattern shown represents a 101.

## 5-4.d. 2 Bit Cell

As shown in Figure 5-4.D-2, the clock bits and data bits (if present) are interleaved. By definition, a Bit Cell is the period between the leading edge of one clock bit and the leading edge of the next clock bit.


## 5-4.d. 3 Byte

A Byte, when referring to serial data (being written onto or read from the disc drive), is defined as eight (8) consecutive bit cells. The most significant bit cell is defined as bit cell 0 and the least significant bit cell is defined as bit cell 7. When reference is made to a specific data bit (i.e., data bit 3 ), it is with respect to the corresponding bit cell (bit cell 3).

During a write operation, bit cell 0 of each byte is transferred to the disc drive first with bit cell 7 being transferred last. Correspondingly, the most significant byte of data is transferred to the disc first and the least significant byte is transferred last.

When data is being read back from the drive, bit cell 0 of each byte will be transferred first with bit cell 7 last. As with reading, the most significant byte will be transferred first from the drive to the user.

Figure 5-4.D-3 illustrates the relationship of the bits within a byte and Figure 5-4.D-4 illustrates the relationship of the bytes for read and write data.

| Byte 0 | Byte 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | Byte 17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |



FIGURE 5-4.D-4 Data Bytes

## 5-4.D. 4 Tracks

The SA900/901 is capable of recording up to 77 tracks of data. The tracks are numbered 0-76. Each track is made available to the R/W Head by accessing the head with a stepper motor and carriage assembly. Track accessing will be covered in Section 5.5.

Basic Track Characteristics:

Number of bits/track
41,300 bits
Index Pulse Width

$$
1.7 \pm .5 \mathrm{~ms}
$$

$$
.4 \pm .2 \mathrm{~ms}
$$

(SA901 only)

## 5-4.D. 5 Track Format

Tracks may be formatted in numerous ways and are dependent on the using system. The SA900/901 use index and sector recording formats respectively.

## 5-4.D.5.1 Index Recording Format

In this Format, the using system may record one long record or several smaller records. Each track is started by a physical index pulse and then each record is preceded by a unique recorded identifier. This type of recording is called soft sectoring. Figure 5-4.D-5 shows a typical Index Recording Format.


## 5-4.D.5.2 Sector Recording Format

In this Format, the using system may record up to 32 sectors (records) per track. Each track is started by a physical index pulse and each sector is started by a physical sector pulse. This type of recording is called hard sectoring. Figure 5-4.D-6 shows a typical Sector Recording Format.

## 5-4.D. 6 Typical Track Index Format

Figure 5-4.D-7 shows a track Format, which is IBM compatible, using Index Recording Format with soft sectoring.

## 5-4.d.6.1 Gaps (Ref. Figure 5-4.D-7)

Each field on a track is separated from adjacent fields by a number of bytes containing no data bits. These areas are referred to as gaps and are provided to allow the updating of one field without affecting adjacent fields. As can be seen from Figure 5-4.D-7, there are four different types of gaps on each track.


FIGURE 5-4.D-6 Index Recording Format


FIGURE 5-4.D-7 Sector Recording Format

## Gap 1 Post-Index Gap

This gap is defined as the 32 bytes between Index Address Mark and the ID Address Mark for Sector one (excluding the address mark bytes.) This gap is always 32 bytes in length and is not affected by any updating process.

## Gap 2 ID Gap

The seventeen bytes between the ID Field and the Data Field is defined as Gap 2 (ID Gap). This gap may vary in size slightly after the Data Field has been updated.

## Gap 3 Data Gap

The thirty-three bytes between the Data Field and the next ID Field is defined as Gap 3 (Data Gap). As with the ID Gap, the Data Gap may vary slightly in length after the adjacent Data Field has been updated.

## Gap 4 Pre-Index Gap

The three hundred and twenty bytes between the last Data Field on a track and the Index Address Mark is defined as Gap 4 (Pre-Index Gap). Initially, this gap is nominally 320 bytes in length; however, due to write frequency tolerances and disc speed tolerances this gap may vary slightly in length. Also, after the data field of record 26 has been updated, this gap may again change slightly in length.

## 5-4.D.6.2 Address Marks

Address Marks are unique bit patterns one byte in length which are used in this typical recording format to identify the beginning of ID and Data Fields and to synchronize the deserializing circuitry with the first byte of each field. Address Mark bytes are unique from all other data bytes in that certain bit cells do not contain a clock bit (all other data bytes have clock bits in every bit cell). There are four different types of Address Marks used. Each of these used to identify different types of fields.

## Index Address Mark

The Index Address Mark is located at the beginning of each track and is a fixed number of bytes in front of the first record. The bit configuration for the Index Address Mark is shown in Figure 5-4.D-8.

## ID Address Mark

The ID Address Mark byte is located at the beginning of each ID Field on the diskette. The bit configuration for this Address Mark is shown in Figure 5-4.D-9.

## Data Address Mark

The Data Address Mark is located at the beginning of each nondeleted Data Field on the diskette. The bit configuration for this Address Mark is shown in Figure 5-4.D-10.


Binary Representation of


FIGURE 5-4.D-8 Index Address Mark


FIGURE 5-4.D-9 ID Address Mark

## Deleted Data Address Mark

The Deleted Data Address Mark byte is located at the beginning of each deleted Data Field on the diskette. The bit configuration for this Address Mark is shown in Figure 5-4.D-11.

## 5-4.D.6.3 CRC

Each field written on the diskette is appended with two Cyclic Redundancy Check (CRC) bytes. These two CRC bytes are generated from a cyclic permutation of the data bits starting with bit zero of the address mark and ending with bit seven of the last byte within a field (excluding the CRC bytes). When a field is read back from a diskette, the data bits (from bit zero of the address mark to bit seven of the second CRC byte) are divided by the same generator polynomial. A non-zero remainder indicates an error within the data read back from the drive while a remainder of zero indicates the data has been read back correctly from the disk.


Binary Representations of


FIGURE 5-4.D-10 Data Address Mark


Binary Representation of


FIGURE 5-4.D-11 Deleted Data Address Mark

## APPENDIX 5-4.E FLOPPY DISK PROGRAM LISTINGS

FEDISK
08010
88828
08030

88950


| 00398 |  |  | * Interyal |  | TIMER 8-BIT | PRESCALE CONSTANTS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 88410 |  | 0885 | CIUS | EQU | 5 | 1 MICROSECOND | CLOCK |
| 00420 |  | 0084 | C18US | EQU | 4 | 18 MICROSECOND | D CLOCK |
| 08430 |  | 8883 | c100US | EQU | 3 | 180 MICROSECON | ND CLOCK |
| 80448 |  | 0002 | CIMS | EQU | 2 | 1 MILLISECOND | CLOCK |
| 80450 |  | 8801 | C10ms | EQU | 1 | 18 MILLISECOND | D CLOCK |
| 00478 |  |  | * Interval |  | 16-BIT | PRESCALE | TANTS |
| 08498 |  | 0580 | SIUS | EQU | 1280 | 1 MICROSECOND | Clock |
| 80588 |  | 0408 | S10US | EQU | 1824 | 18 MICROSECOND | CLOCK |
| 88518 |  | 8308 | S100US | EQU | 768 | 100 MICROSECON | HD CLOCK |
| 08520 |  | 8208 | SIMS | EQU | 512 | 1 MILLISECOND | CLOCK |
| 80530 |  | 0100 | S18ms | EQU | 256 | 18 KILLISECOND | CLOCK |
| 00540 | 5808 |  |  | ORG | \$5808 |  |  |

00688
08618
08628
88630
08648
08650
00668
08678
08680
08698
08788
08718
08728
00738
08748
08750

08778
00788
08798
08888
88818
08820
08830
08848
08850

08878
08880
88898
08988
00910
08928
08938
08940
00950
88968
08978

* this routime executes a one track step of
* a seek or restore sequence. the diskette
* drive moves the head one track position
* Each time the step signal is pulsed.
* Entry into this routine is governed by
* Interrupts froh the interval timer. the
* timer is preset to 9.9 Milliseconds for
* Each step. the number of tracks the head
* must move for a seek operation is stored
* in ram location "fydelt." for a restore
* OPERATION "fYDELT" IS PRESET TO 83 to insure
* that the maximum number of tracks (77) can
* be stepped. uhen the seek or restore is
* Completed or aborted "fydelt" is set to
* all ones. uhile the seek is in progress
* bit 7 of "fydelt" is zero.
* RaM location "fyctra" contains the current
* track address of the head. the yalue
* "FUCTRK" IS IN SIGNED BINARY FORMAT.
* If the seek direction is forkard
* \{FROM TRACK 88) "FYCTRK" IS A POSITIYE
* BINARY NUMBER, I.E. BIt 7 IS zERO. If
* the seek direction is reverse ctoward
* track 08) "fyctrk" is a negatiye binary
* number, i.e. bit 7 is a one.
* disk status is checked each step. if
* the status is good and the seek or
* restore is not complete the interyal timer
* IS RESTARTED to time out the next step.
* AN EXCEPTION TO THE ABOYE IS IF SEEK
* Complete is detected ("fydelt" bit 7=1)
* during a restore operation the timer is not
* RESTARTED and the restore operation is
* aborted. if seek complete, restore complete
* or a status error is detected the timer
* IS not restarted.


FLDISK




|  |  | , |  |
| :---: | :---: | :---: | :---: |
| 8 | 504 A | 96 |  |
| 38 | 5 | 27 |  |
| 1940 | 504E | CB |  |
| 81950 | 5850 | 4 A |  |
| 01968 | 5851 | 26 |  |
| 1970 | 5053 | 5 |  |
| 980 | 5054 | C1 |  |
| 01990 | 5056 | 23 |  |
| 02000 | 5858 | 86 |  |
| 02818 | \$85A | 9 |  |
| 02820 | 505 C | 39 |  |
| 82030 | 5051 | 07 |  |
| 2840 | 595 |  |  |

02870

02090
02100
02110
02120
02130
82140
02150
02160
02178
02180
02190
02208
02228
82230
02240
02250

02270
82280
02290
02308
02318
02320
02338
02348
82350


* SEEK/RESTORE PREPARATION ROUTINE
* THIS ROUTINE PREPARES THE DISKETTE DRIYE
* and ram locations for a seek or restore
* operation. for a restore operation the current
* TRACK ADDRESS ("FYCTRK") IS PRESET TO 83 AND
* THE TARGET TRACK ADDRESS ("FYTRKA*) IS
* CLEARED TO 80. FOR a SEEK OPERATION THE
* current track value is determined by the last
* SEEK OR RESTORE OPERATION. THE TRACK DELTA
* ("FYDELT") IS CALCULATED BY SUBTRACTING THE
* CURRENT TRACK FROM THE TARGET TRACK AND
* CONYERTING THE SIGNED BINARY RESULT TO a
* POSITIYE 8 INARY NUMBER.
* THE DIRECTION OF THE SEEK IS DETERMINED BY
* SIGN OF THE TRACK DELTA BEFORE IT IS CONYERTED
* TO A POSITIYE BINARY NUMBER. IF THE SIGN IS
* Negatiye the seek is reyerse (touard trk e日).
* to initiate the interrupt driven seek routine
* A DUAMY INTERYAL TIMER INTERRUPT IS GENERATED
* If THE TIMER IS NOT BUSY. IF THE TIMER IS
* BUSY IT IS ASSUMED THAT THE INTERRUPT UILL
* OCCUR UHEN THE TIMER RUNS OUT, SD A DUMMY
* Interyal timer interrupt is not generated.
* THUS INTERFERENCE WITH CONCURRENT OPERATIONS
* USING THE TIMER IS ELIMINATED, I.E. THE SEEK
* uill not begin until the timer is ayailable.
02380 ＊RESTORE OPERATION ENTRY＝＂FKRSTR＂

| 82480 | 5851 | $0 F$ |  |
| :--- | :--- | :--- | :--- |
| 02410 | 5852 | $7 F$ | 8884 |
| 02420 | 5855 | $C 6$ | 53 |
| 82430 | 5857 | 86 | 11 |
| 02440 | 5859 | 20 | 85 |

FKRSTR | SEI |  |
| ---: | :--- |
|  | $C L R$ |
|  | LDA B |
|  | LDA |
|  | $B R A$ |

MASK SYSTEM INTERRUPTS
FYTRKA TARGET TRACK＝ 08 83

PRELOAD ARTIFICIAL CURR TRK
＊\％0010001 PRELOAD RESTORE OP CODE
FKSP日1
02460 ＊SEEK OPERATION ENTRY＝＂FKSKIN＊

| 82480 | $505 B$ | $0 F$ |  |
| :--- | :--- | :--- | :--- |
| 82498 | $585 C$ | 06 | 83 |
| 02580 | $585 E$ | 86 | 18 |
| 02510 | 5870 | 97 | 80 |
| 82528 | 5072 | 50 |  |
| 82530 | 5873 | $2 A$ | 01 |
| 02548 | 5875 | 50 |  |
|  |  |  |  |
| 02560 |  |  |  |
| 02570 |  |  |  |
| 02580 |  |  |  |


82668
82670
＊SEEK IS REYERSE
02690587 D 9782
02788 507F 4F
0271050802084
8272058829702
0273050848610
827405886 B7 8041
927505889 D7 03
027605088 8D 16
0277858808624
8278 588F B7 8842
827985892868010
8280050958587
8281050972688
0282058998 A 05
828385898 B7 8810
02848 589E $7 F 8811$
02850 50A1 8E
02860 5日月2 39




| 03530 | * THIS PROCESS COnTINUES FOR 2 REYOLUTIONS OF THE |
| :---: | :---: |
| 83540 | * DISKETTE GOYERNED BY A 348HS INTERYAL TIMER |
| 03550 | * SETTING. IF THE DATA CANNOT BE FOUND IN TYO |
| 03568 | * REVOLUTIONS ERROR FLAGS ARE SET AS A RESULT |
| 83578 | * OF AN INTERYAL TIMER INTERRUPT AND THE UPC |
| 83580 | * SEARCH operation is aborted. |
| 03688 | * FLAG BYTES are used to direct the progran flou. |
| 83618 | * DEFINITIONS OF THE FLAG BYTES ARE AS FOLLOUS: |
| 03638 | * "FYFLG1" |
| 03648 | * FLAG I IS SET IF THE FIRST HERDER BYTE doES Not |
| 03650 | * MATCH THE deSIRED TRACK ADDRESS ("FYTRKA"). |
| 03668 | * THE FLAC IS RESET IF A CRC ERROR OCCURS AFTER |
| 03670 | * READING THE DATA RECORD FIELD. IF NO CRC ERROR |
| 03680 | * OCCURS And FLaG 1 IS SET, A SEEK ERROR FLAG |
| 03690 | * IS SET AND THE UPC SEARCH IS ABORTED. |
| 03718 | * "FYFLG2" |
| 03728 | * FLag 215 SEt by storing the 2nd header byte |
| 03738 | * In locat Ion *FVFLG2." the flag is set only once |
| 03748 | * during the ist error free read of a data record |
| 03750 | * FIELD. If THE FLAG IS SET IT MEANS THAT A TRACK |
| 03760 | * match uas found. |
| 03780 | * "FyFLG3* |
| 03790 | * FLAG 3 means the upc search uas successful. |
| 03888 | * IF A CRC ERROR OCCurs flag 3 l ${ }^{\text {a cleared. }}$ |
| 83820 | * "FYFLG4* |
| 03838 | * FLAG 4 IS A CRC ERROR COUNTER. IF THE FIRST |
| 03840 | * S data fields haye cre errors the read error |
| 03858 | * IS CONSIDERED TO BE NON-RECOYERABLE. IF ANY |
| 03868 | * OF THE FIRST FIVE data fields read haye no |
| 03870 | * CRC ERRORS, ANY SUBSEQUENT CRC ERRORS INCREMENT |
| 03888 | * FLag 4. once r data record field has been read |
| 03890 | * UITHOUT ERROR FURTHER ERRORS ARE CONSIDERED TO |
| 03980 | * BE RECOYERABLE UNTIL THE INTERYAL TIMER ABORTS |
| 03918 | * the search operation. |
| 03938 | * "FYFLG5* |
| 03948 | * FLAG 5 IS A COUNTER HHICH INDICATES THE NUMBER |
| 03950 | * OF data fielbs pas eed uithout a upl match and |
| 83968 | * HO UPC ERRORS. |
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85430
05448
05458

| 05478 | 5161 | CE | - |
| :---: | :---: | :---: | :---: |
| 05488 | 5164 | A 6 | FF |
| 05490 | 5166 | F6 | 8082 |
| 05580 | 5169 | 2 A | F8 |
| 05510 | 5168 | 81 | 8080 |
| 05528 | 516 E | 26 | 4 |
| 85538 | 5170 | 89 |  |
| 5548 | 517 | 26 |  |

05568
05578

855905173 C6 85
056085175 F5 8082
056185178 2A FS
05628 517A B6 8880
05638 517D 36
05640 517E 5A
05650 517F 2B F4
0566051818719

* THE FOLLOWING SERIES OF INSTRUCTIONS ATTEMPTS
* TO MATCH THE IST 10 BYTES OF THE UPC RECORD
* WITH THE DESIRED UPC CODE.

| FKSR14 | LDX |  | *10 | LOADGE | MATCH | POINTER |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FKSR15 | LDA | A | FKMTCH, ${ }^{\text {S }}$ |  | $15 T$ | UPC | CHAR |
| FKSR16 | LDA | 8 | FP1CRA |  |  |  |  |
|  | BPL |  | FKSR16 | HAIT | FOR | BYTE | READY |
|  | CMP | A | FP1PRA |  |  |  |  |
|  | BNE |  | FKSR23 | BRANC | H IF | NOT | UPC MATCH |
|  | DEX |  |  | DECRE | EMENT | HATC | H POINTER |
|  | BNE |  | FKSR15 | LOOP | FOR | 10 BY | TE MATCH |

* the upc match uas succesful. stack the next * 8 BYTES OF UPC DATA.

LDA B $127+7$
FKSRIT BIT B FPICRA
BPL FKSRIT
LDA A FPIPRA
PSH A
DEC 8
BMI
STA $B$ FYFLG3

SET BYTE COUNTER TO 7

WAIT FOR BYTE READY
FETCH DATA FROM DISK
STACK DATA
DECREMENT DATA BYTE CNTR
LOOP FOR 7 BYTES
SET FLAG 3

05688

| 85788 | 5183 | D6 | 85 |
| :--- | :--- | :--- | :--- |
| 05710 | 5185 | $F 5$ | 8882 |
| 05720 | 5188 | $2 A$ | $F 8$ |
| 05730 | $518 A$ | 86 | 8880 |
| 85740 | $518 D$ | 36 |  |

* FLAG 3 INDICATES THE UPC SEARCH HAS SUCCESSFUL.

LDA B FYBCNT LOAD FIELD BYTE CNT
BIT B FPICRA
BPL FKSR18
LIA A FPIPRA
PSH A

UAIT FOR BYTE READY FETCH LAST DATA BYTE

| $\begin{aligned} & 85760 \\ & 05770 \end{aligned}$ |  |  |  | * UPC Match mas successful |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 85798 | 518 E | CB | 12 | ADD | B | \# 18 | ADJU | UST | FIELD | byte | CHT |  |
| 85800 | 5198 | 27 | 8 C | BEQ |  | FKSR09 | $1 F 1$ | LAST | BYTE, | DO | CRC | CHK |
| 05810 | 5192 | 7E | 5113 | JMP |  | FKSRe8 | IF $N$ | NOT | LASt | byte, | SKI | P OU |


| 05830 | * A CRC ERROR HAS BEEN DETECTED BUT IT IS |
| :--- | :--- |
| 05840 | *ASSUMEDTO BE A RECOYERABLE ERROR. |
| 05850 | *CLEAR FLAG 2 AND READ THE NEXT DATA RECORD |
| 05868 | *FIELD. |


| 05890 | 5195 | $4 F$ |  | FKSR19 | CLR | A |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 05908 | 5196 | 97 | 18 |  | STA | A | FYFLG2 | CLEAR | flag | 2 |
| 05918 | 5198 | 7E | 50 D |  | JMP |  | FKSRe2 | READ | HEXT | RECOR |





06460


06688
06628 06630

06650
06660
06678
86689
06698
06780
86718
06720
06738
06758
06768
06778
06788
06790
06880
06818
06828
06838
06848
06850
06878
06888
06898
06980
06910
06920
06930
05950
06960
06978
06988
06990
87010
07820
87830
87840
07850
07068
87878
07880
07898
07180

* FLOPPY DISK READ ROUTINE
* THIS ROUTINE READS AND STORES ONE ID OR ONE * data record.
* the read data rate is goyerned prinarily by
* THE ROTATIONAL SPEED OF THE DISKETTE. THE
* WORST CASE READ DATA RATE IS DETERMINED BY
* allouing for the aceumulation of the
* ROTATIONAL SPEED ERROR DURING THE URITE
* OPERATION PLUS THE SPEED ERROR DURING THE READ
* OPERATION. THE DESIGN CRITERION OF THIS ROUTINE
* IS TO OPERATE AT MAX/MIN DATA RatES OF:
* 29.75 TO 34.25 MICROSECONDS/BYTE
- SYNCHRONIZATION OF PROGRAM TIMING TO THE READ
* Data rate is accomplished by uaiting until byte
* READY OCCURS. BYTE READY IS RECOGNIZED BY THE
* PROGRAM UHEN THE CAI INPUT TO PIA 1 MAKES A
* HIGH TO LOW TRANSITION AND SETS BIT 7 OF
* CONTROL REGISTER A (INTERR FLAG 1$)$ TO a ONE.
* THE INTERRUPT FLAG IS POLLED FOR BY THE PROGRAM.
* AFTER BYTE READY IS RECOGNIZED THE DATA IS
* FETCHED FROM THE PIA. MOVING THE DATA FROM
* the pia to the mpu automatically clears the
* Interrupt flag.
* the interval timer is used to abort the read
* OPERATION IF THE READ IS NOT COMPLETED BEFORE
* THE TIME SPECIFIED IN "FUTIME" IS EXHAUSTED.
* OTHER ERROR INTERRUPTS INCLUDE:
* $\quad$ - SYSTEM INOPERABLE
* B. OYERRUH
* C. NOT READY
* DATA IS STACKED INTO A BUFFER AREA
* SPECIFIED BY THE CONTENTS OF "FYDADR." WHEN
* THE READ OPERATION IS COMPLETE THE ADDRESS OF
* the last data byte is transferred to the index
* REGISTER.
* ACCUMULATOR B IS USED AS THE DATA BYTE COUNTER
* IN THE READ ROUTINE. THE INITIAL BYTE COUNT
* MUST BE STORED IN "FVBCNT." THIS YALUE IS
* REQUIRED TO BE IN NEGATIUE BINARY FORMAT.
* USING THE IBM 3748 FORMAT, THE DATA RECORD IS
* 128 BYTES. THEREFORE THE BYTE COUNTER UILL HAYE
* A "1" IN BIT 7 THROUGHOUT DATA TRANSFER. THE *1"
* IN BIT 7 ENABLES ACCUMULATOR B TO BE USED AS A
* BIT TEST MASK FOR BYTE READY AS uELL as a byte
* counter.

```
FLDISK
```

07128
07130
87148
07158
07160
07178

* an operation abort flag is maintained in ram * LOCATION "FYABOR" as follous:
* 18001000 read operation in progress 01001000 READ OPERATION ABORTED BY PROGRAM 01101000 READ OPERATION ABORTED BY INTERRUPT 00081010 READ OPERATION COMPLETE
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08350

08378
88388 08390
08480
88420
08430
08448
08450
08468
08488
08490
08580
88510
88520
08530
08540
88550
08560
08570
88580
88590
08600
08620
88630
08640
08650
88650
88680
08690 08780 08710 08720

88740
08750
88769
08770

* floppy disk urite data routine
* this routine obtains byte parallel data from * ram storage and moves the data to the disk
* formatter. data is then uritten on the diskette
* in SERIal.
* a crystal oscillator is used to generate the
* write frequency. therefore, the urite data
* rate uill deviate only slightly. this routine
* Hill operate uith as much as + or - 5\%
* frequency deviation.
* data is moved fron memory using indexed mode
* ADDRESSING. THIS ROUTINE USES THE INDEX REGISTER
* as both a memory address register and as a
* byte counter. because of the timing requirements
* of the floppy disk the index register is tested
* for zero to determine the end of the data
* transfer. testing for zero places addressing
* Constraints on the location of the write data
* Storage area. the highest address of this area
* Is determined by adding the maximum offset
* yalue to the data length:
* MAX ADDRESS = 255 (OFFSET) + 128 (DATA)
* $=383$
the interyal timer is armed to interrupt the - System after 4. 6 milliseconds. this insures
* that if there is a harduare malfunction the
* only record affected is that one uhich was to
* be uritten.

OTHER ERROR INTERRUPTS INCLUDE:
A. SYSTEM INOPERABLE
B. UNDERFLOW
C. INDEX
D. NOT READY

* the "above trk 43" SIGNal is SET TO a "1" or * "g" prior to beginning the data transfer. the * ram location "futrka" is used to determine the * present location of the head.

88790 88888 08810 08828 08830 08848 08850 88860 88870 08880 08898

08910 08920

88940 08950 08960 08978 08980 08990

* SYNCHRONIZATION OF THE URITE DATA RATE TO THE
* PROGRAR IS ACCOMPLISHED BY UAITING UNTIL A BYTE
* REQUEST OCCURS. THIS HAIT LOOP CONSISTS DF
* TESTING BIT 7 OF PIA 1 CONTROL REGISTER A
* AND LOOPING BACK TO TEST THE BIT AGAIN IF IT
* HAD BEEN "8."AFTER A 1" BIT IS DETECTED
* a data byte is moyed to the pia. after
* the byte has been moyed a dumay read clears
* THE INTERRUPT FLAG. FAILURE TO EXECUTE THE
* DUMMY READ BEFORE THE NEXT BYTE REQUEST UILL
* CaUSE AN UNDERFLON ERROR SIGNAL TO LATCH.
* HHEN THE URITE ROUTINE IS COMPLETED OR ABORTED
* the pia's are returned to read mode.
* AN OPERATIOH/ABORT FLAG IS MAINTAINED IN RAM * LOCATION "FVABOR" aS FOLLOWS:
* 18000180 URITE OPERATION IN PROGRESS
* 01000180 URITE OPERATIOH ABORTED BY PROGRAM * O1180100 URITE OPERATION ABORTED BY INTERRUPT * 08000110 URITE OPERATION CBMPLETE
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```
09998 52F8 F7 8081
10800 52F3 F5 8088
18010 52F6 C6 A0
```

STA B FPIPRB MOYE IST BYTE TO PIA BIT B FPIPRA CLR INTERRUPT FLAG LDA 8 \＃\％1010800日 PRELOAD SHIFT CRC

| $\begin{aligned} & 10830 \\ & 10040 \end{aligned}$ |  |  |  | ＊the follouing series <br> ＊BASIC URITE LOOP． |  |  |  | OF INSTRUCTIONS IS THE |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| 18860 | 52F8 | A6 | F | FKUR86 | LDA | A | FKDATA，X | FETCH | NEXT | DATA | BYTE |
| 18870 | S2FA | F 5 | 8882 | FKUR07 | BIT | B | FPICRA |  |  |  |  |
| 18880 | S2FD | 2 A | F 3 |  | BPL |  | FKWRO7 | WAIT FOR | BYTE | REQ | EST |
| 18890 | 52FF | 87 | 8881 |  | STA | A | FPIPRB | MOYE BAT | A TO | PIA |  |
| 10100 | 5382 | F5 | 8080 |  | BIT | 8 | FPIPRA | CLR INTE | RRUPT | FLA |  |
| 18118 | 5305 | 09 |  |  | DEX |  |  | BECREMEN | T BYT | E CO | NTER |
| 10128 | 5306 | 26 | F 0 |  | BNE |  | FKWR06 | LOOP UNT | IL LA | ST B | YTE |


| 18148 | 5388 | F 7 | 8040 |  | STA | B | FP2PRA | SHIFT CRC |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10150 | 5308 | F 5 | 8082 | FKHR88 | BIT | 8 | FPICRA |  |  |  |  |
| 10160 | 538 E | 2 A | F3 |  | BPL |  | FKWR 08 | POLL | FOR IST | CRC BY | YTE |
| 18170 | 5310 | F 5 | 8080 |  | BIT | B | FPIPRA | CLR I | INTERRUP | T FLAG |  |
| 10180 | 5313 | $7 F$ | 8081 |  | CLR |  | FPIPRB | MOYE | ＂日G＂TO | DATA | PIA |
| 18190 | 5316 | 86 | AD |  | LDA | A | ＊\％1018118 | 1 P | PRELOAD DR | DROP HR | RITE GATE |
| 18280 | 5318 | C6 | A8 |  | LDA | B | ＊\％1010100 | $0 \quad P$ | PRELOAD | STOF SH | HIFT CRC |
| 18210 | 531 A | F5 | 8082 | FKUR89 | BIT | B | FPICRA |  |  |  |  |
| 18228 | 5310 | 2 A | F3 |  | BPL |  | FKWR89 | POLL | FOR 2ND | CRC BY | YTE |
| 10238 | 531 F | F 5 | 8080 |  | BIT | 8 | FPIPRA | CLR I | INTERRUPT | T FLAG |  |
| 18240 | 5322 | F7 | 8048 |  | STA | 8 | FP2PRA | STOP | SHIFT CR | RC |  |
| 18250 | 5325 | CE | 3E16 |  | LDX |  | ＊$\$ 3$ E 16 | PRELO | OAD DISAB | BLE INT | TERRUPTS |
| 10268 | 5328 | C6 | A． |  | LDA | 8 | ＊＊1010111 | $1 P$ | PRELOAD S | STOF UR | R ITE |
| 10278 | 532 A | F 5 | 8082 | FKHR10 | BIT | B | FP1CRA |  |  |  |  |
| 18288 | 532 D | 2 A | Fs |  | BPL |  | FKWR10 | POLL | FOR LAST | T BYTE | REQUEST |
| 10290 | 532 F | FF | 8042 |  | STX |  | FP2CRA | DISAB | BLE INTER | RRUPTS |  |
| 10380 | 5332 | CE | 3030 |  | LDX |  | ＊$\$ 3830$ | －GATE | $E \mathrm{R} / \mathrm{W}$ HAN | NDSHAKE | E OFF |
| 10310 | 5335 | FF | 8082 |  | STX |  | FPICRA | －AND | D SELECT | DIRECT | REG |
| 18320 | 5338 | 87 | 8840 |  | STA | A | FP2PRA | DR OP | HRITE GA | ATE |  |

10340
10358
18360
18370

| 10390 | $533 B$ | $7 F$ | 8810 |
| :--- | :--- | :--- | :--- |
| 10400 | $533 E$ | $C E$ | 0000 |
| 10410 | 5341 | $F F$ | 8080 |
| 18429 | 5344 | $C E$ | 3434 |
| 10430 | 5347 | $F F$ | 8082 |
| 10440 | $534 A$ | $F 7$ | 8040 |

＊＊URITE GATE＂IS JROPPED 30 TO 38 MICROSECONDS ＊AFTER THE LAST BYTE REQUEST．THIS ENSURES THAT ＊the last crc byte has passeb the trimmer erase
＊coil in the rín head．

| CLR |  | FP3PRA | STOP | TER | RYAL |  | ER |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LDX |  | \＃ 0 |  |  |  |  |  |
| STX |  | FP1PRA | CHANGE | PIR | A \＃ 1 | TO | IN |
| LDX |  | ＊$\$ 3434$ |  |  |  |  |  |
| STX |  | FPICRA | RESELE | T $P$ | PERI | 促 | AL |
| STA | B | FP2PRA | DROP E | ABL | LE W | IT |  |

[^9]
## LDA A＊\％80000110

FLDISK

| 10490 | $534 F$ | 97 | 00 | $S T A$ |
| :--- | :--- | :--- | :--- | :--- |
| 10500 | 5351 | 39 | RTS | SYABOR WRTME COMPLETE FLAG |
| 10520 |  |  | END | RETURN TO HOST PROGRAM |

SYMBOL TABLE

| 188 US | 0803 | CIOHS | 0801 | cigus | 0604 | CIMS | 0002 | cius | 8005 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| KDATA | 08F＝ | FKEXST | 58 A3 | FKLKUP | 5048 | FKLUQ1 | $594 E$ | FKLU02 | 5853 |
| 3 | 505 D | FKMTEH | 00FF | FKRD01 | 520 C | FKRD02 | 5216 | FKRD03 | 521 B |
| 4 | 522 A | FKRD日 5 | 5231 | FKRD日 6 | 5236 | FKRD0？ | 5242 | FKRD日8 | E |
| 83 | 5267 | FKRD10 | 5251 | FKREA | 51 | FKRST | 5061 | FKSEEX | － |
| KSK81 | 5013 | FKSK02 | 5022 | FKSKE | 502 | FKSK04 | 582 A | FKSK05 | 502C |
| KSK8S | 5835 | FKSK日 | 5038 | FKSKIN | 5868 | FKSP81 | 5070 | FKSP02 | 5076 |
| SP03 | 5082 | FK5P04 | 5886 | FKSPO | 50 A | FKSR01 | 508 E | FKSR日2 | 5818 |
| KS803 | 505.0 | FK3234 | 58 | FKSR0 | 50 | FKSReE | 5108 | FKSR日7 | 5185 |
| KS803 | 5113 | FKS？09 | 5115 | FKSR10 | 512 A | FKSR1 | 5148 | FKSR12 | 5 |
| SR13 | 5153 | FKS：14 | 5161 | FKSk15 | 5164 | FKSR16 | 5166 | FKSR17 | 5175 |
| SR18 | 5185 | FKSR13 | 5195 | FKSR2 | 5198 | FKSR2 | 51 AE | FKSR22 | 5184 |
| SR23 | 518 C | FKS224 | $51 c 3$ | FKSR25 | 5185 | FKSR26 | 51 DE | FKSRCH | 58 BI |
| WRO1 | 5280 | FKWRO2 | 52A7 | FKUR83 | 5207 | FKWR84 | 52D2 | FKWROS | E |
| KURO5 | 52F3 | FKUR 07 | 52FA | FKUR08 | 5308 | FKURE？ | 531 A | FKWR10 | 3 |
| WRIT | 5272 | FP1CRA | 3882 | FPICRB | 3083 | FPIPRA | 8880 | FP1PRB | 8881 |
| P2CRA | 8842 | FP2CR8 | 8043 | FP2PRA | 8040 | FP2PR8 | 8041 | FP3PRA | 8018 |
| P3PR3 | 8811 | FVA80R | 0808 | FVBCNT | 0086 | FVCTRK | 0083 | FVDADR | 8007 |
| FVDELT | 0802 | FVDMRK | 0005 | FUFLGI | 0017 | FYFLG2 | 0018 | FVFLG3 | 0019 |
| FVFLG4 | 0017 | FVE：G5 | 0018 | FUSTAT | 0001 | FUSVSF | 8088 | FYTIME | 8009 |
| FVTRKA | 0004 | FVUPC | 888 D | S180us | 0300 | S10MS | 0180 | S10US |  |
| SIMS | 0200 | SIUS | 058 |  |  |  |  |  |  |

## CHAPTER 6

## 6. SYSTEM DESIGN TECHNIQUES

## 6-1 INTRODUCTION

Development of a microprocessor based system is similar in most respects to the design of conventional SSI/MSI systems. Both approaches must include the steps shown in Figure 6-1-1: specification, system flow charts, hardware design, and test and debug. However, the MPU based design adds another dimension. As indicated in Figure 6-1-2, the designer also has the option of software to consider and must decide whether each task is best done using the conventional approach or the software approach.

The additional decisions should not be construed as an additional burden; they are in fact the key to developing the most cost effective system. Study of the system specification will often provide indications as to the best approach. In addition to the MPU and its associated memory and interface devices, three additional elements are present in a typical system design: (1) the actual peipheral equipment that is dictated by the system specification; (2) any conventional electronics required to control the peripherals; (3) the "intelligence" that enables the MPU to perform the required control and data processing functions.

In an MPU based design, "intelligence" refers to the control program, a sequence of instructions that will guide the MPU through the various operations it must perform. During development, the designer uses the MC6800's predefined instruction set to prepare a control program that will satisfy the system requirements. The program, usually called "software" at this point, is then stored in read-only memory that can be accessed by the MPU during operation, thus becoming the system's intelligence. Once in memory, the program is often called "firmware," however, it is common to find the terms software and firmware used interchangeably in this context.

When peripherals satisfying the system requirement have been selected, the designer can begin to consider tradeoffs that will result in the most cost effective program. The presence of the MPU and control program in the system provides the designer with tradeoff opportunities not available in conventional designs.

The remainder of this Chapter explores many of the considerations involved by describing the system development for a representative microprocessor system.


FIGURE 6-1-1: Conventional Design Cycle


FIGURE 6-1-2: MPU-Based Design Cycle

System integration considerations are best demonstrated by applying them to a specific problem. The design of an MPU based Point-of-Sale (POS) Transaction Terminal suitable for use in retail food stores will demonstrate typical system integration procedures.

The minimum requirement for such a Terminal is that it must perform all the functions currently performed by mechanical registers in the cash transaction supermarket checkout environment. The two primary requirements are that it must be simple to operate and capable of reliable stand-alone operation. Beyond this, a number of other highly desirable features are possible using an MPU based system:
(1) Data entry can be either through conventional keyboard or by electronic scanning of labels on the products. The grocery industry has recently adopted a Universal Product Code (UPC) that will eventually be used industry wide. A modern terminal must include the capability to process this code; since the code provides manufacturer and product identification rather than price information, the Terminal should have an on-board price look-up capability. Fortunately, this is within the capability of a relatively inexpensive floppy-disk unit.
(2) The Terminal can control auxiliary devices such as Electronic scales, change making machines, and stamp dispensers. Electronic control and data signals make possible a modular design; if desired for aesthetic and/or operator comfort reasons, remote location can be used for the visual display, scales, keyboard, etc.
(3) Data for use in inventory control and transaction accounting can be accumulated on a machine readable (magnetic tape, for example) medium for later use by the store's management. The MPU can also provide the capability of real time interrogation as to volume of business, cash balances, etc.
(4) The Terminal should automatically calculate such things as the total price after entry of the weight and price per unit weight, total price of multiple items upon entry of a unit price and number of items, and Sales Tax due on a transaction.
(5) Addition of a communications channel, while not necessary to the basic function, provides several advantages. Communication channels between the Terminals and a central control point can be used to update price look-up files, transfer transaction data, and perform on line interrogation from a remote location. The communications channel also permits automated remote authorization for cashing checks.
(6) The MPU can also monitor operator procedures and its own peripheral devices with little increase in system cost. Incorrect procedures or equipment malfunctions can be indicated by means of warning lights or diagnostic messages via the display system.

AnMPU oriented block diagram of aPOS terminal incorporating many of the features just described is shown in Figure 6-4.1-1. In addition to the MPU electronics, the Terminal includes the following functions:
(1) A scanning wand for optical reading of labels bearing the Universal Product Code.
(2) A 16-character display for visually indicating entry data.
(3) A printer suitable for providing a printed paper record of the transaction details.
(4) A cassette tape system for capturing data in a machine readable format.
(5) A floppy-disk system for use in automatic price look-up.
(6) A communications channel for data interchange between the Terminal and a central controller.
(7) A keyboard for manual entry of data.

A functional description of each of the peripheral devices is included in Chapter 5. However, since the keyboard plays a large role in operating procedures, a partial explanation of its features and operating characteristics is included here. The data entry keyboard is shown schematically in Figure 6-2-2. It includes eleven keys for entering numerical data (digits $0-9$ plus decimal point) and fifteen function keys.

The seemingly simple task of totaling the price of individual items and receiving the dollar amount due is complicated by the wide variety of activities included in a typical supermarket transaction. For instance, bulk produce items must be weighed and the price calculated; most items are taxable, however, some may not be. Currently most non-produce items have the price indicated on the package; the future trend is toward incorporating the Universal Product Code supplemented by in-house numerical codes. In addition to cash, the customer may offer checks, stamps, coupons, and refundable items such as bottles in payment. The Terminal design must include methods for handling all these possibilities and yet keep the operating procedures simple.

The numeric and decimal point keys are used to manually enter numerical data for the following categories: price in dollars and cents, weight in pounds, number of identical items (for simplifying multiple item entry), and numerical codes, either UPC or in-house.

The operating procedures selected assume that a numeric entry is the first step in manual data entry. The type of data is then specified by an appropriate function key. An entry representing the number of identical items is identified by closing the Quantity key; closure of the Weight key following a numeric entry indicates that the data is a weight in pounds. Up to eight product categories are identified by following a numeric price entry with the appropriate Category key.


FIGURE 6-2-1: POS Keyboard Configuration

The operator may enter price and weight data in either order; similarly, in multiple item entries either the quantity or the price may be entered first. Data entry procedures are explained further in the following description of the action taken by the Terminal for various combinations of inputs.

The simplest item entry consists of numerical price followed by a product category. Closure of the Subtotal Plus key then indicates the end of the item entry sequence. The Terminal responds by updating the current running total and displaying and printing the item entry data. Note: This is performed automatically when the Terminal is in the code entry mode i.e., no Subtotal Plus is required.

The next entry mode in order of complexity is a price/category accompanied by a quantity entry. The Quantity key permits entry of multiple items with a single price entry and may be used with either price or UPC data entry. A numeric/quantity entry either before or after a price/category entry causes the Terminal to calculate and print/display the total price of multiple entries after the Subtotal Plus completes the entry sequence.

The Terminal interprets a price/category entry accompanied by a numeric/weight entry as price per pound and weight in pounds. The Terminal accepts up to four digits plus the decimal point for weight entries and automatically calculates/displays/prints the total item price.

Closure of the Code Entry Key alerts the Terminal that the next item entry will be UPC numerical data. Entry may then be made either by label scanner or keyboard. The Terminal will respond to each valid data entry by first displaying and printing the price and then sounding an audible "Approval" tone. The Terminal automatically recognizes a valid data entry, hence no closure of Subtotal Plus is required during UPC entry. Multiple item UPC entry is accomplished by means of a numeric/quantity entry prior to the code entry. The UPC entry mode is cancelled by a Code Entry key closure following the last UPC entry. Visual display of the last item price continues until another entry is made.

Five keys are provided for indicating merchandise categories: Grocery, Dairy, Meat, Produce, and Household. Three of the keys serve the dual purpose of indicating one of the three refund categories, Coupons. Bottles, or Stamps. As indicated earlier, the category entry is made immediately after price has been entered. If Subtotal Minus is used to conclude an item entry concerning the three dual purpose keys, the appropriate refundable category is assigned by the Terminal.

Closure of the Subtotal Minus key indicates that the preceeding numeric entry is to be deducted from the current total. The calculate/display/print format is determined by the data entry immediately preceeding closure of the Subtotal Minus key. If the entry was an unqualified numeric, the Terminal subtracts that amount from the current transaction total and displays/prints the amount entered and a minus sign. If the numeric entry is followed by one of the categories, Coupon. Bottles, or Stamps the Terminal subtracts the amount and displays/prints category, price, and minus sign. The unqualified numeric deduction allows operator correction of erroneously entered data. Partially entered data (prior to a subtotal closure) is erased by a Clear key closure.

Closure of the Total key indicates the end of a transactionentry sequence. Used immediately following Subtotal Plus/Minus entry, it causes the current transaction total to be printed and displayed. A second closure of the Total key following display/print causes the terminal to first calculate and print the tax due on the transaction and then display/print the new total including tax. The No Tax key is used just prior to subtotaling an entry upon which no tax is to be included. The Terminal keeps track of such entries and deletes them from the tax calculations.

At this point, several transaction conclusion alternatives are possible :(a) Numeric entry of amount of cash tendered followed by closure of the Cash key causes the Terminal to display/print the amount of cash entered. A Clear key closure will now calculate and display/print the change due, release the cash drawer, and dispense change and/or stamps via dispensing machines, if used. (b) Numeric entry of the amount tendered by check
followed by a Check key closure causes the Terminal to display/print amount of the check entered. If the check is to be accepted without authorization, closure of the Clear key now calculates and displays/prints the change due, releases the cash drawer, and dispenses change and/on stamps. If the Terminal is to be used for obtaining check cashing authorization, up to a nine digit I.D. number followed by a Code Entry closure may be used prior to entering the amount tendered. This sequence causes the terminal to obtain authorization or rejection via the communications channel. The result is displayed/printed and audible "Approval" or "Disapproval" is sounded. If, after a rejection, the check is to be accepted anyway (after personal authorization by the store manager, for example) a numeric/Check entry followed by a closure of the Clear key allows the transaction to be concluded as above. If, after rejection, the transaction is to be converted to cash, numeric entry of the cash tendered followed by closure of the Cash key concludes the transaction as in (a) above.

The keys can be used in combination to perform several additional functions. Transactions may be voided at any time. If the current transaction has not yet been totaled, the Total key must be closed momentarily to form a total. Sequential closure of Subtotal Minus, Cash, Total, then voids the transaction. If the total is currently displayed and the tax calculated, the same sequence voids the transaction, i.e., sequential closure of Subtotal Minus, Cash, Total. Tax is not permanently recorded internally until one of the valid transaction completion routines has been carried out. The voiding of a transaction is printed on the register tape.

The contents of the Terminal may be modified by using coded entries. Codes are available for adding or removing cash and for cashing checks. A numerical entry followed by a Code Entry closure causes the Terminal to respond by displaying "Add Cash," "Remove Cash," or "Cash Check," depending on the code selected. The operator may then enter the amount involved and close the total key. The Terminal will automatically make the appropriate adjustments to running balances. Modification of the contents should be done between normal transactions.

The Code Entry key also provides a means of interrogating and instructing the Terminal through the keyboard. A numeric entry followed by a Code Entry closure can be used to (a) Display/print current transaction count number and total dollar sales for the current work shift, (b) Display/print current transaction count number and total check balance, (c) Display/print current transaction number and cash balance in drawer, or (d) Print transaction count number, operator I.D. number, total sales for the work shift, total cash and check balances, and the difference if any, between sales and receipts. During this operation only a difference between sales and receipts are displayed.

The interrogation mode, i.e., numeric/Code Entry is also used for entering new operator I.D. and initializing at the beginning of an operator shift and causing a Terminal controlled cassette tape data dump through the communications channel.

Once the system requirements are defined, the designer must almost immediately begin making decisions to establish whether a hardware or a software approach will be used for each sub-task.

The tradeoff possibilities can be explored by considering some of the overall design goals. For example, if a high volume production run is anticipated, a logical goal is to minimize hardware costs since each dollar of cost is amplified by the unit count. In such cases, every attempt should be made to eliminate external control hardware by 'loading up' the MPU since control programs in memory are generally more economical than generating the same function with conventional logic circuits.

At the opposite extreme are relatively complex systems (with attendent high engineering development costs) that will be produced in limited quantity. In this case, minimizing development cost may be the more important criteria. In typical MPU systems, the peripherals can be obtained from OEM suppliers with varying amounts of the control and drive circuitry provided. Using peripherals with conventional control and drive electronics will simplify the tasks that must be performed by the MPU and will result in a shorter, more economical development cycle.

Typical applications fall somewhere between these two extremes. There will usually be three approaches to consider: the older conventional method, the new programmed method, and a judicious blend of both.

The primary goal using an MPU based design should be to replace as much hardware as possible with a control program that causes the MPU to duplicate the hardware process. This capability is the primary motivation for using an MPU in the first place. In many cases, this approach can be carried to the extreme of eliminating everything except the family devices (MPU, Memory, Interface) and the peripherals themselves. However, in most systems, there are tasks that, if done in hardware, can significantly reduce memory requirements and/or improve the data throughput rate. For this reason, selection of the configuration should not be based on simplistic hardware/software tradeoffs.

The first task of the system designer is to become familiar with the MPU's characteristics. Knowledge concerning the MPU's ability to handle various aspects of the problem will heavily influence the methods that are finally adopted. Such factors as operating speed, the number of working registers and how they can be used, available control features, I/O techniques, addressing modes, and the instruction set will all influence each stage of the development.

The remainder of this section illustrates by example some of the steps involved in reducing a system specification to individual software and hardware tasks. The various options are discussed in context with the Transaction Terminal described in the previous section.

## 6-3.1 MEMORY REFERENCE I/O VS DMA I/O

Memory reference or software I/O refers to the technique of transferring data to and from memory via the MPU and a PIA. For example, to load memory from a peripheral device, the data flow would be to (1) the PIA, to (2) the MPU, to (3) the memory. This is typically accomplished in software by a LDAA (PIA to MPU) instruction addressing the proper PIA followed by a STAA (MPU to Memory) instruction addressing the desired memory location.

DMA, or direct memory access, is a technique by which peripheral data transfer to and from memory is accomplished directly utilizing special DMA hardware. This implies that a DMA transfer is transparent to the

MPU, thus costing no software. However, it does affect system operation; the DMA circuitry must disable the MPU and generate the desired data, address and control signals required to transfer data directly to memory. DMA is discussed in detail in Chapter 4, however, it is worth reviewing here the reasons for disabling the MPU prior to a DMA transfer. During non-DMA operation, the MPU is driving the system busses and control lines. When DMA is required, the DMA hardware is responsible for driving the busses and some of the control lines, therefore, to avoid contention the DMA must "disable" the MPU.

Any of the methods described in Chapter 4 may be used; the cycle stealing method of Section4-2.2.2 is particularly useful when the DMA transfer requires a quick response. The transfer may begin within 500 nsec after setting the required MPU control lines. This technique is limited to an access of $5 \mu \mathrm{sec}$ duration because of the MPU refresh requirements.

In the POS system, likely candidates for DMA transfer were the floppy disk and cassette peripherals. However, analysis indicated that neither of these peripherals required DMA hardware. (See Section 2-3 for the analysis.) The floppy disk requires a nominal transfer rate of approximately $31.25 \mathrm{kbytes} / \mathrm{sec}$. The 6800 MPU , utilizing thePIA, can accommodate this transfer rate using software techniques. The cassette transfer rate is even slower, approximately $1.5 \mathrm{kbytes} / \mathrm{sec}$. Even though the data block is long ( 256 bytes), suggesting DMA usage, the byte rate is very slow compared with the MPU's software capability. As a result, DMA hardware was deemed unnecessary for the defined system. The floppy disk data rate approaches the minimum cycle time that software alone can transfer data from peripheral to MPU. Any peripherals requiring transfer cycle time less than 25 $\mu \mathrm{sec} / \mathrm{byte}$ will require DMA techniques.

## 6-3.2 SOFTWARE VS HARDWARE PERIPHERAL SERVICE PRIORITIZING

Either software or hardware techniques can be used to establish the priority by which peripherals will be serviced. In the software approach, the MPU polls the peripheral devices to determine which peripheral needs service. The priority of peripherals with respect to one another is, therefore, determined by the order in which the software performs the poll. Hardware prioritizing uses external hardware to generate the service requests.

The advantages and disadvantages of both methods are discussed in Section 3-3. Several hardware prioritizing methods are described in Section 4-2.1. In general, hardware techniques are faster, but the software approach eliminates the need for external circuitry.

In keeping with the goal of minimizing external hardware wherever possible and because software polling was found to be adequate, no hardware prioritizing was done on the POS design.

An example of software prioritizing methods was used in the case of the floppy disk. The interrupt must be serviced as quickly as possible once it occurs. In such a case, the MPU can ignore all other service requests and go into a programmed waiting loop until the device asks for service. When the disk is transmitting data to the MPU, the MPU repeatedly asks the disk if data is coming and responds immediately to a request for service.

## 6-3.3 SOFTWARE VS HARDWARE TIMER

In most systems, the MPU must occasionally perform a time out requirement before continuing with the program. Software can be used to generate the delay in a straightforward fashion by loading a register and decrementing it to zero and then allowing the program to continue. The amount of delay is determined by the value loaded into the register. Other software timing techniques are described in Section 2-3.

Hardware time delays may be generated using any of the conventional methods such as one-shots, shift registers, counters, etc. Programmable counters are particularly useful in MPU systems; they can be parallel
loaded from the MPU and decremented to zero similarly to the MPU's internal registers. In this case, however, the zero count is used to generate an interrupt that tells the MPU the timeout is complete. The hardware approach is useful in two situations: (1) When another useful task can be performed by the MPU while a timeout is taking place; (2) When two or more simultaneous but independent delays or timeouts are required for proper system operation.

In the case of the POS terminal design, a hardware timer was incorporated for both purposes. It is used as a matter of efficiency by several of the peripheral subroutines and as a matter of necessity by the disk control routine. The timer used is described in detail in Section 4-2.4.

## 6-3.4 DISPLAY WITH OR WITHOUT EXTERNAL MEMORY

In general, the hardware/software considerations for specific peripherals are covered in their respective Sections of Chapter 5. (See, for example, Section 5-2.1.2 of the Printer description.) The display circuitry, however, has a direct bearing on overall system efficiency. A Burroughs SSD1000-0060 16 Character Selfscan alphanumeric display panel was selected for the POS design. Data entry is by character from right to left with all displayed characters shifted one position to the left for each new entry. A display such as this raises the question as to whether a display with its own external memory storage should be selected.

The Burroughs SSD1000-0060 Selfscan with memory is straightforward to use with the Motorola M6800 family (see Figure 5-2.2-1). To display a character, the MPU need only store the character code into the PIA interfacing with the display. The PIA then transmits the data and controls to the display. Each character displayed is stored in the display hardware thereby "freezing" the display until the MPU loads a new character.

The 16 character Burroughs Selfscan without memory has essentially the same hardware interface but requires software for memory refresh. The program must establish a 16 -byte character buffer in the system memory and periodically (approximately every .4 msec ) refresh each character. The display program loads the display by storing the character codes into system memory and sequentially transferring each of the 16 memory words into the display at the desired refresh rate.

The decision whether to use the more expensive display with memory versus additional programming requirements is influenced by the refresh time burdens placed on the executive control program. As usual, the objective is to eliminate hardware suggesting that the display without memory be used, however, the display operation should be examined in context with other system timing requirements. The display requires a new data word every $420 \mu \mathrm{sec}$; this relatively slow data rate is well within the MPU's data transfer capability. A more restrictive requirement is that once the MPU is requested to display a word it has nominally $120 \mu \mathrm{sec}$ to load the character into the display. From the standpoint of the MPU alone, the character could be loaded well within the required $120 \mu \mathrm{sec}$ but a conflict arises when there are other subsystem routines demanding uninterrupted services. The POS terminal design uses two routines that require uninterrupted service; both the disk and wand operations require dedicated service. As a result, there is a high probability that the display will require refresh while the MPU is locking out all interrupts. If the display is momentarity ignored, the result is not catastrophic, but will cause a visual flicker in the display. Prior to actual program development, the designer has only limited knowledge concerning the number and duration of possible contention problems. As the contentionincreases, the visual quality of the display degenerates. For this reason, the decision was made to use the display with external memory and not risk sacrificing display quality.

As a general rule, hardware/software tradeoff decisions should be made as early as possible during system development. However, situations often arise in which the pros and cons of each method are initially well
balanced. In these circumstances, the final selection can be made later when the problem is better defined. A great advantage of the MPU approach is that design changes are easily incorporated. For example, if the anticipated contention problem discussed in connection with the display does not arise during development, it is a simple matter to modify the display program and switch to the unit without external memory.

An exhaustive discussion of hardware/software tradeoffs is potentially unlimited. It has been the intent here to evoke an awareness of the alternatives without trying to categorize all the possibilities that may arise. Each application will present different problems; the important point is that MPU based designs offer the designer a wide variety of options to chose from.

## HARDWARE CONFIGURATION

The final hardware design of the Transaction Terminal was influenced by several considerations in addition to satisfying the specified system requirements. The design differs from a normal protytype in two respects: (1) There was no anticipated follow-on production requirements; (2) The Terminal was to be packaged in a portable configuration. The objectives were to verify the system design described in earlier sections of this manual and provide a portable demonstration vehicle for the M6800 Microprocessor family. A block diagram of the hardware configuration is shown in Figure 6-4.1-1.

Due to the once-only nature of the design, generation of mask-programmed MC6830 ROMs for the program was not economically feasible. An available 8 K RAM/ROM ${ }^{1}$ memory board was selected instead. This technique of placing control programs in battery-backed RAM instead of ROM is also useful during the field test phase of systems whose operational environment cannot be well defined during development. The system can be easily modified during operational tests, then converted to mask programmable ROM prior to volume production.

The demonstration features where enhanced by including a limited diagnostic capability. This was provided by including an MC6830 ROM containing the MIKbugTM diagnostic program ${ }^{2}$. This firmware would also be useful during field evaluation programs since it includes such features as memory change, register display, memory dump, etc. It also provides a convenient method of loading the Transaction Terminal control program into the 8 K memory via an RS232 interface to terminals such as the TI Silent $700^{3}$.

The bulk of the hardware was partitioned into three printed circuit boards as shown in Figure 6-4.1-2. Because of weight restrictions imposed by the portability requirement, it was necessary to place the tape cassette, the floppy disk, and their associated conventional circuitry in a separate package. The cassette and disk interface to the remainder of the system through a cable and two PIAs located on the board designated as "I/O Card"' in Figure 6-4.1-2. The I/O Card (see the Schematic Diagram of Figure 6-4.1-3) also contains the MIKbugTM PIA and terminal interface circuitry, the Restart and Powerfail circuitry, and the ACIA/MODEM telephone communications circuitry.

The remainder of the system hardware is located on the "MPU/Control Card.'" In addition to the MPU, this board contains:
(1) The MIKbugtm ROM.
(2) Four MC6810 128 X 8 RAMs providing 512 bytes of random access memory used for shared scratchpad and temporary storage by the various subroutines.
(3) MPU $\phi 1$ and $\phi 2$ clock circuitry and memory refresh and clock circuits.
(4) Three PIAs and the interface circuitry associated with the printer, keyboard, display, interval timer, UPC scanning wand, and miscellaneous controls and indicators.
(5) Various other timing and control signals for enabling the bus extender and family devices.

[^10]

FIGURE 6-4.1-1: Transaction Terminal Block Diagram


FIGURE 6-4.1-2: Control Circuitry Configuration



The schematic diagram for the MPU/ControlCard is shownin Figure 6-4.1-4. The circuitry associated with the individual peripheral devices is described in detail in their respective sections of Chapter 5 . This section will describe the remaining circuitry including the MIKbug PIA circuit (a feature of the M6800 Evaluation Module), the clock and control circuits, the BUS EXTENDERS, $\overline{\mathrm{RES}}$ and powerfail circuits, and the ACIA and Modem.

The MIKbug PIA interfaces either teletype(TTY) or RS-232 type devices to the Transaction Terminal (see Figure 6-4.1-5) for purposes of loading programs into RAM or for debugging. The TTY interface is an optically isolated 20 ma current loop. By selecting the appropriate S1 position, either the TTY or the RS232 interface will be enabled, thus allowing the selected interface to function. Paper tape reader control is also provided. The BIT RATE oscillator is used to shift the data in and out of the PIA at the frequency required by the interface selected, i.e., 10 cps for the TTY and 30 cps for the RS232, etc. The oscillator must be adjusted to the frequency required for the desired data transfer rate.


FIGURE 6-4.1-5: MIKBUGTM PIA and TTY/RS-232 Circuitry

Since the 8K memory, 3 PIAs, and the ACIA are located "outside" the bus extenders, some address decoding for the data bus receivers is required in order to prevent contention for control of the data bus. The system memory map is shown in Figure 6-4.1-6. The allocation with respect to address decoding and location with respect to the bus extender is shown in Figure 6-4.1-7.

Note that all "external" memory has A15 and A14 at logic one and zero levels, respectively. By Exclusive ORing A15 and A14 and combining them as shown in Figure 6-4.1-8 with R/W and (VMA $\cdot \phi 2$ ), the data bus receivers are enabled only when devices off the MPU card are addressed, that is, when: $\overline{\mathrm{R} / \mathrm{W} \cdot(\mathrm{VMA} \cdot \phi 2) \cdot(\mathrm{A} 15+\mathrm{A} 14)}=0$. The data bus drivers are enabled whenever $\overline{\mathrm{R} / \mathrm{W}}(\mathrm{VMA} \cdot \phi 2)=0$. The address bus drivers are controlled by the TSC line which is grounded for normal operation and the address bus receivers are disabled at all times. VMA is ANDed with A15 to enable the PIAs via their CS1 inputs. This insures that the address on the bus is valid before the PIA is enabled.

The remaining control circuitry on the MPU card includes the MEMORY refresh control signals and the $\mathrm{G} / \mathrm{H}$ sync circuit. The memory circuit is described in detail in Section 4-1.5.3 of Chapter 4.

Control lines are provided to the output connector so that future functions such as DMA may be implemented. These include $G / H, B A$ and TSC. Other controls brought out for system operation are $\overline{\text { REFRESH }}$ $\overline{\text { REQUEST, REFRESH GRANT, }} \overline{\mathrm{IRQ}}, \overline{\text { NMI }}, \overline{\mathrm{RES}}, \phi 1, \phi 2$ (memory clock), VMA, R/W, and an off board address decode input (A15 $\oplus$ A14).

Since the R/W line is a tri-state output, a tri-state buffer must be used to drive the system. An MC8T26 (Figure 6-4.1-9) was used since it will provide the inversion necessary for the data bus extender driver control line and provides the tri-state output capability required.

Many considerations go into the memory mapping of a system. As the system design is developed and as programs are written, changes will invariably be required in the memory allocation due to programs that are longer than anticipated, more I/O requirements, system partitioning changes, etc.

As an example, the original transaction terminal memory allocation had all PIAs defined from \$8008-8083 as follows:

| PIA-0 | $\$ 8004-8007$ |
| :--- | :--- |
| PIA-1 | $\$ 8008-800$ B |
| PIA-2 | $\$ 8010-8013$ |
| PIA-3 | $\$ 8020-8023$ |
| PIA-4 | $\$ 8040-8053$ |
| PIA-5 | $\$ 8080-8083$ |

In order to simplify the address decoding for memory location outside the bus extenders, PIAs 1, 2, and 3 were moved to locations $\mathrm{C} 008-\mathrm{C} 023$ :

| PIA-1 | C008-C00B |
| :--- | :--- |
| PIA-2 | C010-C013 |
| PIA-3 | C020-C023 |

This allowed the same address decoding scheme at the devices (see Figure 6-4.1-7) while allowing simple "inside"/'"outside"' decoding for the data bus extender receivers. Figure 6-4.1-7 shows the address decoding scheme used for the Transaction Terminal. Shading of the address line indicates that the line is tied to either a device enable (E or $\overline{\mathrm{E}}$ ) or a chip select ( CSx or $\overline{\mathrm{CSx}}$ ) line. A 1 indicates the line is tied to a true input (CSx or E) a zero indicates the line is tied to a not true input ( $\overline{\mathrm{CSx}}$ or $\overline{\mathrm{E}}$ ).



FIGURE 6-4.1-8: Bus Extender Enable/Disable


FIGURE 6-4.1-9: MC8T26, Partial Schematic

For this demonstration version of the terminal, the RES and powerfail detect circuit for the nonvolatile memory are switches with contact bounce suppression circuitry. The RES (restart or reset) is a push button switch used to initialize and restart the system at power on and if the system malfunctions. The power fail detect function is switched prior to AC power off so that the memory refresh circuitry will operate from the battery during transportation of the demonstration terminal.

## 6-4.2 TRANSACTION TERMINAL SOFTWARE DEVELOPMENT

## 6-4.2.1 Software Background Preparation

The first stage of the software development is to define the tasks required of the system software. Section 6-2 describes the POS terminal requirements and provides the specification from which to work. The keyboard data entry procedure becomes a large portion of the main (executive) program and serves as a logical starting point from which to begin generating the system flow charts.

Table 6-4.2.1-1 summarizes the actions that would need to be taken for each keyboard or wand entry. The table categorizes each entry procedure indicating what action will be required of the executive program and peripheral. The left hand column shows how the entry is made; the middle column shows what is occurring in the peripherals; and the right hand column shows what action the program must take. The function of the table is to organize the necessary house-keeping requirements as items are entered and delineate some of the data


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 1 of 15)
manipulation that will be required of the program. Such a table also helps the designer visualize the operation for each item entry and becomes a first pass at a set of low level flow charts. No attempt is made yet to weave them together into a common flow.

Notice that item entry is double buffered. As each new item is entered ( In ) it is immediately displayed. The program stores both the present ( $\operatorname{In}-1$ ) item information (i.e., price, category, quantity, etc.). Upon completion of a current item entry (subtotal plus): (1) pertinent data of $\operatorname{In}-1$ is outputted to the printer, (2) a new partial product is calculated, and (3) In is shifted into $\operatorname{In}-1$. Using this procedure, operator errors may be "cleared" on the current item entry without affecting the printout hard copy.

The next step in program development is an outgrowth of Table 6-4.2.1-1, still focusing on the keyboard operation. The entry procedure of Table 6-4.2.1-1 is translated into a flow diagram for each key on the transaction terminal keyboard. These diagrams, shown in Figure 6-4.2.1-1, merely summarize housekeeping requirements in another format and show the flow of data between defined memory buffers, test of programmable flags, and interaction with peripherals. There is a separate flow diagram for each key or group of keys on the keyboard (see Figure 6-2-2 for a representation of the transaction keyboard). For example, all numeric entries are grouped into a single "number" flow. The only other groupings are the product category keys (i.e., grocery, dairy, meat/coupon, produce/bottles, and household/stamps). These two groups combined with the remaining transaction keys result in the thirteen distinct flow diagrams contained within Figure 6-4.2.1-1 and the buffer and flag assignments of Tables 6-4.2.1-2 and 6-4.2.1-3, respectively.


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 2 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 3 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 4 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 5 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 6 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 7 of 15)



FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 9 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 10 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 11 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 12 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 13 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 14 of 15)


FIGURE 6-4.2.1-1: Flow for Key Entry Data (Sheet 15 of 15)

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 1 of 9 )
Keyboard
STANDARD ENTRY

| \#5 | reset display <br> display \# |
| :--- | :---: |
|  | 5 |
| CATEGORY | display \#*cat* |
| SUB + | 5141 |
|  | display \#*cat* |
|  | 51411 |
|  | print $\operatorname{In}-1$ |

Executive Program Action
Peripheral Action
STANDARD ENTRY

| NO TAX | depress key prior to SUB + <br> (standard entry) or 10\#s (UPC entry) |
| :--- | :--- |
| SUB + |  |
| $10 \#$ (UPC) "no tax'" flag |  |

STANDARD/QUANTITY ENTRY
OPTION 1:

| \#s | reset display display \# | load temp buffer |
| :---: | :---: | :---: |
| CATEGORY | display \#*cat* | load In category |
|  | 5141 | load In price |
| \# | display \#*cat*\# | load temp buffer |
|  | 51411 |  |
| QUANTITY | display \#*cat*\#ea* | load In quantity |
|  | 5141121 |  |
| SUB + | display \#* | compute In total |
|  | 51411 | add $\mathrm{In}-1$ to partial product |
|  | print $\operatorname{In}-1$ | load In-1 into cassette buffer |

OPTION 2:
\#
reset display
display \#

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 2 of 9 )

| Keyboard QUANTITY | Peripheral Action display \#ea* 121 | Executive Program Action load In quantity |
| :---: | :---: | :---: |
| \#s | $\begin{array}{r} \text { display \#ea*\# } \\ 1215 \end{array}$ | load temp buffer |
| CATEGORY | display \#ea*\#*cat* $1215141$ | load In category load In price |
| SUB + | $\begin{aligned} & \text { display \#*cat* } \\ & \quad 51411 \\ & \text { print } \operatorname{In}-1 \\ & \text { approval tone } \end{aligned}$ | compute In total add $\operatorname{In}-1$ to partial product load $\mathrm{In}-1$ into cassette buffer move In to $\operatorname{In}-1$ |
| STANDARD/WGT ENTRY |  |  |
| OPTION 1: |  |  |
| \#s | reset display <br> display \# | load temp buffer |
| CATEGORY | $\begin{array}{r} \text { display \#*cat* } \\ 5141 \end{array}$ | load In category load In price |
| \#s | display \#*cat*\# 51414 | load temp buffer |
| WEIGHT | display \#*cat*\#\# 51 | load In weight |
| SUB + | $\begin{array}{r} \text { display } \text { \#* cat }^{*} \\ 51411 \end{array}$ | compute In total |
|  | print $\mathrm{In}-1$ | add $\operatorname{In}-1$ to partial product load $\mathrm{In}-1$ into cassette buffer move $\operatorname{In}$ to $\mathrm{In}-1$ |
| OPTION 2: |  |  |
| \#s | reset display display \# 4 | load temp buffer |
| WEIGHT | display \#\# 41 | load In weight |

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 3 of 9 )
Keyboard
\#s
CATEGORY
SUB +
KYBD UPC ENTRY

CODE ENTRY
\#s

10\#s

WAND UPC ENTRY
CODE ENTRY

WAND INPUT

Peripheral Action
display \#\#\#
415
display \#\#\#*cat*
415141
display \#*cat*
51411
print $\mathrm{In}^{\mathrm{S}} 1$
reset display
display UPC*ENTRY
315
turn on UPC light
reset display
display \#
10
go to disk routine
reset display
display \#*cat*
51511
print $\operatorname{In}-1$
reset display
display UPC*ENTRY
315
turn on UPC light
go to disk routine reset display
display \#*cat*
print $\operatorname{In}-1$

Executive Program Action
load temp buffer
load In category
load In price
compute In total
add $\mathrm{In}-1$ to partial product load $\mathrm{In}-1$ into cassette buffer move In to $\operatorname{In}-1$
enable wand
load tump buffer
load In UPC
add $\operatorname{In}-1$ to partial product
load $\mathrm{In}_{\mathrm{n}} 1$ into cassette buffer
move $\operatorname{In}$ to $\operatorname{In}-1$
reset \# count
enable
load In UPC
add $\mathrm{In}-1$ to partial product
load $\mathrm{In}-1$ into cassette buffer move In to In-1

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 4 of 9)

Keyboard $\quad$ Per
KYBD UPC/QUANT ENTRY
\(\left.$$
\begin{array}{ll}\text { \#s } & \begin{array}{l}\text { reset display } \\
\text { display \# }\end{array} \\
\text { QUANTITY } & \begin{array}{l}\text { display \#ea* } \\
121\end{array}
$$ <br>
\#s \& display \#ea*\# <br>

10110\end{array}\right]\) s | reset display |
| :--- |
| display \#*cat* |
|  |

Peripheral Action

## Executive Program Action

load temp buffer
increment \# count
reset \# count
load In quantity
load temp buffer
increment \# count
load In UPC; compute In total add $\mathrm{In}-1$ to partial product reset \# count load $\mathrm{In}-1$ into cassette buffer move In to $\mathrm{In}-1$

WAND UPC/QUANT ENTRY (in UPC mode)

| \# | reset display display \# | load temp buffer increment \# count |
| :---: | :---: | :---: |
| QUANTITY | display \#ea* <br> 121 | load In quantity reset \# count |
| WAND | $\begin{aligned} & \text { reset display } \\ & \text { display \#*cat* } \\ & 51511 \end{aligned}$ | load In UPC; compute In total add $\operatorname{In}-1$ to partial product reset \# count load $\mathrm{In}-1$ into cassette buffer move $\operatorname{In}$ to $\mathrm{In}-1$ |

## EXIT UPC MODE

(\#) operator may not exit the UPC mode subsequent to depressing a \# key
CODE ENTRY

> reset display
> display UPC DISABLE
> disable UPC light
> disable wand

TRANSACTION TOTAL
SUB +
display $\# *$ cat $*$
51411
print In - 1

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 5 of 9 )

Keyboard
TOTAL

TOTAL

CASH ENTRY
$\#$
CASH
DECIMAL POINT
reset display
display \#*TOTAL
51
print tax/deductions
print \# TOTAL
Peripheral Action
reset display
display \#*PRETAX*TOT
5161
print $\mathrm{In}^{\mathrm{n}}$ -
print \# PRETAX TOTAL
reset display
display \#
display \#CA
52
display \#CA*\#CHG
52153
print cash
print change
open register drawer

Executive Program Action
add $\operatorname{In}-1$ to partial product load $\operatorname{In}-1$ into cassette buffer

## xxxx tax

compute post tax total
store tax/total on casette buffer
load temp buffer
load cash buffer
calculate change reset flags and buffers store on cassette tape update register cash buffer
load temp buffer
load check buffer
update register check buffer calculate change
store on cassette tape
reset flags and buffers
load temp buffer

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 6 of 9 )
Keyboard
CATEGORY

SUB -

Peripheral Action
display \#*DED*
4141
display \#*DED*
41411

Executive Program Action
load deduct
load deduct price
load deduct buffer
reset display load temp buffer
load In quantity
display \#
display \#ea*
121
display \#ea*\#
1215
CATEGORY

SUB -
load temp buffer
load deduct
load deduct price
calculate mult price
load deduct buffer
display \#*DED*
display $\# *$ DED*
51411
display \#ea*\#*DED*
1215141
reset display

## MULTIPLE DEDUCTION ENTRY

OPTION 2:

| \# | reset display display \# | load temp buffer |
| :---: | :---: | :---: |
| CATEGORY | display \#*DED* | load deduct |
|  | 4141 | load deduct price |
| \# | display \#*DED*\# | load temp |
|  | 41411 |  |
| QUANTITY | display \#*DED*\#ea* | load In category |
|  | 5141121 |  |
| SUB - | reset display | calculate multiple price |
|  | display \#*DED* | load deduct buffer |
|  | 51411 |  |

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 7 of 9 )

| Keyboard | Peripheral Action | Executive Program Action |
| :---: | :---: | :---: |
| CHECK ENTRY - with authorization/approval |  |  |
| \# (01nnn) | reset display display \# | load temp buffer |
| CODE ENTRY |  | look up check |
| \# | reset display display \# | load temp buffer |
| CHECK | display \#CK | load check buffer |
| DECIMAL POINT | $$ | update register check buffer calculate change load cassette reset flags and buffers |
| CHECK ENTRY -- with authorization (override disapproval) |  |  |
| \# (01nnn) | reset display display \# | load temp buffer |
| CODE ENTRY | display \#*SORRY <br> 15 | look up check |
| \# | reset display <br> display \# | load temp buffer |
| CHECK | $\begin{array}{r} \text { display \#CK } \\ 52 \end{array}$ | load check buffer |
| DECIMAL POINT | $\begin{aligned} & \text { display \#CK*\#CHG } \\ & 52153 \\ & \text { print check } \\ & \text { print change } \\ & \text { open register drawer } \end{aligned}$ | update register check buffer calculate change load cassette reset flags and buffers |
| CASH ENTRY - subsequent to check disapproval |  |  |
| \#(01nnn) | reset display display \# | load temp buffer |
| CODE ENTRY |  | look up check |

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 8 of 9 )

| Keyboard <br> \# | Peripheral Action <br> reset display <br> display \# | Executive Program Action load temp buffer |
| :---: | :---: | :---: |
| CASH | $\begin{array}{r} \text { display \#CA } \\ 52 \end{array}$ | load cash buffer |
| DECIMAL POINT | ```display #CA*#CHG 52153 print cash print change open register``` | update cash buffer calculate change due load cassette reset flags and buffers |
| TRANSACTION VOID |  |  |
| \# (02) | reset display display \# | load temp buffer |
| CODE ENTRY | display "TRANSACTION VOID" | reset transaction buffer and flags |
| DELETE PRESENT ENTRY |  |  |
| \#,CAT,WT,QTY,NO TAX Same as a "standard" entry |  |  |
| CLEAR | reset display | reset In buffers and flags |
| DELETE PREVIOUS ENTRY |  |  |
| delete previous item: |  |  |
| SUB + | Same as a "standard" entry |  |
| CLEAR | $\begin{aligned} & \text { display DEL\#*cat* *DEL } \\ & 65141113 \end{aligned}$ |  |
| DELETE PREVIOUS DEDUCTION |  |  |
| SUB - | Same as 'deduction' entry |  |
| CLEAR | $\begin{gathered} \text { display \#*DED* } \\ 4141113 \end{gathered}$ | update deduct total |
| DELETE CASH ENTRY |  |  |
| CASH | Same as 'cash', entry |  |
| CLEAR | $\begin{gathered} \text { display \#CA*DEL } \\ 5213 \end{gathered}$ | reset cash buffer |

Table 6-4.2.1-1
TRANSACTION TERMINAL KEYBOARD/WAND ENTRY (Sheet 9 of 9 )
Keyboard
Peripheral Action Executive Program Action

DELETE CHECK ENTRY

| CHECK | Same as ' |
| :--- | ---: |
| CLEAR | display \# |
|  |  |
| ADD CASH - (between transactions) |  |


| \#s (03nn) | display \# | load temp buffer |
| :--- | :--- | :--- |
| CODE ENTRY | reset display <br> print/display "add cash"" |  |
| \#s | reset display <br> display \# | load temp buffer |
| TOTAL | print/display \#*CASH+ | update register cash buffer |

## REMOVE CASH - (between transactions)

| \#s $(04 \mathrm{nn})$ | display \# | load temp buffer |
| :--- | :--- | :--- |
| CODE ENTRY | reset display <br> print/display "remove cash"" |  |
| \#s | reset display <br> display \# | load temp buffer |

TOTAL print/display \#*CASH- update register cash buffer

CASH CHECK - (between transactions)

| \#s | reset display <br> display \# | load temp buffer |
| :--- | :--- | :--- |
| CODE ENTRY | reset display <br> print/display "cash check"" |  |
| \#s | reset display <br> display \# | load temp buffer |
| TOTAL | print/display \#*CHECK |  |

extra heads \& titles

## Table 6-4.2.1-2

TRANSACTION TERMINAL KEYBOARD BUFFERS

| Buffer Numbe | - Description |
| :---: | :---: |
| B1C | In-1 CATEGORY POINTER |
| B1P | In-1 PRICE |
| B1Q | In-1 QUANTITY |
| B1W | In-1 WEIGHT |
| B1S | In-1 SUM (IF QUANTITY/WEIGHT ENTRY) |
| B1U | In-1 UPC CODE |
| B2P | In PRICE |
| B2Q | In QUANTITY |
| B2W | In WEIGHT |
| B2S | In SUM (IF QUANTITY/WEIGHT ENTRY) |
| B2C | In CATEGORY POINTER |
| B2U | In UPC CODE |
| B3 | TRANSACTION/DEDUCTION PARTIAL PRODUCT |
| B4 | CASSETTE RAM BUFFER |
| B5 | TRANSACTION NUMBER |
| B8 | TEMPORARY BUFFER (UNPACKED BCD) |
| B9 | UPC KEYBOARD NUMBER COUNT |
| B10 | TRANSACTION NONTAX SUMMATION (PRICE SUMMATION) |
| B11 | POST TAX TOTAL |
| B12 | TRANSACTION TAX |
| B13 | DEDUCTION TOTAL |
| B14 | SINGLE TRANSACTION CASH |
| B15 | TOTAL CASH IN REGISTER |
| B16 | SINGLE TRANSACTION CHECK |
| B17 | TOTAL CHECKS IN REGISTER |
| B18 | TAX PERCENT |
| B19 | CASSETTE BUFFER COUNT |
| B20 | TRANSACTION CHANGE |
| B22 | TOTAL DOLLAR SALES |
| B23 | OPERATOR IDENTIFICATION NUMBER |
| B24 | LOOKUP KEY SUBROUTINE MSP ADDRESSES (line 1140) |
| B25 | PRINTER BUFFER |
| B26 | DISPLAY BUFFER |
| B27 | TAXABLE TOTAL |
| B28 | PRETAX TOTAL |

Table 6-4.2.1-3
TRANSACTION TERMINAL KEYBOARD FLAGS

Flag
No.
F3
F4

In WEIGHT ENTRY

INVALID CHECK
UPC ENTRY MODE

In MULTIPLE ITEM ENTRY
(
CODE ENTRY QUANTITY WEIGHT

QUANTITY

WEIGHT

CODE ENTRY

SUBTOTAL
"TOTAL" KEY DEPRESSED TOTAL ONCE

| F9 | In-1 UPC ENTRY | SUBTOTAL + | INITIALIZE (SU) | SUBTOTAL + |
| :--- | :--- | :--- | :--- | :--- |
| F10 | DEDUCTION ENTRY | SUBTOTAL - | INITIALIZE (SU) | SUBTOTAL - |
| F11 | CASH ENTRY | CASH | INITIALIZE (SU) | CLEAR |
| F12 | CHECK ENTRY | CHECK | INITIALIZE (SU,BT) | CLEAR |
|  |  |  | SUBTOTAL - | SUBTOTAL - |

Table 6-4.2.1-3
TRANSACTION TERMINAL KEYBOARD FLAGS
(Sheet $\mathbf{2}$ of 2)
Flag

| No. | Description | Set | Reset | Test |
| :---: | :---: | :---: | :---: | :---: |
| F13 | ADD CASH TO REGISTER | CODE ENTRY | INITIALIZE (SU) TOTAL | TOTAL |
| F14 | REMOVE CASH FROM REGISTER | CODE ENTRY | INITIALIZE (SU) TOTAL | TOTAL |
| F15 | CASH A CHECK | CODE ENTRY | INITIALIZE (SU) TOTAL | TOTAL |
| F16 | In NO TAX FLAG | NO TAX | INITIALIZE (SU,BT,BI) <br> CLEAR <br> SUBTOTAL + | SUBTOTAL + |
| F17 | In-1 HAS BEEN LOADED | SUBTOTAL + | INITIALIZE (SU,BT) | SUBTOTAL + |
| F18 | DISPLAY IS FULL | INITIALIZE <br> (BT,BI) <br> CLEAR <br> CODE ENTRY <br> SUBTOTAL + <br> SUBTOTAL - <br> TOTAL | INITIALIZE (SU) | NUMBER |
| F19 | In-1 NO TAX FLAG | SUBTOTAL + | INITIALIZE (SU,BT) | SUBTOTAL + |
| F20 | In-1 MULTIPLE ITEM ENTRY | SUBTOTAL + | INITIALIZE (SU,BT) | SUBTOTAL + |
| F21 | In-1 WEIGHT ENTRY | SUBTOTAL + | INITIALIZE (SU,BT) | SUBTOTAL + |
| F22 <br> POINT | FINAL TOTAL MUST | TOTAL <br> BE PRINTED | CASH/CHECK | DECIMAL |
| F29 | PRINTER FINISHED | PRINT ROUTINE | PRINT ROUTINE | SUBTOTAL + TOTAL |
| F30 | CLEAR LAST PUSHED | CLEAR |  |  |
| F31 | PRETAX TOTAL MUST PRINTED | TOTAL | TOTAL <br> SUBTOTAL - |  |

## 6-4.2.2 Development of Macro Flow Diagram

The groundwork has been laid. The transaction terminal specification has been translated into a detailed set of flow charts that describe the action required when a given key is depressed. At this point, the development consists of 13 independent flow diagrams. A high level program may now be defined to interweave all programs into an operating system.

The macro flow of the executive program is shown in Figure 6-4.2.2-1. The flow diagram has two basic elements: initialization and item entry. The initialization is further broken down into three elements. The first, system startup, initializes the entire system from a power on condition. The other two initialization routines are entered between items and transactions.

The item entry procedure indicated in Figure 6-4.2.2-1 becomes the basis for the entire terminal operation. The terminal has two methods of data entry: the keyboard or an electronic scan of encoded labels on the products (wand). The executive programis organized so that both the keyboard and wand are serviced on a polling basis. Immediately after initialization, the MPU begins a software poll of the keyboard and wand, looping until service is requested.

If the keyboard requests service, the MPU begins to decode the input data to determine which key has been depressed (keyboard decode). This data is then checked to determine if the key is allowed and the data is processed. This check is accomplished by a Failsafe Interlock routine that protects the executive program from processing data as a result of an operator error.

Data from the keyboard may be either standard price/category or ten numbers to represent the universal product code (see Section 5-1.2 for a description of the UPC). If the entry is standard, the executive will process the data as required. If the data is the result of a UPC entry, the executive will first access the floppy disk to obtain price/category information. Upon data retrieval from the disk, the executive will then process data.

If the wand requests service, the executive jumps to the wand interpreter routine. Here the stream of 0 's and 1 's read optically from alabel is converted into ten UPC numbers. The UPC numbers are then used by the disk program to access the associated price/category information (similar to a disk lookup as a result of 10 UPC numbers entered from the keyboard). Once the information is retrieved from the disk, the executive program begins normal processing of data.

As seen in Figure 6-4.2.2-1, the executive program returns to the polling loop until all necessary data to enter an item is entered from the keyboard. If the item is a standard keyboard entry, the "subtotal + '" key terminates the item. If the item is a keyboard UPC entry ( 10 numbers), the tenth key depressed initiates disk lookup and item processing. The item entry is automatically considered complete at the tenth number entry and the "subtotal + " terminator is not required. All wand entries are also considered complete item entries. Once the item entry is completed, the MPU then reinitializes for either a new item or transaction. If the transaction is complete, the MPU also accesses the cassette and saves the transaction data on tape.

The preceding discussion of Figure 6-4.2.2-1 is intended to review the high level flow of the transaction terminal executive program without regard to detail. The following sections will examine the macro flow in greater detail to demonstrate the developmental process and, in some instances, show the final objective - the source code itself.
 Complete

FIGURE 6-4.2.2-1: Transaction Terminal Flow Diagram

## 6-4.2.3 Technique of Executive Program Organization

Development of the executive program requires organized bookkeeping from the beginning. In the flow diagrams of Figure 6-4.2.1-1, the tabulation of buffers and flags are just a first pass at the requirements of the executive program. Recognizing that growth is inevitable, program management techniques must be developed to organize the program formation.

A desirable management technique is to partition the potentially extensive program into shorter controllable units. The program "blocks" of Figure 6-4.2.2-1 are, for example, identified as separate subroutines. As the program grows, the content of and number of subroutines often continually changes. Then with this procedure, only related subroutines need to be updated and reassembled as alterations are made.

Individual subroutines must often reference labels used in other subroutines and/or the executive program. Housekeeping is simplified by organizing the labels used to identify subroutine entry points, PIA registers, RAM buffer/scratchpad, and fixed constants in ROM into an index or cross reference file. The label file for this sytem, XLABEL, is shown as Figure 6-4.2.3-1. It defines a list of constant memory locations or addresses that the various subroutines may reference during assembly. This eliminates the need for maintaining individual label files with each routine as it is developed. It also insures that duplicate label naming will not later complicate debugging since the Assembler will flag such errors during program development. Note that the listing provides visibility as to the actual memory addresses represented by the lables. This is useful when looking for a place to "insert" additional buffer locations and/or I/O devices if the system should be expanded.

The specific location of RAM, ROM, and I/O addresses is determined by the actual hardware configuration (see Section 6-4.1 for a description of the hardware system). The locations shown in the label file are assigned in accordance with the hardware. For example, the printerPIA is located in memory starting at C008 (HEX). The statement ORG C008 defines the memory address which the subsequent labels will begin filling. Therefore, the labels on lines $110-130$ will be assigned the following values:

$$
\begin{aligned}
\text { XP1DRA } & =\mathrm{C} 008 \\
\text { XP1CRA } & =\mathrm{C} 009 \\
\text { XP1DRB } & =\mathrm{C} 00 \mathrm{~A} \\
\text { XP1CRB } & =\mathrm{C} 00 \mathrm{~B}
\end{aligned}
$$

In this fashion, the four address labels used in the routines to communicate with the printer have been identified in the software to match the hardware wiring. Should the hardware design require moving the PIA to a different memory area, the software can be modified accordingly by simply changing the ORG statement in Table 6-4.2.3-1, line 90.

RAM memory is the second category of lables defined in Figure 6-4.2.3-1. Similarly to the PIA address labels, the RAM labels are prefaced by an ORG statement to define where the memory block begins. Subsequent labels are then assigned a portion of memory as defined by the associated RMB (Reserve Memory Byte) assembler directive.

General purpose constants used by executive subroutines are also categorized in the ROM memory section of the listing of Figure 6-4.2.3-1. Examples seen in Figure 6-4.2.3-1 define such items as the ASCII code for the alpha-numeric characters, canned display messages, and program masks.

| 00010 |  |  |
| :---: | :---: | :---: |
| 00020 |  |  |
| 00025 |  |  |
| 00030 |  |  |
| 00060 |  |  |
| 00070 |  |  |
| 00080 |  |  |
| 00090 | C008 |  |
| 00100 | C008 | 0001 |
| 00110 | E009 | 0001 |
| 00120 | EOOR | 0001 |
| 00130 | E00E | 0001 |
| 00140 | E010 |  |
| 00150 | C010 | 0001 |
| 00160 | E011 | 0001 |
| 00170 | E01E | 0001 |
| 00180 | E013 | 0001 |
| 00こ00 | C020 |  |
| ロ0こ10 | C020 | 0001 |
| ロ0ここ0 | C0E1 | 0001 |
| 00350 | E0ここ | 0001 |
| 010240 | ■023 | 0001 |
| 00250 | 8040 |  |
| 00260 | 8040 | 0001 |
| 00270 | 8041 | 0001 |
| 00280 | 8042 | 0001 |
| 00290 | 8043 | 0001 |
| 00300 | 8080 |  |
| 00310 | 8080 | 0001 |
| 00320 | 8081 | 0001 |
| 00350 | 8082 | 0001 |
| 00340 | 8083 | 0001 |
| 00350 |  |  |
| 00360 |  |  |
| 00370 |  |  |
| 00380 |  | 0000 |
| 003900000 |  |  |
| 00400 |  | 0000 |
| 00410 |  | 0200 |
| 00420 | 01000 | 000F |
| 00430 | 000\％ | 0001 |
| 00440 | 000 E | 0001 |
| 00450 |  | 0080 |
| 00460 | 0080 |  |
| 00470 |  | 0000 |
| 00480 |  | 0000 |
| 010490 |  | 0080 |
| 00500 | 1080 | D00H |
| 00510 | DロBA | 0003 |
| 00500 |  | D0EA |
| 00530 |  | 0080 |
| 01540 | 0081 | 0005 |



[^11]| 00550 | 01092 | 0008 | STFROD | FME | 8 | FESLILT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00560 | 009 | 0002 | XUMFLR | EME | 2 | MIULTIPLIER FUIMTER（M） |
| 00570 |  | 009H | SY＇HIIDF | EQU | SYMPLF | PDINTEF FOR XKAII HIII RRDIT |
| 00580 | 1090： | 0002 | SYFROI | EME | E | FESULT FOINTER（P） |
| 00590 |  | 0085 | AKMPLE | EDU | XTMFLE－1 | CHLELILATE PGINTER DFFSETS |
| 00600 |  | 0089 | \％KMPLR | EQU | XTMFLR－1 |  |
| 00610 |  | 0091 | XKRELT | EQU | 人TFRDI－1 |  |
| 0060 | 009E | 0001 | XKIWSR | FME | 1 | IIVISQR UMSIGHED HEX HIUMEE |
| 00630 | 009F | 0002 | AKIVHI | RME | $E$ | IIVITEHI |
| 00640 | 00F1 | 0002 | \％KDIIT | FME | E | DUIT IEHT |
| 00650 | OOFS | 0001 | सKISFL | EMB | 1 | LEFT DISFLAEEMEMT DF REMAIH |
| 0060 | 00\％4 | 0001 | XVFLG1 | EME | 1 | IEFIHE GENERAL FURPDSE |
| 00670 | 0075 | 0001 | Y＇YFLGこ | FME | 1 | EUPFERS． |
| 00680 | ODFE | 0001 | XVFLGS | EME | 1 |  |
| 00690 | 00 H 7 | 0001 | 人VFLG4 | EME | 1 |  |
| 00691 | O0H8 | 0104 |  | FME | 4 | HWAILAELE FDR USE |
| 00700 |  | 0 OHF | SvKETF | EDU | XVFLG4 |  |
| 00710 | OOFE： | 0015 | SYPHEEF | EME | 5 | IN FRILE |
| 007E0 | ODE1 | 0005 | SuME1F | FME | 5 | INT－1 FRICE |
| 00730 | ODEE | 0005 | YWMESS | FME | 5 | IN SHM |
| 00740 | DDEE | 0003 | SUMEEW | EME | 3 | I N WEIGHT |
| 00750 | ODEE | 0005 | SuMEE7 | FME | 5 | THKAELE TOTAL |
| 00760 | 0003 | 0105 | SYMES | FME | 5 | FAFT FRDI；100，10，1：．1：．01 |
| 10770 | 0018 | 0004 | SUMET | FME | 4 | I H DEDILSTIDH AMDUNT |
| 00780 | OOLC | 0011 | SYME2 6 | RME | 17 | IISFLF＇EUFFEE |
| 00790 | ODIII | 0010 | SUMEES | FHE | 16 | FRIHTER EUFFEF |
| 00791 | DIED | 0005 | CUME1S | FME | 5 | I（H－1）Sum |
| 10792 | 00FE | 0003 | YUME1W | FME | 3 | I（H－1）WEIEHT |
| 00800 |  |  | ＊＊ENT | TEHIEI | FHM ＊＊ | HIIIRESSES ESE DR HEDVE＊＊ |
| D0E10 | 0100 |  |  | DRE | 256 |  |
| 008こ0 | 0100 | 0009 |  | FWE | 9 | STACK KEYEDARI ELIFFER－10 WD |
| 10830 | 0109 | 0001 | SUTFES | EME | 1 | TDF DF KYEL STAIK |
| 00840 | 010 H | 0002 | SUME1E | FME | こ | I N－1 EHTEGOFY FDINTEF |
| 00850 | 0105 | 0001 | SUMKHE | EME | 1 | KEYEDARD HUMEER COLHT |
| 00800 | 010 I | ロ00E | SUHEGF | FME | こ | IISFLAY MESSEGE FQINTEF |
| 00870 | 010 F | 0002 | YUMEEF | FME | $\Xi$ | EUFFER 6 FOINTEF |
| 00880 | 0111 | 0102 | SUMEEC | EME | $こ$ | I N EATEGDFY FOINTEF |
| 00890 | 0113 | 0002 | YuTEMF | FME | こ | E－E＇TE TEMF STDEAGE |
| 00900 | 0115 | 0004 | RYMES | FME | 4 | IN DEDUET DESEEIFTIDH |
| 00910 | 0119 | 0001 | SUMEEC | FME | 1 | QUAHTIT＇Y |
| 00920 | 011 H | 0002 | SVMSTK | FME | E | TEMF STALK FDIMTEF EUAFFEF： |
| 00950 | 011 C | 0005 | I YSEFY | EME | E | SEFYIEE FRIITINE STHFTINIG HI |
| 00940 | 011 E | 0001 | FFiCNTE | FME | 1 | FAFER RIEEDH FEEI TIME |
| 00950 |  |  | ＊ |  |  | EDUHTER： |
| 00960 | 011 F | 000 E | FUTXEF | EME | 2 | FRINTEF BUFFER FQIHTEF |
| 00970 | －1き1 | 000E | FUYEFE | FHE | こ | EHAPALTER FILE HIDEESS |
| 00980 | 11E3 | 0001 | FUIEEF | FME | 1 | EHAREGETER FILE EUFFEF |
| 00990 | 11E4 | 0001 | EF 1 DFE | FME | 1 | FRINTEF IHTA REGISTEF |
| 01000 | 1125 | 0002 | WCEFAI | FME | $E$ | EHAFALTEF EUFFER ADIEESO |
| 01010 |  | 01こ5 | WIILMEF | EQU | WIEFFHD | DIMMM＇EUIFFER |
| 010 O 0 | 0127 | 0001 | WFLFG | FME | 1 | EHFESHEE FLAG |
| 01030 |  | 01こ7 | WF71E | EQI | WFLFG | T－12 FLAG |
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| 01520 | HECS | 39 | सKWHT | RTS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01530 | ABCE | 007F |  | EME | 127 |  |
| 01540 |  |  | - tatal | - e | SUERGUT INES |  |
| 01550 | HC45 | 0003 | \%KTDTL | FME | 3 |  |
| 01560 | AC4 | $01 F \mathrm{~F}$ | MKISFR | EME | 509 |  |
| 01570 | HE45 | 39 | SKCHEK | ETS |  |  |
| 01580 | HE46 | 009F |  | FME | 63 |  |
| 01590 | HE85 | 39 | MKCHSH | RTS |  |  |
| 01600 | HESG | 003F |  | EME | 63 |  |
| 01610 | HECS | 39 | SKCLER | RTS |  |  |
| 01620 | HECE | 00FF |  | RME | 255 |  |
| 01630 |  |  | - KKSFF | $-15$ | 5 SUEROUTIMES-RTS |  |
| 01640 | HFES | 0003 | FUSHCL | EME | 3 |  |
| 01650 | HFCE | 0003 | FUSHMU | EME | 3 |  |
| 01660 | FFEE | 0003 | FUSHIF | EME | 3 |  |
| 01670 | FFEE | 0003 | FUSHCA | EME | 3 |  |
| 01680 | FFII | 0003 | FUSHSF | RME | 3 |  |
| 01690 | FFIT | 0003 | FUSHSM | RME | 3 |  |
| 01700 | FFIT | 0003 | FUSHCE | RME | 3 |  |
| 01710 | AFIA | 0003 | FUSHNX: | FME | 3 |  |
| 017 E 0 | AFDI | 0003 | FUSHQT | RME | 3 |  |
| 01730 | FFEO | 0003 | FUSHIUT | EME | 3 |  |
| 01740 | HFES | 0003 | FUSHTC | RME | 3 |  |
| 01750 | FFEG | 0003 | PUSHCE | EME | 3 |  |
| 01760 | AFE9 | 0003 | GETSET | RME | 3 |  |
| 01750 | FFEC | 0620 | FAKESF | RME | 1568 |  |
| 01780 |  |  | - XKWHN | - 1 | SURRDUTIHE | S-RTS |
| 01790 | E600 | 39 | SKWFHI | RTS |  |  |
| 01800 | EG0D | 0002 |  | EME | z |  |
| 01810 | EGOF | 39 | SKIWHIT | FTS |  |  |
| 01850 | E610 | OEAF |  | RME | 687 |  |
| 01830 |  |  | - IKISF | - 3 | SUERDUTINE | S-RTS |
| 01840 | ESEF | 0003 | IKINIT | RME | 3 |  |
| 01850 | bece | 0003 | DKSISF | RME | 3 |  |
| 01860 | EBC5 | 0054 | DKEINTE | RME | 84 | RET |
| 01870 |  |  | -FKFREM | T - 4 | SURFRUTIMES |  |
| 01880 | E919 | 0003 | FKIFRT | EMB | 3 | RTS |
| 01890 | E91C | 0003 | FKHTEL | RME | 3 | RTS |
| 01900 | B91F | 0003 | PRNTIR | FME | 3 | RTI |
| 01910 | b9ee | 0003 | PRENTIT | RME | 3 | RTI |
| 01920 | E925 | 0003 | PFRREN | RME | 3 | RTS |
| 01930 | E928 | 0003 | FKLHFI | RME | 3 | RTS |
| 01940 | E9EE | 0003 | FKLFMI | FME | 3 | RTS |
| 01950 | B9EE | 0003 | PKFHIE | RME | 3 | RTS |
| 01960 | B931 | 0122 |  | EME | 290 |  |
| 01970 | EP53 | 00.55 | SKIIVI | RMB | 85 | RTS |
| 01980 | EAPAS | 0080 | XKRUPT | RME | 128 | RTI |
| 01990 | BFES | 0064 | 8KMULT | RME | 100 | RTS |
| 01992 |  |  | - IHTIME | E-1 | SUBRDUTIHE |  |
| 01995 | BE8C: | 0032 | IKINIT | RME | 50 | RTS |
| 01995 |  |  | - FDRM | AT - 1 | 0 ROUTIMES |  |
| 01995 | ERPE | 0003 | XKFRCI | EMB | 3 | RTS |


| 01995 | EEC 1 | 0003 |
| :---: | :---: | :---: |
| 01995 | EEC4 | 0003 |
| 01995 | EECT | 0003 |
| 01996 | EECA | 0003 |
| 01996 | EECD | 0003 |
| 01996 | EEITO | 0003 |
| 01996 | EEIS | 0003 |
| 01996 | EELIE | 0003 |
| 01996 | EEIT | 0008 |
| Qeoto |  |  |
| 02010 |  |  |
| Qe0e0 |  |  |
| 0 E 00 | EEOO |  |
| 02040 | EE00 | 01 |
| 02050 |  |  |
| 02060 |  | OURE |
| 0こ0ア0 |  | EEDO |
| 02080 |  | 0000 |
| 02090 |  |  |
| 02100 | EE08 | 30 |
| 02110 | EECE | 51 |
| 0こ1こ0 |  |  |
| 02130 | EESE | 20 |
| 02140 | EE4E | 20 |
| 02150 | EESE | 20 |
| 02160 | BEGE | E0 |
| 02170 |  |  |
| 0 E 180 |  |  |
| 02190 | EETE | 01 |
| 0 2e00 |  | BEG1 |
| 0eこ10 | EETE | 20 |
| 0 eze 0 | EESE | SE |
| 0 ez 30 | EES3 | 04 |
| 0 ec 40 | EEEE | E0 |
| 02250 | EE92 | 000e |
| 0ここe0 | EE94 | 09 |
| 0 ec 0 | EE9E | 20 |
| 0 0es0 | EEAE | 0003 |
| 0 ここ90 | EEFS | 16 |
| 0 e 300 | EEAE | E0 |
| $0 \mathrm{ES10}$ | EEEE | 45 |
| 0eseo | EEEG | 25 |
| 02330 | EEBE | 20 |
| 02340 | EECE | 54 |
| 02550 | EEC： 7 | 36 |
| 02360 | EECE | E0 |
| 02561 | EEIO | EF |
| 0 E 370 | EEIIS | 0003 |
| $0 \mathrm{ES50}$ | EEDS | 49 |
| 02390 | EEIE | E0 |
| 0 E 400 | EEEE | E0 |
| 02410 | EEE9 | 64 |


| SEFRCF | EME | 3 |
| :---: | :---: | :---: |
| SKMSII | RME | 3 |
| RKMSEF | EME | 3 |
| SKASE | EHE | 3 |
| SKINTF | FME | 3 |
| SKIHTI | FME | 3 |
| SPRTW | FME | 8 |
| XKELKF | FME | 3 |
| SKELKI | FME | E00 |

＊＊＊＊＊＊FDM MEMDRY CDNSTHNTS

KGECY FEC GRCY
FME $\quad$－TWO SFARE COHSTANT EYTE

MKMEAT FEC MEAT $*$
FME 3 ＊THEEE SFREE EDHSTANT EY

RKFROD FCE FRQI
XKEA FGC GEA－＂
FCE Se5，530， $35,540,945$ TAELE＊＊
KHSHI FCE $\quad \mathrm{HSHI}$
AKTDRL FCO TOTAL，
FEE S36， $44,548,554$
KKEACH FCE $\quad \mathrm{EA} *$
XKLE FCO A LLE－＊
RME 3 ＊THREE SFARE COHSTAMT EY
FEE T49，56，56S THELE＊＊
$\rightarrow$ EDTT $\%$
$\angle S T M P *$
G64，972 TAELE＊
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"'Linking Subroutines"' is the final section of the XLABEL program and is used to identify starting addresses of subroutines. Each subroutine has a six character label as a "header" in the first instruction, Interprogram jumps are then referenced by the header label. If, for example, the program desires to jump from the XKSUBP program to the XKMULT program, the XLABEL will provide a link between the two by providing an address for the assembler. Also note that the exit for each program is identified as an aid to program management. PUSHSM is, for example, exited by a return from subroutine (RTS) instruction, implying that the program may be called by either a branch to subroutine (BSR) or jump to subroutine (JSR) instruction.

In summary, management of labels of all subroutines are concentrated in the XLABEL program. When all the subroutines are ultimately combined into a single executive program, the XLABEL program will no longer be useful. However, XLABEL or some similar procedure is a useful method of linking undefined labels during program development.

## 6-4.2.4 Description of Macro Flow Diagram Initialization

## Initialization

The first task of the software is initialization. As shown in Figure 6-4.2.2-1, the initialization is organized into three different elements; start-up, new transaction, and new item. The system start-up initialization is entered from the MPU's power on sequence. The MPU obtains the starting address of the Initialization sequence as described in Section 3-2.3. For this system, the program counter is loaded with a value A043 to begin the start-up initialization. The portion of the start-up sequence for initializing memory, PIAs and peripherals, is shown in Figure 6-4.2.4-1.

Memory initialization first clears all scratch pad locations from 0000 to 01FF. This area of memory will contain temporary flags and buffers for the executive program as items are entered into the terminal. The remainder of the memory initialization presets flag 18 (lines $240-250$ ) and establishes the top address of buffer8 (lines $270-280$ ).

Initialization of the PIAs is the next step in the start up routine. This segment of the program loads the control and data direction registers of the PIAs to define the characteristics of the interface. As an example, lines $490-500$ load 06 into the keyboard control register. This defines the CA1 control line of the PIA to be an input which is active on a low-to-high transition but does not cause an interrupt to the MPU. As a result, a subsequent rising edge from the keyboard strobe (CA1) will set an interrupt flag in the PIA.

A thorough understanding of the initialization routines requires a working knowledge of the PIA and each peripheral device. The PIA operation and details of coding are described in Section 3-4.1. The detailed description of PIA operation with their associated peripherals are in Chapter 5.

Table 6-4.2.4-1 shows initialization code for PIAs interfacing with the keyboard, display, interval timer, and miscellaneous controls. Additional initialization of the PIAs is performed within the peripheral subroutines referenced in lines 630-772. These subroutines set up both thePIAs and their peripheral for entry of data into the terminal.

The remainder of the initialization routines shown in Figure 6-4.2.2-1 perform housekeeping functions when entering new items or new transactions. When entering item information from the keyboard, i.e., price, category, quantity, etc., the entry is closed with a "subtotal +." The MPU will then process the item and return to "new item initialization'" to prepare for the nextentry. When initializing for a new entry, the MPU resets appropriate flags and buffers and begins to poll for the next entry.

After finishing a transaction, the MPU returns to the initialization routine to prepare for the next transaction. At this point, a major portion of memory must be cleared before the MPU returns to the waiting loop
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to await the next transaction. The only data saved during the transaction initialization are buffers containing cumulative transaction information such as total sales, cash in register, and checks cashed.

## Software Poll

The software poll for keyboard or wand service shown in Figure 6-4.2.2-1 is the central feature of the executive program. When initialization is complete, the polling routine is entered to await new data from either the wand or keyboard. At this point, the MPU goes into a software loop that inspects the keyboard and wand PIAs.

Figure 6-4.2.4-2 is an assembly listing of the software poll. The instructions on lines $80-100$ turn on a 'ready'' light to indicate to the operator that the MPU is prepared to accept new data entry. The next instruction, CLI, clears the interrupt mask in the MPU, thus enabling peripheral interrupts that may occur while polling. As a result, peripherals such as the display or printer may continue to be serviced while in the polling routine. It should be noted that the keyboard or wand is not allowed to interrupt the system. The "keyboard strobe" sets an interrupt flag in the PIA control register but is programmed at initialization to disable an interrupt to the MPU. The wand input is tied to a PIA data line and, therefore, is not able to generate interrupts to the MPU since only PIA control inputs may generate inputs. While the keyboard and wand are primary input devices, they are under the control of an operator who can re-enter the data if the MPU is temporarily busy with another task.

The MPU begins the actual polling by reading the keyboard PIA control register (line 130). Referring to Figure 6-4.2.4-3 and 6-4.2.4-4, the keyboard interface may set either of two interrupt flags in the control register. An important feature to point out is that the "clear"' key signal is not encoded in the same manner as the other keys - it has a separate control input to the PIA. For this reason, when a keyboard request does occur, the MPU first checks the status of the "clear"' signal (line 160). If clear is active, a "clear"' key code is loaded into the accumulator for subsequent use by the keyboard decode routine. In this manner, the "clear"' key shares the same software path with all other keys. The MPU then turns off the "ready'' light (lines $220-240$ ) and jumps to the keyboard decode.

If a request for keyboard service does not exist, the MPU will inspect the status of the wand by inspecting the wand databit for a logic " 0 '' or " 1 ." If the data signal is at a logic " 0 ," the wand is assumed to be reading a white band. The UPC level is surrounded by a white border, therefore, when the wand first sees white, the MPU prepares for entry into the wand service routine. The MPU will turn off the "ready" light and exit the software poll in preparation for accepting wand data. If the wand is not in use, the MPU will return to the beginning of the software poll to repeat the cycle. The system remains in the software polling loop until either the keyboard or wand make a request for service.

## Keyboard Decode

Data from the keyboard is presented to the PIA interface in the format shown in Figure 6-4.2.4-4. Each of the keys is encoded as an 8-bit word which the MPU decodes to determine which key has been depressed. The 8 -bit word is brought in the MPU during the software poll and is saved in accumulator A. The "keyboard decode" routine, Figure 6-4.24-5, then uses the data in accumulator A to determine the key in question. The decode technique successively tests each of the eight bits working from the most significant bit (bit 7).

If bit 7 is 1 , the MPU need only check bit 6 to determine whether this is a subtotal + or subtotal - . If bit 7 is 0 , the MPU continues to decode by inspecting bit 6 for the "code enable" key. The process continues in this manner until the key is identified.

The primary purpose of the decode routine is to determine which data processing routine to enter; but the decode includes one other function - it is to provide entry into the "failsafe interlock"' routine. Once the decode routine determines the key to be serviced, it will first jump to the failsafe subroutine to determine if the key
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FIGURE 6-4.2.4-3 Keyboard/PIA Hardware Interface

| Key Function | Key Number |  |  |  | de | PI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | b7 | b6 | b5 | b4 | b3 | b2 | b1 | bo |
| 0 | 43 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 13 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 2 | 14 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 3 | 15 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 4 | 23 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 5 | 24 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 6 | 25 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 7 | 33 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| 8 | 34 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 9 | 35 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| . (Demical pt.) | 45 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 |
| Grocery | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| Dairy | 11 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| Meat/Coupon | 21 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| Produce/Bottles | 31 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| Hshld/Stamps | 41 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| Weight | 3 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| No Tax | 7 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| Quantity | 17 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 |
| Total | 20 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| Cash | 30 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 |
| Check | 40 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
| Code Entry | 5 | 0 | 1 |  | Will be holding data from previous entry [C2 interrupt] |  |  |  |  |
| Subtotal (-) | 10 | 1 | 0 |  |  |  |  |  |  |
| Subtotal (+) | 37 | 1 | 1 |  |  |  |  |  |  |
| Clear | 50 |  |  |  |  |  |  |  |  |
|  |  | 0 | 0 | 0 | $1 \begin{array}{lllll}1 & 0 & 0\end{array}$ |  |  |  |  |
| Strobe | - |  |  |  | [C1 interrupt] |  |  |  |  |

1. Strobe will be high while any key is closed

FIGURE 6-4.2.4-4 Keyboard Coding/PIA Interface
in question is allowed at this point in a transaction. Referring back to Figure 6-4.2.4-5, there is a prescribed entry procedure that the keyboard operator must follow. If the operator depresses a key that is disallowed at that point of entry, the failsafe routine will ignore the key and return to the software poll to wait for another entry. This does not mean that the operator must follow a rigid entry procedure. The intent is to prevent the executive routine from operating on incomplete data. If, for example, the operator depresses three numbers after a decimal point, the failsafe routine will ignore the third number, thereby preventing the executive routine from operating on this last entry.

The failsafe routine categorizes all keys into 11 classes. When a key is depressed, the failsafe routine then determines, on the basis of the state of the entry, which class of keys is allowed. The failsafe routine, therefore, has 11 subroutines, each of which is entered from the keyboard decode routine shown in Figure 6-4.2.4-5. Notice the comments in Figure 6-4.2.4-5 which asks the question 'allowed?' There are 11 such comments throughout the listing, each of which identifies an entry into the failsafe routine. When the keyboard routine determines which key has been depressed, it then jumps to the corresponding failsafe subroutine ( 1 of 11 ). The failsafe routine will determine whether or not the entry is to be permitted. If allowed, the failsafe routine will issue a return from subroutine thereby re-entering the decode routine. The decode return will continue execution by jumping into the appropriate "data process"' routine. If the key is not allowed, the failsafe routine will read from the stack twice (to restore the stack pointer as a result of the JSR to the failsafe subroutine) and then jump to the software poll.

## 6-4.2.4 Keyboard Interlock Program

As programs were developed for the keybaord and display, including rudimentary transaction calculations, it became obvious that some sort of keyboard interlock was needed to prevent unwanted key input sequences from hanging up program flow. A program, XKSAFE, was developed which allows only the desired input sequences (defined in Table 6-4.2.1-1). A positive feedback audible approval tone or 'beep'" is generated when an allowed key is depressed.

Keys depressed out of sequence are ignored by the system and no "beep"' is generated. The operator may then enter a proper key without any corrections. If an erroneous allowed key is depressed, i.e., a wrong number, etc., the CLEAR key will return the transaction to the start of the erroneous entry.

The program is a sequence of flag checking routines which determines from the states of the tested flags where the current operation is in an allowed transaction flow and then determines the set of keys allowable for the next key entry. The flow is divided into four parts as shown in Figure 6-4.2.4-6:
(1) Initialization (Figure 6-4.2.4-7)
(2) Entry Routines (Figure 6.4.2.4-8)
(3) Main Processing (Figure 6-4.2.4-9)
(4) Defining Sections (Figure 6-4.2.4-10)

The Initialization subroutine is used at power on and before each new transaction. It simply sets and clears the flags required for the start of a transaction (see Figure 6-4.2.4-7).

The entry routines are entered from the keyboard interrogation routine. Each section sets and clears flags according to the key that has been depressed (see Figure 6-4.2.4-8).

The main body of the program follows the entry routines and determines the point where the




FIGURE 6-4.2.4-6: XK Safe General Flow Diagram


FIGURE 6-4.2.4-7: XKSafe Initialization Section Flow Chart


FIGURE 6-4.2.4-8: XKSafe Entry Point Flow Charts (Sheet 1 of 7)
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FIGURE 6-4.2.4-8: XKSafe Entry Point Flow Charts (Sheet 3 of 7)


FIGURE 6-4.2.4-8: XKSafe Entry Point Flow Charts (Sheet 4 of 7)
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FIGURE 6-4.2.4-8: XKSafe Entry Point Flow Charts (Sheet 6 of 7)


FIGURE 6-4.2.4-8: XKSafe Entry Point Flow Charts (Sheet 7 of 7)


FIGURE 6-4.2.4-9: XKSafe Main Processing Flow Chart (Sheet 1 of 5)


FIGURE 6-4.2.4-9: XKSafe Main Processing Flow Chart (Sheet 2 of 5)



FIGURE 6-4.2.4-9: XKSafe Main Processing Flow Chart (Sheet 4 of 5)


FIGURE 6-4.2.4-9: XKSafe Main Processing Flow Chart (Sheet 5 of 5)


FIGURE 6-4.2.4-10: XKSafe Defining Section
transaction flow is for the present entry by checking the appropriate flag. Once this is accomplished, it clears all the BUTTON ALLOWED FLAGS before going to the appropriate defining section (see Figure 6-4.2.4-9).

The BUTTON ALLOWEDFLAGS are then set by the defining sections as determined by how far the transaction has progressed as defined in the main body of the program (seeFigure 6-4.2A-10). The service routine flow is shown in Figure 6-4.2.4-11. Flags referred to in the flow charts are summarized in Figure 6-4.2.4-12.

From the flow charts and flag tables, the complexity and length of the program becomes obvious. The assembled code occupies about 1.5 K of memory, a significant portion of the system's program. A detailed description of the program is not included since each terminal design would require a specialized interlock program. The XKSAFE program is included as an example of microprocessor flexibility.

## Wand Interpreter

The wand interpreter program translates the recovered UPC code into a binary word. The scanner "sees" white and black bands on the UPC label and translates them into logic levels; a white band represents a logic " 0 " and a black band represents a logic " 1 ." These logic signals are then brought into the MPU via a PIA data line. At this point, the Wand software takes over to convert the stream of 1 's and 0 's into 10 BCD characters stored into RAM.

Entry into the wand routine is always from the software poll. Agreen ready light will be turned on when the program enters the software poll. At this time, the operator may scan the UPC labels to enter data. The wand data line will be at a logic level 1 until the scanner first sees the white border surrounding the actual label. This will cause the data line to go to " 0 " indicating to the MPU that a wand input has been initiated. At this time, the MPU will exit the polling routine and enter the wand interpreter routine. The actual operation of the interpreter routine is detailed in Section 5-1.1. When the routine is completed and the UPC code is in memory, the wand routine jumps directly to the "Disk UPC Lookup" to convert the UPC numbers into price/category information.

## Disk UPC Lookup

A floppy disk is included in the system to act as a lookup file for Universal Product Code information The floppy disk is called upon for information when the keyboard enters UPC data or the wand scans a UPC label. In either case, the disk UPC lookup program is entered to convert the 10 UPC numbers into price/category information. Briefly, the UPC input becomes an address to the floppy disk. The data addressed by the UPC code then contains the necessary price/category information. The lookup routine transfers the desired data into memory while concurrently storing a status word, and then returns control to the executive routine. The executive routine then checks the status word to determine if the floppy disk completed a valid read. If the read is invalid, the MPU displays an error message and returns to the software poll. If the UPC lookup is valid, the program continues execution by entering the "process data" routine.

The floppy disk routines are described in detail in Section 5-4.

## Process Data

The "Process Data" routine is the workhorse of the executive program. Depending upon the entry mode, this routine must maintain control of the majority of flags and buffers in the system. Program execution in this routine is best described with reference to Figure 6-4.2.1-1. Here the keyboard entries are categorized into 13 separate flow diagrams. These flow charts then become the nucleus of the processing program.

When data is entered from the keyboard, the MPU jumps to the keyboard decode routine to determine which key has been depressed. If the entry passes the interlock test, the decode routine will then enter one of 13 subroutines to process the data. The word ' processing' does nothave a singular description in this context. If, for
example, the ' no tax'" key is depressed, the processing consists only of setting flag 16(refer to Figure 6-4.2.1-1). At the other extreme, use of the "subtotal +"' key causes the MPU to do extensive housekeeping since this key completes an item entry. Therefore, the processing routine must calculate sums, issue data to the printer and display, and update numerous flags and buffers. The flow for the 'processing' for each class of keyboard entry is shown in Figure 6-4.2.2-1. After the data is processed, the executive will return to the polling routine and wait for the next input.

When operating on UPC inputs, the disk UPC lookup routine is entered to translate the data into price/category information. The lookup routine will store the resultant data into the same memory buffers as if the entry was from the keyboard. The lookup routine them jumps to the processing routine at the subtotal + entry point. The UPC entry continues execution in the subtotal + flow to complete the item entry processing.

When processing is completed, the routine exits to one of three areas of the executive program each of which ultimately returns to the polling sequence to receive new data. An incomplete entry returns directly from the processing routine to the poll. If, for example, the operator has entered only the price of an item the program still requires a category key and subtotal + . The process routine continues to return directly to the software poll until a "subtotal +'" key is depressed. At this time, all item information is entered, and upon completion of processing, the MPU will jump to the "new item initialization" to prepare the program for the next item entry. It should be noted that each wand scan is considered to be a complete itementry. The disk lookup enters the subtotal + subroutine to process data and, therefore, exits to the new item initialization before returning to the poll. The final exit from the processing routine is at completion of a transaction. When the decimal point key is depressed subsequent to a cash or check entry, the transaction is over. At this time, the processing routine will store all transaction data into a magnetic tape cassette. The cassette routine transfers price/category information stored in memory to provide a daily summation stored on the cassette. At completion of the cassette transfer, the "new transaction initialization" is entered to preset the executive program for a new entry. The cassette operation is described in more detail in Section 5-3.
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| Button Allowed Flags |  | Total Counter Flags |  |
| :---: | :---: | :---: | :---: |
| Flag No. | Button | Flag No. | Total Count |
| 71 | \# | 50 | 0 |
| 32 | DP | 51 | 1 |
| 33 | CAT | 52 | 2 |
| 34 | $\stackrel{+}{ }$ |  |  |
| 35 | $\Theta$ |  |  |
| 36 | CE | No. Counter Flags |  |
| 37 | NTX |  |  |
| 38 | Q +Y | Flag No. | No. Count |
| 39 | WGHT | 60 | 0 |
| 40 | TOT | 61 | 1 |
| 41 | \{ Cash | 62 | 2 |
|  | \{Check | 63 | 3 |
|  |  | 64 | 4 |
| Last Button Pushed Flags |  | 65 | 5 |
|  |  | 66 | 6 |
| Flag No. | Button | 67 | 7 |
| 42 | CAT | 68 | 8 |
| 43 | ( + | 69 | 9 |
| 44 | CE | 70 | 10 |
| 45 | NTX | Other Flags |  |
| 46 | Qty |  |  |
| 47 | Wght | Flag No. | Func. |
| 48 | TOT | 53 | DP |
| 49 | \{ Cash | 54 | CAT |
| 72 | Check | 55 | Oty-Wght A |
| 72 | $\bigcirc$ | 56 | Qty-Wght B |
| Special Flags |  | 57 | CE |
|  |  | 58 | Last Entry END |
| 73-1s \# = 0 ? |  | 59 | Zero |

FIGURE 6-4.2.4-12: Flag Reference Summary

## 6-4.3 INTERRUPT CONTROL

There is another program flow, transparent to the flow of Figure 6-4.2.2-1, associated with the transaction terminal. It is the program flow (SeeFigure 6-4.3-1) required for servicing interrupts generated by the system peripherals. The $\overline{\mathrm{IRQA}}$ and $\overline{\mathrm{IRQB}}$ lines of all the peripheral PIA's are tied together and connected to the $\overline{I R Q}$ input of the MPU. When a peripheral needs service, it issues an interrupt request for service through a PIA. When the MPU recognizes that an interruptrequest is present, it jumps to the interrupt polling program XKRUPT. An assembly listing of the polling program is shown in Figure 6-4.3-2.

The addresses decoded for the $\overline{\text { IRQ }}$ vector in the Transaction Terminal are E3F8 and E3F9 in the MIKBUG ROM. The MIKBUG $\overline{\operatorname{RQQ}}$ service routine jumps to the address stored in RAM locations A000 and A001. These memory locations were set to the interrupt polling routine's starting address when the Transaction Terminal program was loaded.

The interrupt polling routine, XKRUPT, checks the appropriate PIA control registers for interrupt flag bits and, in some cases, the interrupt request enable/disable bits as well. The IRQ enable/disable bits must be checked on those peripherals which generate continuous interrupt requests that set the IRQA(B) flag bits but are not allowed to generate an IRQ when the peripheral is not in use. The printer, for example, is continuously generating timing signals and the IRQB1 (CRB-b7) flag is periodically set to 1 , however, the $\overline{\mathrm{IRQB}}$ line is not brought low except during a print cycle when the enable bit ( $\mathrm{CRB}-\mathrm{b} 0$ ) is set to 1 . By first checking the flag bit ( $\mathrm{CRB}-\mathrm{b} 7$ ) and, if it is set, checking the enable bit ( $\mathrm{CRB}-\mathrm{b} 0$ ) it can be determined if the printer has requested service via the CB1 line. See Section 5-2.1.4 for additional details.

Two subroutines are provided, one to check the IRQA(B)1 flag and enable bit (IRQ1FM), the other to check the $\operatorname{IRQA}(B) 2$ flag and its associated control bits (IRQ2FM). (See the code in Figure 6-4.3-1.)

IRQ1FM shifts the IRQ1 flag into the carry. If the carry is clear, indicating no interrupt, a return is initiated. If the carry is set, indicating an interrupt request, the enable is tested by a BITA instruction. If the enable is clear, a return is executed; if the enable is set, a JMP X is executed. The index register $(\mathrm{X})$ is set to the value of the service routine starting address and ACCA loaded with the appropriate PIA control registerprior to jumping to the subroutine.

IRQ2FM shifts the $\operatorname{IRQA}(B) 2$ bit to the MSB (sign bit) position. If the byte is positive ( $b 7=0$, $\operatorname{IRQA}(B) 2$ shifted $=0)$ a return is executed. If negative $(b 7=1)$ the byte is shifted left one more bit so that the CA2 (CB2) output control bit (CRA(B)-b5) is now in the MSB position. The routine executes a return if the bit is 1 indicating that $\mathrm{CA} 2(\mathrm{CB} 2)$ is an output. If the bit $=0$, the enable bit, $\mathrm{CRA}(\mathrm{B})-\mathrm{b} 3$, (now $\mathrm{ACCA}-\mathrm{b} 5$ after 2 shifts) is tested. If the enable is clear, a return is executed; if the enable is set, a JMP $X$ is executed where X is the service routine address.

The interrupt polling sequence determines the peripheral priority structure. Assume, for example, that an interval timer interrupt and a printer timing interrupt occur at the same time. The poll would jump to PRNTIT which clears the $\overline{\operatorname{IRQA}(B)}$ flag, removing its influence on the $\overline{\mathrm{IRQ}}$ line to the MPU. The RTI following completion of PRNTIT then clears the interrupt mask and allows the interval time interrupt to be recognized.

The first test in the poll checks for disk read/write operation. Since an interrupt generated when this flag is set could be an overwrite error, the disk must stop writing as soon as possible. This flag will only be set when the system is under control of the disk program so all other interrupts are masked and will be ignored. The cassette and printer interrupts follow in the poll and use the subroutines described above. The display interrupt is never masked, therefore, the poll only checks the control register flag bit.


FIGURE 6-4.3-1: Interrupt Control Flow Chart

Only the interval timer interrupt remains to be checked. Like the display, it is never masked and the flag bit is tested. If the flag is clear, the interrupt was not generated by the system and is assumed to be noise and the poll returns. If the $\overline{\mathrm{IRQ}}$ line continues to be held low, the system will loop in the polling routine until some corrective action is taken or the IRQ is allowed to go high.

If the interval timer flag is set, the routine stops the timer, clears the interrupt and flag, and then checks the service address and jumps there if one is present. If there is no service routine address, the poll checks for a printer line feed in progress. (The timer service routine also returns to this point.) If there is a line feed, the line feed counter (PRCNTR) is decremented and checked for zero. If zero, the line feed is terminated, otherwise, the disk status is checked for a seek as would be done if there was no line feed in progress. If a seek is in progress, a jump to seek subroutine is initiated. The seek subroutine returns and another check of the disk status is made for a seek in progress. If there is still a seek in progress, the routine ends. If not, a check is made for a line feed still in progress. (If no seek was previously in progress, the routine branched here.) If not, the poll ends. If the line feed requires more time, the interval timer is set for 10 ms and started before returning. This allows the printer line feed and disk seek operation to simultaneously use the interval timer thus increasing the effectiveness (throughput) of the system.

The $\overline{\mathrm{NMI}}$ interrupt is used by the system to start the transaction terminal program. The line is tied to a push button switch which, when depressed, will pull the line low generating an $\overline{\text { NMI interrupt at the MPU. The }}$ $\overline{\text { NMI }}$ service routine in MIKBUG jumps to the address stored in locations A006 and A007. The locations are loaded with the starting address of the transaction terminal initialization routine XKBGIN, A04A. Once the program has been loaded into RAM, an NMI will start the transaction terminal program without the use of MIKBUG " $G$ '" (execute user's program) function. Since the RAM is non-volatile and is battery backed up, the system may be powered down and restarted by using the $\overline{\mathrm{NMI}}$ interrupt.
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| 01992 |  |  | IAF＇ |  | WITH |  | FIA EHTEL FEE HMI |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 01992 |  |  |  |  |  | H THE | IHTEFFUPT | SEFV． | AII |  |
| 01992 |  |  | －I | F | IFIT | FM |  |  |  |  |
| 01992 | EFEC 84 | 68 | IFQEFM | AHII | H | ＊W6S | MASK U | Iflwarteed | EITS |  |
| 01992 | EHEE 81 |  |  | EMF | F | 隹ゆ4 | TEST IF | F INFUT： | （ EHAELED： | AHII |
| 01992 |  |  | ＊ |  |  |  |  | TFEF FLA | HG SEF |  |
| 01992 | EFFO EE | F9 |  | EriE |  | IFQEMI | 1 HC EH |  |  |  |
| 01992 | EFFE ヨご |  |  | FUl | F |  | YES $\quad \mathrm{H}$ | HIIUST ST | THEK AHD |  |
| 01992 | EFFS 3こ |  |  | FIIL | H |  | JUHF TD | $\square$ THE It | HTEFT |  |
| 01993 | EAF4 GE | 011 |  | ． MPF |  | $X$ | SEFYIEE | E FIUITI |  |  |

FIGURE 6－4．3－2：Interrupt Poll Assembly Listings（Sheet 2 of 2）

## CHAPTER 7

## 7. SYSTEM DEVELOPMENT TASKS

The development of any system is, in a sense, like Figure $7-1$ where the desired end product is shown as being analogous to the visible above-water portion of an iceberg. It is only this portion that contributes to the ultimate success (or failure) of a project. Beneath the surface are the many necessary steps that must be performed if the project is to be successful. Such tasks as design, prototyping, evaluation, documentation, etc., must be performed regardless of whether or not the design incorporates an MPU.

In one respect, using a microprocessor simplifies the effort. Major reasons for using an MPU are, after all, to reduce the design cycle time and replace many conventional logic packages with a few LSI devices. However, in order to benefit fully from the attendant reductions in evaluation time and manufacturing cost, the additional tasks introduced by the use of the MPU must be handled efficiently.

The main additional task in an MPU-based system is generation of the control program that will eventually serve as the system's "intelligence". This program, while generally referred to as "software" throughout the development stage, will ultimately be stored in the system memory in most designs. This


FIGURE 7-1: System Development: Like an Iceberg

Chapter briefly describes the design aids and products that Motorola provides for assistance in efficiently performing this task. The principle items, as shown in the lower portion of the iceberg, are the Cross Assembler, an Interactive Simulator, and an EXORciser.

The recommended procedure for developing and verifying a design using these aids is indicated in the Flowchart of Figure 7-2. Briefly, the control program is written, assembled, simulated, and exercised. The output of the process is system documentation and a tape suitable for generating appropriate memories. Each of these steps are discussed in subsequent sections of this Chapter, however, greater detail can be obtained by referring to the M6800 Programming Manual and the several manuals associated with the EXORciser.

## 7-1 ASSEMBLY OF THE CONTROL PROGRAM

While programs can be written in the MPU's language, that is, binary numbers, there is no easy way for the programmer to remember the particular binary number that corresponds to a given operation. For this reason, the MPU's instructions are assigned a three letter mnemonic symbol that suggests the definition of the instruction. Normally, the program is written as a series of source statements using this symbolic language and then translated into machine language. The translation can be done manually using an alphabetic listing of the symbolic instruction set such as that shown in Table 7-1-1. More often, the translation is accomplished by means of a special computer program. When the target program is assembled by the same microprocessor (or computer) that it will run on, the program that performs the assembly is referred to simply as an Assembler. If, as is often the case, the target program is assembled by some other computer, the process is referred to as cross-assembly.

Motorola provides such a program, the M6800 Cross-Assembler, on several ${ }^{1}$ nationwide timesharing services. This permits subscribers to the services to efficiently assemble their control programs as indicated in Figure 7-2. The source program is entered via their in-house terminal and assembled. If necessary, the host system's Edit package is available for incorporating corrections and changes. In addition to the assembled output file, the Cross-Assembler provides other useful outputs. If the user is satisfied that the code as assembled is correct, a punched paper tape that is compatible with Motorola's EXORciser and ROM programming computer can be generated. The Cross-Assembler also provides a hard-copy output of the Assembly Listing. For properly commented and formatted programs, this Listing is an important part of the system documentation.

## 7-1.1 M6800 CROSS-ASSEMBLER SYNTAX

The syntax or language requirements for using the Motorola Assembler (and other support software) falls into one of two categories: (a) Requirements for conversing with the host computers operating system; (2) Requirements for conversing with the Motorola programs.

The first category varies from service to service. The documentation of the specific service being used should be obtained and referred to when using the support software. Where references are made to the host computers syntax in this Chapter, the General Electric procedures are shown. The emphasis in this Chapter is

[^12]
## PROCEDURE FOR DESIGNING <br> AND VERIFYING A SYSTEM USING THE MOTOROLA M680O MICROCOMPUTER



FIGURE 7-2:

| Mnemonic Code | Addr. <br> Mode | Hex <br> Code | Mnemonic Code | Addr. <br> Mode | Hex <br> Code | Mnemonic Code | Addr. <br> Mode | Hex <br> Code | Mnemonic Code | Addr. <br> Mode | Hex <br> Code |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ADA | Inherent | 1B | BMI | Relative | 2B | INS | Inherent | 31 | ROR | Extended | 76 |
| ADC(A) | Immediate | 89 | BNE | Relative | 26 | INX | Inherent | 08 | RTI | Inherent | 3B |
| ADC(A) | Direct | 99 | BPL | Relative | 2A | JMP | Indexed | 6E | RTS | Inherent | 39 |
| ADC(A) | Indexed | A9 | BRA | Relative | 20 | JMP | Extended | 7E | SBA | Inherent | 10 |
| ADC(A) | Extended | B9 | BSR | Relative | 8D | JSR | Indexed | AD | SBC(A) | Immediate | 82 |
| ADC(B) | Immediate | C9 | BVC | Relative | 28 | JSR | Extended | BD | SBC(A) | Direct | 92 |
| $\mathrm{ADC}(\mathrm{B})$ | Direct | D9 | BVS | Relative | 29 | LDA(A) | Immediate | 86 | SBC(A) | Indexed | A2 |
| $\mathrm{ADC}(\mathrm{B})$ | Indexed | E9 | CBA | Inherent | 11 | LDA(A) | Direct | 96 | SBC(A) | Extended | B2 |
| ADC(B) | Extended | F9 | CLC | Inherent | 0C | LDA(A) | Indexed | A6 | SBC(B) | Immediate | C2 |
| $\operatorname{ADD}(\mathrm{A})$ | Immediate | 8B | CLI | Inherent | OE | LDA(A) | Extended | BE | SBC(B) | Direct | D2 |
| $\operatorname{ADD}(\mathrm{A})$ | Direct | 9B | CLR(A) |  | 4F | LDA(B) | Immediate | CE | SBC(B) | Indexed | E2 |
| $\operatorname{ADD}(\mathrm{A})$ | Indexed | AB | CLR(B) |  | 5F | LDA(B) | Direct | DE | SBC(B) | Extended | F2 |
| $\operatorname{ADD}(\mathrm{A})$ | Extended | BB | CLR | Indexed | 6F | LDA(B) | Indexed | EE | SEC | Inherent | OD |
| $\mathrm{ADD}(\mathrm{B})$ | Immediate | CB | CLR | Extended | 7F | LDA(B) | Extended | FE | SEI | Inherent | OF |
| $\mathrm{ADD}(\mathrm{B})$ | Direct | DB | CLV | Inherent | 0A | LDS | Immediate | 8E | SEV | Inherent | 0B |
| $\operatorname{ADD}(\mathrm{B})$ | Indexed | EB |  |  | 81 | LDS | Direct | 9E |  | Direct |  |
| ADD(B) | Extended | FB | CMP(A) CMP(A) | Immediate <br> Direct | 81 91 | LDS | Indexed | AE | STA(A) STA(A) | Indexed | 97 A7 |
| AND(A) | Immediate | 84 | CMP(A) | Indexed | A1 | LDS | Extended | BE | STA(A) | Extended | A7 |
| AND(A) | Direct | 94 | CMP(A) | Extended | B1 | LDX | Immediate | CE | STA(B) | Direct | D7 |
| AND(A) AND(A) | Indexed | A4 | CMP(B) | Immediate | C1 | LDX | Direct <br> Indexed | DE | STA(B) | Indexed | E7 |
| AND(A) AND(B) | Extended Immediate | B4 | CMP(B) | Direct | D1 | LDX | Indexed <br> Extended | EE | STA(B) | Extended | F7 |
| AND(B) | Immediate | D4 | CMP(B) | Indexed | E1 | LSR(A) | Extended | FE | STS | Direct | 9F |
| AND(B) | Indexed | E4 | CMP(B) | Extended | F1 | LSR(B) |  | 44 54 | STS | Indexed | AF |
| AND(B) | Extended | F4 | COM(A) |  | 43 | LSR | Indexed | 64 | STS | Extended | BF |
| ASL(A) |  | 48 | COM | Indexed | 63 | LSR | Extended | 74 | STX | Direct | DF |
| ASL(B) |  | 58 | COM | Extended | 73 | NEG(A) |  | 40 | STX | Extended | FF |
| ASL | Indexed | 68 | CPX | Immediate | 8 C | NEG(B) |  | 50 | SUB(A) | Immediate | 80 |
| ASL | Extended | 78 | CPX | Direct | 9 C | NEG |  | 60 | SUB(A) | Direct | 90 |
| ASR(A) ASR(B) |  | 47 57 | CPX | Indexed | AC | NEG | Extended Inherent | 70 | SUB(A) | Indexed | A0 |
| ASR | Indexed | 67 | CPX | Extended | BC | ORA | Inmerent | 82 | SUB(A) | Extended | B0 |
| ASR | Extended | 77 | DAA | Inherent | 19 | ORA(A) | Direct | 9A | SUB(B) | Immediate | C0 |
| BCC | Relative | 24 | DEC(A) |  | A | ORA(A) | Indexed | AA | SUB(B) | Direct | D0 |
| BCS | Relative | 25 | DEC |  | 6A | ORA(A) | Extended | BA | SUB(B) | Indexed | E0 |
| BEQ | Relative | 27 | DEC | Indexed | 7A | ORA(B) | Immediate | CA | SUB(B) | Extended | F0 |
| BGE | Relative | 2C | DES | Extended | 34 | ORA(B) | Direct | DA | TAB | Inherent | $3 F$ 16 |
| BGT | Relative | 2E | DEX | Inherent | 09 | ORA(B) | Indexed | EA | TAP | Inherent | 06 |
| BHI | Relative | 22 | EOR(A) | Immediate | 88 | ORA(B) PSH(A) | Extended | FA 36 | TBA | Inherent |  |
| BIT(A) | Immediate | 85 | EOR(A) | Direct | 98 | PSH(A) |  | 36 37 | TPA | Inherent | $\begin{aligned} & 17 \\ & 07 \end{aligned}$ |
| BIT(A) | Direct | 95 | EOR(A) | Indexed | A8 | PUL(A) |  | 32 | TPA | Inherent |  |
| BIT(A) | Indexed | A5 | EOR(A) | Extended | B8 | PUL(B) |  | 33 | TST(A) |  | 4D |
| BIT(A) | Extended | B5 | EOR(B) | Immediate | C8 | ROL(A) |  | 33 49 | TST(B) |  | 5D |
| BIT(B) | Immediate | C5 | EOR(B) | Direct | D8 | ROL(B) |  | 59 | TST | Indexed | 6D |
| BIT(B) | Direct | D5 | EOR(B) | Indexed | E8 | ROL(B) |  | 59 69 | TST | Extended | 7D |
| BIT(B) | Indexed | E5 | EOR(B) | Extended | F9 | ROL | Extended | 79 | TSX | Inherent | 30 |
| BIT(B) BLE | Extended Relative | F5 | INC(A) |  | 4C | ROR(A) | Extended | 46 | TXS | Inherent | 35 |
| BLE | Relative | 2 F | INC(B) INC |  | 5C | ROR(B) |  | 56 | WAI | Inherent | 3E |
| BLS | Relative | 23 | INC | Extended | 7C | ROR | Indexed | 66 |  |  |  |
| BLT | Relative | 2D | INC | Extended | 7 |  |  |  |  |  |  |

TABLE 7-1-1: Alphabetic Listing of Instruction Mnemonics
on the language requirements of the Motorola programs. These requirements are constant and, except for minor variations in format, do not vary from system to system.

The source program is nothing more than a list of instructions that the MPU is to execute during system operation. All that is required is that the mnemonic instructions used by the programmer to write the program be translated into binary machine language acceptable to the MPU. However, if the Cross-Assembler is to be used to perform the translation, the language and format described in the following paragraphs should be used.

The source program is written in an assembler language consisting of the 72 executive instructions and the assembly directives shown in Table 7-1.1-1. The assembly directives are useful in generating, controlling, and documenting the source program. With the exceptions of FCB, FCC, and FDB, they do not generate code. The characters recognized by the Assembler include A through $Z$ of the alphabet, the integers $\phi$ through 9, and the four arithmetic operators,,$+-^{*}$, and /. In addition, the following special prefixes and separating characters may be used:
\# (pounds sign) specifies the immediate mode of addressing.
\$ (dollar sign) specifies a hexadecimal number.
@ (commercial at) specifies an octal number.
\% percent) specifies a binary number.

- apostrophe) specifies an ASCII literal character.

SPACE
Horizontal TAB
CR (carriage return)
, (comma)

The character set is a subset of ASCII (American Standard Code for Information Interchange, 1968) and includes the ASCII characters, $20(\mathrm{SP})$ through 5F $(\leftarrow)$. The ASCII code is shown in Table 7-1.1-2.

The assembler directive "END', if used, marks the end of a source program, and can be followed only by a statement containing the assembler directive "MON". The operator in the last statement of a source program must be either "END" or "MON". If the program ends with a 'MON" directive, the use of "END"' is optional. The "END" directive must not be written with a label, and it does not have an operand.

EQU - Equate Symbol
The "EQU'" directive is used to assign a value to a symbol. The "EQU'" statement must contain a label which is identical with the symbol being defined. The operand field may contain the numerical value of the symbol (decimal, hexadecimal, octal, or binary). Alternatively, the operand field may be another symbol or an expression which can be evaluated by the Assembler. The special symbol "**" which represents the program counter must not be used.

Examples of valid "EQU'" statements:

| Data | Label | Operator | Operand |
| :--- | :---: | :---: | :---: |
| $0 A 01$ | SUN | EQU | $\$$ A01 |
| 0003 | AB | EQU | 3 |
| $0 A 01$ | AA | EQU | SUN |
| $0 A 04$ | AC | EQU | AB+AA |
| $0 F C 1$ | ABC | EQU | $\$ F C 1$ |

If a symbol or an expression is used in the operand field, only one level of forward referencing will assemble correctly. This reflects a two-pass characteristic of the assembly process. An illegal example of two levels of forward referencing would be:

| E | EQU | $Y$ |
| :--- | :--- | :--- |
| $Y$ | EQU | $C$ |
| $C$ | EQU | 5 |

This will not assemble correctly because E will not be assigned a numerical value at the end of pass 2. E and Y are both undefined throughout pass 1 and will be listed as such at the end of pass 1. E is undefined throughout pass 2 and will cause an error message.

FCB — Form Constant Byte
The "FCB" directive may have one or more operands, separated by commas. An 8-bit unsigned binary number, corresponding to the value of each operand is stored in a byte of the object program. If there is more than one operand, they are stored in successive bytes. The operand field may contain the actual value (decimal, hexadecimal, octal or binary) or be a symbol or an expression which can be assigned a numerical value by the Assembler. An 'FCB'' directive followed by one or more void operands separated by commas will store zeros for the void operands. An "FCB" directive may be written with a label.

Examples of valid "FCB'" directives:

| Location | Data | Label | Operator | Operand |
| :---: | :---: | :---: | :---: | :---: |
| 0000 | FF | TOP | FCB | $\$ 9 F F$ |
| 0001 | 00 | TAB | TCB | $, \$ F, 23$, |
| 0002 | 0 F |  |  |  |
| 0003 | 17 |  |  |  |
| 0004 | 00 |  | FCB | $*+\$ E 0$ |

## FCC - Form Constant Characters

The "FCC" directive translates strings of characters into their 7-bit ASCII codes. Any of the characters which correspond to ASCII hexadecimal codes 20 (SP) thru 5F $(\leftarrow)$ can be processed by this directive. Either of the following formats may be used:

1. Count, comma, text. Where the count specifies how many ASCII characters to generate and the text begins following the first comma of the operand. Should the count be longer than the text, spaces will be inserted to fill the count. Maximum count is 255.
2. Text enclosed between identical delimiters, each being any single character. (If the delimiters are numbers, the text must not begin with a comma.)

If the string in the operand consists of more than one character, the ASCII codes corresponding to the successive characters are entered into successive bytes of memory.

An "FCC" directive may be written with a label.
Examples of valid "FCC' directives:

| Location | Data | Label | Operator | Operand |
| :---: | :---: | :---: | :---: | :---: |
| 0A00 | 54 | MSG1 | FCC | TEXT |
| 0A01 | 45 |  |  |  |
| 0A02 | 58 |  |  |  |
| 0A03 | 54 |  | FCC | 9,TEXT |
| 0A04 | 54 | MSG1 |  |  |
| 0A05 | 45 |  |  |  |
| 0A06 | 58 |  |  |  |
| 0A07 | 54 |  |  |  |
| 0A08 | 20 |  |  |  |
| 0A09 | 20 |  |  |  |
| 0A0A | 20 |  |  |  |
| 0A0B | 20 |  |  |  |
| 0A0C | 20 |  |  |  |

## FDB - Form Double Constant Byte

The "FDB'" directive may have one or more operands separated by commas. The 1-bit unsigned binary number, corresponding to the value of each operand is stored in two bytes of the object program. If there is more than one operand, they are stored in successive bytes. The operand field may contain the actual value (decimal, hexadecimal, octal or binary) or be a symbol or an expression which can be assigned a numerical value by the assembler. An "FDB"' directive followed by one or more void operands separated by commas will store zeros for the void operands.

An "FDB" directive may be written with a label.
Examples of valid "FDB" directives:

| Location | Data | Label | Operator | Operand |
| :---: | :---: | :---: | :---: | :---: |
| 0010 | 0002 | TWO | FDB | 2 |
| 0012 | 0000 | MASK | FDB | $, \$ F, \$ E F,, \$ A F F$ |
| 0014 | 000 F |  |  |  |
| 0016 | $00 E F$ |  |  |  |
| 0018 | 0000 |  |  |  |
| 001 A | $0 A F F$ |  |  |  |

MON - Return to Console
The assembler directive "MON", if used, must be in the last statement of a source program. (See assembler directive "END" above.) The "MON" directive instructs the assembler that the source program just completed is the last to be assembled, and will return control to the user at the keyboard of the terminal by printing the input request "READY".

The last statement of a source program must contain either "END"' or "MON". If the last statement of the program has "END" as its operator, the Assembler will request another file upon completion of assembly, by printing:

## SI FILENAME

?
If the user does not wish to assemble another file he may type ".EOF" (i.e. type a period followed by an "END OF FILE" character). The assembler directive "MON" must not be written with a label, and no operand is used.

NAM - Name
The "NAM" (or NAME) directive names the program, or provides the top of page heading text meaningful to users of the assembly. The "NAM" directive must not be written with a label. The "NAM" directive cannot distinguish the operand field from the comment field. Both the operand field and the comment field are treated as continuous text.

The "OPT" directive is used to give the programmer optional control of the format of assembler output. The "OPT"' directive is not translated into machine code. No label may be used with the "OPT" directive. The options are written in the operand field following the directive, and are separated by commas.

The available options are:

## Long Form Short Form

| LIST | L | Selects listing of the assembly in long format (selected by default). |
| :--- | :--- | :--- |
| SLIST | SLIS | Selects listing of the assembly in an abbreviated form. |
| NOLIST | NOL | Suppresses the printing of the assembly listing. |
|  | NL |  |
| SYMBOL | SYMB | Causes the symbol table to be printed (selected by default). |
|  | S |  |
| NOSYMBOL | NOSYMB | Suppresses the printing of the symbol table. |
|  | NOS |  |
| GENERATE | GENE | Causes full printing of all code generated by FCC directive (selected |
|  | G | by default). |

NOGENERATE NOGENE Causes only one line of listing to be generated by FCC directive.
NGENE
NOG
NG
ERROR E Selects printing of error messages in long format (selected by
SERROR SER Selects printing of error messages in an abbreviated form.
NOERROR NERROR Suppresses the printing of error messages.
NOE
NE
PAGE Causes the listing to be page formatted and to have a heading on each page (selected by default).

NOPAGE NPAGE Causes the listing to be continuous without page formatting.
TAB T Causes horizontal formatting of the listing (selected by default).
NOTAB NOT Suppresses horizontal formatting of the listing.
NT

DB8
DB10
DB16
MEM
$\begin{array}{ll}\text { NOMEM } & \text { NOM } \\ \text { NM }\end{array}$ Assembler does not save the object program (selected by default).

## ORG - Origin

The assembler directive "ORG" defines the numerical address of the first byte of machine code which results from the assembly of the immediately subsequent section of a source program. There may be any number of "ORG" statements in a program. The "ORG"' directive sets the program counter to the value expressed in the operand field.

The operand field may contain the actual value (decimal, hexadecimal, octal or binary) to which the program counter is to be set or may contain a symbol or an expression which can be assigned a numerical value by the assembler. The special symbol "**', which represents the program counter must not be used.

The location counter is initialized before each assembly. If no "ORG' statement appears at the beginning of the program, the location counter will begin as if an "ORG"' zero had been entered.

Examples of valid ' ORG" statements:

| Location |  | Data | Label | Operator | Operand |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (1) | 0064 |  | (blank) | ORG | 100 |
| (2) | AF23 |  | (blank) | ORG | \$AF23 |
| (3) |  | BEGIN | EQU | $\$ 1100$ |  |
|  | 1100 |  | (BLANK) | ORG | BEGIN |

## PAGE -Advance Paper to Top of Next Page

The 'PAGE'" directive causes the Assembler to advance the paper to the top of the next page. The PAGE directive does not appear on the program listing. No label or operand is used, and no machine code results.

RMB - Reserve Memory Bytes
The "RMB" directive causes the location counter to be increased by the value of the operand field. This reserves a block of memory whose length is equal to the value of the operand field. The operand field may contain the actual number (decimal, hexadecimal, octal or binary) equal to the number of
bytes to be reserved or may be a symbol or an expression which can be assigned a numerical value by the assembler.

The block of memory which is reserved by the "RMB'" directive is unchanged by that directive.
The 'RMB'' directive may be written with a lable.
Examples of valid "RMB', directives follow:

| Location | Data | Label | Operator | Operand |
| :---: | :---: | :---: | :---: | :---: |
| 0100 | 00 |  | RMB | 4 |
| 0104 | 00 | TABLE 1 | RMB | 20 |
| 0118 | 00 | TABLE 2 | RMB | 20 |

## SPC - Space Lines

The "SPC"' directive provides vertical spaces for formatting the program listing. It does not itself appear in the listing. The number of lines to be left blank is stated by an operand in the operand field.

The operand would normally contain the actual number (decimal, hexadecimal, octal or binary) equal to the number of lines to be left blank. A symbol or an expression is also allowed but must be assigned a numerical value during assembly by means of an EQU statement.


TABLE 7-1.1-2 ASCII Code

## 7-1.1.1 Line Numbers

When preparing a source program for entry via a timesharing terminal, each source statement is normally assigned a line number. The line number is followed by a SPACE and the character position immediately following that SPACE is then the first character position of the source statement. The line numbers are usually assigned in multiples of a base so that additional statements can be inserted later, if necessary. For example, numbering as $1,5,10,15,20$, etc., leaves room for 4 statements to be added between each of the original statements.

## 7-1.1.2 Field of the Source Statement

Each statement in the source program may have from one to four fields: a label, a mnemonic operator (instruction), an operand, and a comment. Each statement must have at least the mnemonic operator field. An operand may or may not be required, depending on the nature of the instruction. The comment field is optional at the programmer's convenience for describing and documenting the program.

The successive fields in a statement are normally separated by one or more spaces. An exception to this rule occurs for instructions that use dual addressing in the operand field and for instructions that must distinguish between the two accumulators. In these cases, A and B are 'operands' but the space between them and the operator may be omitted. This is commonly done, resulting in apparent four character mnemonics for those instructions.

If the statement includes a label, it must begin in the first character position of the statement field. A SPACE in the first position will indicate that no label is included with the statement. Note that if line numbers are being used, there must be two or more spaces between the number and the operator when labels are not used.

## 7-1.1.3 Labels

Labels may be up to six characters long and use any alphanumeric combination of the character set with the restriction that the first character be alphabetic. Three single character labels, A, B, and X, are reserved for referring to accumulator A, accumulator B, and the Index Register, respectively. In general, labels may correspond to either numerical values or memory locations. The use of symbolic references to memory permits initial programming to be done without using specific absolute memory locations.

Labels are required for source statements that are the destination of jump and branch instructions. (Such an instruction would have the same label as its operand.) Labels may be used with any executable instruction at the option of the programmer.

A label is normally used with the assembly directives FCB, FCC, FDB, and RMB. A label must be used with the directive EQU and will be equated to the symbol which the EQU statement is defining. Labels must not be used with the other assembler directives. See Table 7-1.1-1 for examples.

## 7-1.1.4 Operands

The operand field can contain numerical values, labels, or algebraic expressions that can be evaluated by the Assembler. Such expressions can include the arithmetic operators + (addition), - (subtraction), * (multiplication), or / (division).

The assembler evaluates expressions algebraically from left to right without parenthetical grouping,
with no heirarchy of precedence among the arithmetic operators. A fractional result, or intermediate result, if obtained during the evaluation of an expression, will be truncated to an integer value. The use of expressions in the source language does not imply any capability of the microprocessor to evaluate those expressions, since the expressions are evaluated during assembly and not during execution of the machine language program.

## 7-1.1.5 Comments

Comments for improving understanding of the program can be included in source statements by inserting a SPACE and then the comment after the operand. If the instruction does not require an operand, everything following the insertion of one or more SPACEs after the operator will be treated as a comment.

Additional documentation information will appear on the assembler generated program listing if an asterisk is used in the first character position of a statement. Everything following the asterisk is then converted into a comment and does not affect the machine language generated by the assembler.

## 7-1.2 ACCESSING A TIMESHARE SERVICE

As indicated earlier, the details of accessing vary from service to service, however, the following example based on the G.E. system serves to illustrate the procedure. It is assumed that a series of source statements have been prepared and are to be entered into the host computer in preparation for assembly.
(1) Dial the telephone number assigned for computer access.
(2) When the network responds, enter HHHH on the keyboard so that the terminal's speed can be determined.
(3) In each case, conclude entries with a carriage return. The computer acknowledges entries by providing a line feed.
(4) Enter user number and password.
(5) If the computer requests additional identification, a code may be entered for additional protection of the program. If this is unnecessary, enter a carriage return to bypass.
(6) Identify the system language that will be used by the Assembler. The Motorola Cross-Assembler language is identified by entering: FIV.
(7) When the computer acknowledges a command, rather than merely the entry of information, it responds with the word "READY' in addition to the usual line feed.
(8) After identifying the system, the user must specify whether an old or new file is to be used. Therefore, the user must enter: OLD:xxxxxx where xxxxxx represents the name of the old file that is to be changed, or NEW:xxxxxx where xxxxxx is the name of the new program.
(9) After the computer has responded "READY", the source statements may be entered, line by line.
(10) The computer must be told to make a permanent record of the entires. This is done by giving
the command: SAVE. If this is not done, the computer will not recognize the name of the old file if called for later; the program will have to be entered again.
(11) When the source program is ready to be assembled, the Assembler is called by entering: RUN MPCASM
(12) If an assembled program is to be simulated, the Simulator may be called by entering: RUN MPSSIM
(13) If the user wants to change the memory file form, address range, or name of the assembled program or to link it to another memory file, the Build Virtual Machine program may be called by entering: RUN MPBVM
(14) Build Virtual Machine can also be used to punch out a tape of the assembled program for entering the EXORciser or to order ROM from Motorola.

## 7-1.3 ENTERING A SOURCE PROGRAM

Entry of a typical source program is illustrated in Figure 7-1.3-1. It is recommended that the input be "saved" in the host computers permanent files following every few lines of code. This protects against loss due to a system failure. This is shown in the example by the SAVE command entered following the source statement numbered 200. Note that the command REP (replace) is used to "save" subsequent statements. This is a characteristic of the G.E. system.

Figure 7-1.3-2 shows the results of listing a previously entered program. It is assumed that the system is accessed at a later time after AAA was entered. Note that the file OLD AAA is called, i.e., AAA is now an 'old" file.

```
CHEM AHH
FEFIIY
GEFIU
FEFIM
100 HFNT ITEME
110 DFT MEM
1こ0 * ADIITIDH DF TMIM m|LIFLE-FREEISIDH
130 EIHAFY-CQDET-IELIMFL HMMEEFS.
140
150 HE ED| g SFECIFIES Q-EYTE DFEFHHIS.
160
170 * EEGIN SUEFDIITINE.
1E0 पFG S1000
190 EOT LIN E {NE
EOO LIM FDDF: LDADS DATA ADIFESS.
G日E
FEFIT
210 ELE
EE0 HEMT LIN A HE-1:% STHFT LDOF
ES0 ATIL A \Xi+NE-1,%
240 IAFA
E50 STH A S+HE-1,%
EE0 [E%
ET0 IEG E
EQ0 EHE HENT EHII DF LOLF
EG0 FTTS EHI DF ECI SUEFDIITIHE.
300.
EEF
FEHI'
310.
3E0 * EEGIH MEIH FROGRAM......
330 * TEST DF SUEFCUIIHE ECD.
340 DFG 玉1100
350 LNS #w13F IHITIFLIEE STEK FHTR.
36 LIM 4F LDHIS HIHEESS OF F.
30 ST% HIIIF
30 1SF ECI
390 HDF
400 ERA *-1 EHI DF MAIH FROGFAM.
EEF
EEFIT
410*
4E0
430 * flldente f IhtA mFEA IH
440 * FEAII-WEITE MEMDF'Y.
450 DFG 50100
4E0 & <1` FOF THE SlIEROIITIHE.
470 HDDF FME E
4EO (E) FDF THE MAIH FFDIFRHM.
490 F FME NE
500 Q FME HE
510 EES FME HE
5E0 END
530 MDH
EEF
```

FEAI ${ }^{\prime}{ }^{\prime} \quad$ NOTE：System Commands Entered by User are Underlined．

ILI AHF
FEAD＇
LIST

```
AHH 1B:10EST 01, E4%5
100 HAN ITEME
110 DFT MEM
120 * ADIIITIOH DF TMD M|LTIFLE-FFEGISI口H
130 * EIHAFY-EDDED-TEEIMAL HUMEEFS.
140*
150 HE EDU S SFEIFIES G-EYTE DFEFAHTIS.
160*
170 * EEGIH SUEFDUTTIHE.
1S0 DFG 玉1000
190 ECD LIA E 计E
EOO LD* FDDF LDAIS IATA AIDEESS.
E10 ELE
2こO HE&T LDF H HE-1:% STHFT LDOF
EO GDIC H E+HE-1,%
240 TAFH
250 STH A 3+HE-1;%
EG0 DE%
ETO DEE E
EBO ENE HENT ENT DF LDOF
EGO FTS ENT DF ECII SUEFRUTIHE.
300*
310*
SEO * EEGIH MAIH FRDGEA䧃......
3O * TEST DF SUEFDUTIHE EICI.
340 पFG要1100
30 LIS #w1SF IHITIFLIZE STEK FHTF.
SEO LD% :F LDADS FDDRESS DF F.
30 STM AIINP
SO ISF ELD
390 HDF
4OO EFA *-1 EHI DF MFIH FRDGFAR.
410*
420 *
430 * HLLDEATE F IATA AREA IH
440 * FEAD-WFITE MEMDR'Y.
450 पFEG S0100
4EO * <1) FOF THE SIEFDUTINE.
470 HINF FME E
4E0 * EO FDF THE MAIN FROGFHM.
490 F FME HE
500 D RME HE
5 1 0 ~ R E S ~ F M E ~ H E ~
5E0 EHII
5%0 MDH
```

NOTE：System Commands Entered by User are Underlined．

## 7-1.4 ASSEMBLING A SOURCE PROGRAM

Prior to assembly, a source program must have been placed in memory accessible to the Assembler (see previous section). When the Assembler is called, it will request that a source input file (SI) be specified. This source input file will be the source program that was previously saved.

If a MEM option was included in the source program, the Assembler will also request that a memory file (MF) be named. At this time, the user must specify a name for the file that is different from the source input file name. The machine language code resulting from the assembly will be stored in that file.

After the assembly is completed, the Assembler prints out a listing of the code that was generated. The OPT (Option) assembly directive may be included in the source program and allows the user to vary the format of the Assembly Listing. If other options are not specified, the Assembler will automatically select the fullest format (see the OPT directive in Table 7-1.1-1 for a list of the options). The long format for a representative line from an Assembly Listing is shown in Figure 7-1.4-1.

A sample Assembly Listing for the program AAA is shown in Figure 7-1.4-2. A number of the characteristics of source statements and the assembly process are illustrated:
(1) Instruction labels: BCD, NEXT.
(2) Assembler directives: NAM, OPT, EQU, ORG, RMB, END.
(3) Assembler directive labels: NB, ADDR, P, Q, RES.

NOTE: Diagram correct only if no format option specified.


FIGURE 7-1.4-1: Fields of Assembly Listing

```
MFCASM 15:19EST 01/24/75
```



```
            GOFYEIGHT 1973 & 1974 BY MOTOROLA INC:
        MOTOROLA MFU GROSS GSSEMELER, RELEFSE 1.E
    ENTEF SI FILEMGME
TAFA
    ENTEE MF FILENFME
TDEF45G
DEFFULT MACHINE FILE 0Gre0/74.
---
    PAGE 1 ITEME 01/24/75 15:19.00
00100 
00130 * EIMAFY-CDNED-DEGIMAL HUMEERS.
00140 *
00150 000S HE EOU 8 SPECIFIES S-EYTE OFEFANDS.
00160
00170 * EEGIN SURRZUTINE.
00180 1000 OFG क1000
00190 1000 CG 0S ECL LIN E #HE
00E00 100E FE 0100 LDX FIDR LDAIS IRTA HIDRESS.
00E10 1005 0C CLC
00EE0 1006 HG OT HENT LDA A HE-1,% START LODF
00E30 1008 A9 OF ADC A E.NE-1,%
00E40 100A 19 IAFA
00E50 100E AT 17 STA A 3* NE-1:%
00260 1000 09 DEN
00ET0 100E 5H DEC B
00ES0 100F 2G FS ENE NEXT EHI OF LODF
00290101139 ETS EHI DF ECD SURFDUTIME.
```

NOTE: System Commands Entered by User are Underlined.

| 00300 |  | － |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00310 |  | － |  |  |  |  |  |  |  |
| 00320 |  | －EESIH | H MAIH | FRDGRA |  |  |  |  |  |
| 01030 |  | －TEST | DF SUE | RRDITIHE | ECII． |  |  |  |  |
| 00340 | 1100 |  | OFG | 玉1100 |  |  |  |  |  |
| 00350 | 1100 BE 013F |  | LIS | \＃513F | IHIT | IFLİ |  | TEK | TR． |
| 00360 | 1103 EE 0102 |  | LI\％ | $\ddagger$ F | LDAI | S AIIDP |  | S $\square 1$ |  |
| 00370 | 1106 FF 0100 |  | STX | AIIDE： |  |  |  |  |  |
| 00350 | 1109 ED 1000 |  | 1SR | EC：I |  |  |  |  |  |
| 00390 | 11 发 02 |  | HITF |  |  |  |  |  |  |
| 00400 | 110 O |  | EFA | ＊－1 | EHII | DF MAI |  | FRE |  |
| 00410 |  | ＊ |  |  |  |  |  |  |  |
| 00420 |  | － |  |  |  |  |  |  |  |
| 00430 |  | －Fllais | CATE A | IIRTH FF | EF IH |  |  |  |  |
| 00440 |  | －FEFHI－ | －WEITE | MEMDFY． |  |  |  |  |  |
| 00450 | 0100 |  | पFG | 90100 |  |  |  |  |  |
| 00460 |  | －¢1） F | FOF THE | SUEFロI | TIHE． |  |  |  |  |
| 00470 | $0100000{ }^{\text {0 }}$ | FIDIE | FME | 2 |  |  |  |  |  |
| 00480 |  | －EF | FOF THE | MAIH $F$ | CGEAM |  |  |  |  |
| 00490 | 01020008 | $F$ | FME | HE |  |  |  |  |  |
| 00500 | 010 H 0008 | Q | FHE | HE |  |  |  |  |  |
| 00510 | 0112 000s | FES | EME | HE |  |  |  |  |  |
| 105E0 |  |  | EHI |  |  |  |  |  |  |
| SYHEDL | TAELE |  |  |  |  |  |  |  |  |
| HE | 000 ECD | 1000 | HEST | 1006 | HIITIE | 0100 | $F$ |  | 0102 |
| 0 | O1OH FEES | 0112 |  |  |  |  |  |  |  |
| FFDGRAM | A STOF HT O |  |  |  |  |  |  |  |  |
| HSEI | E0．7E IHITS |  |  |  |  |  |  |  |  |

(4) Comments in comment field and also on lines where an asterisk appeared in the first character position of the source program.
(5) Instructions without labels, on lines in the source program where two spaces separated the line number and operation mnemonic.
(6) Operands consisting of an expression to be evaluated by the Assembler: NB-1, 2* NB-1, 3* NB-1, *-1.
(7) Operands indicating immediate addressing: \#NB, \#\$13F, \#P, so that NB , which is equal to 8 , is loaded into accumulator B (line 190), \$13F, a hexadecimal number, is loaded into the stack pointer register (line 350 ), and the address labeled $P$, rather than its contents, is loaded into the Index (X) register (line 360).

During the assembly of the source file, the Assembler may detect inconsistencies or deletions in the usage of some symbols, labels, operation codes or directives that prevent it from continuing. Errors of this type are printed out on the terminal, and it is up to the user to correct the referenced source statement before attempting to reassemble. Other errors may be detected by the Assembler, such as undefined or doubly defined symbols, out-of-range relative addressing or syntax that do not prevent the Assembler from continuing but cause an incorrect assembly. These errors are identified at the end of the incorrect assembly. A list of typical error messages that might be printed out are shown in Table 7-1.4-1. If an error message not included in the list should be encountered, the user can obtain additional information from the HELP program (see Section 7-1.6).

There are many additional errors that the Assembler cannot recognize, and the Assembly Listing must be checked carefully to see that the addresses, operations and data that have been assembled are accessible or executable and that the program can run to completion. For instance, note that in the sample program AAA (Figure 7-1.4-2), the operand of the instruction on Line 400 is: *-1. This is one of the three uses of the asterisk, and, in this case, refers to the present value of the program counter. BRA *-1 is an instruction to branch to one less than the present value of the program counter which causes the program to continue execution at the preceding instruction located at 110C. Note that this instruction is a NOP and has no effect other than advancing the program to the next instruction. During an examination of the Assembly Listing or during Simulation, it would be seen that this is not a very useful pair of instructions; the program would hang up, continuously repeating these two instructions.

It should be noted that an error-free assembly does not mean the program will perform the desired function. A good assembly means only that the language of the M6800 system has been used properly. Significant programs will usually still require some additional debugging.

## 7-1.5 SIMULATION

The M6800 Simulator is a special program that simulates the logical operation of the MC6800 Microprocessor. It is designed to execute object programs generated by the M6800 Cross-Assembler and is useful for checking and debugging assembled programs prior to committing them to ROM "firmware".

## 7-1.5.1 Simulator Commands

The Simulator is normally controlled ${ }^{1}$ by means of an interactive conversation with the operator via

[^13]201 NAM DIRECTIVE ERROR
MESSAGE: ****ERROR 201
MEANIHG: THE SOURCE PROGRAM DOES NOT START UITH A NAM DIRectiye statement or the nam directive is missing.

```
0282
```

282 LABEL OR OPCODE ERROR
MESSAGE: ****ERROR 202
MEANING: THE LABEL OR OPCODE SYMBOL DOES NOT BEGIN WITH AN aLPHABETIC CHARACTER.
8203
203 STATEMENT ERROR
MESSAGE: ****ERROR 203
meaning: the statement is blank or only contains a label.
8204
204 SYNTAX ERROR
MESSAGE: ****ERROR 204
MEANING: THE STATEMENT IS SYNTACTICALLY INCORRECT.
0205
205 LABEL ERROR
MESSAGE: ****ERROR 205
meaning: the statement label does not end uith a space.
0206
205 REDEFINED SYMBOL
MESSAGE: ****ERROR 206
MEANING: THE SYMSOL HAS PREYIOUSLY BEEN DEFINED.
0207
207 UNDEFINED OPCODE
MESSAGE: ****ERROR 207
MEANIHG: THE SYMSOL IN THE OPCODE FIELD IS NOT A YALID OPCODE MNEMONIC OR DIRECTIYE.
0208
208 BRANCH ERROR
MESSAGE: ****ERROR 208
meaning: the branch count is beyond the relative byte's
RANGE. THE aLLOUABLE RANGE IS:
(*+2) - 128 ( D ( $(*+2)+128$
WHERE: * = ADDRESS OF THE FIRST BYTE OF THE BRANCH INSTRUCTION
D = ADDRESS OF THE DESTINATION OF THE BRANCH INSTRUCTION.

TABLE 7-1.4-1. Assembler Error Messages (Sheet 1 of 3)

289 ILLEGAL ADDRESS MODE MESSAGE: ****ERROR 209
MEANING: THE MODE OF ADDRESSING IS NOT ALLOUED UITH THE OPCODE TYPE.
0210

210 BYTE OYERFLOW
MESSAGE: ****ERROR 210
MEANING: A CONSTANT CONYERTED TO A YALUE GREATER THAN 255 (DECIMAL).
8211

211 UNDEFINCD SYMBOL
MESSAGE: $\quad * * * * E R R O R 211$
MEANIHG: THE SYMSOL DOES NOT APPEAR IN A LABEL FIELD.
8212

212 DIRECTIVE OPERAND ERROR
MESSAGE: $\quad * * * * E R R O R 212$
MEANING: SYNTAX ERROR IN THE OPERAND FIELD OF A DIRECTIYE.
0213

213 EQS DIRECTIYE SYNTAX ERROR
MESSAGE: ****ERROR 213
MEANING: THE STRUCTURE OF THE EQU DIRECTIVE IS SYNTACTICALLY INCORRECT OR IT HAS NO LABEL.
0214
211 FC3 EIRECTIYE SYNTAX ERROR
MESSAGE: ****ERROR 214
MEANING: THE STRUCTURE OF THE FCB DIRECTIYE IS SYNTACTICALLY INCGRRECT.
0215
215 FDS DIRECTIVE SYNTAX ERROR
MESSAGE: ****ERROR 215
MEANIHG: THE STRUCTURE OF THE FDB DIRECTIYE IS SYNTACTICALLY INCORRECT.
0216
216 DIRECTIVE OPERAND ERROR
MESSAGE: ****ERROR 216
MEANIHG: THE DIRECTIYE'S OPERAND FIELD IS IN ERROR.
0217
217 OPT DIRECTIVE ERROR
MESSAGE: ****ERROR 217
MEAHING: THE STRUCTURE OF THE OPT DIRECTIVE IS SYNTACTICALLY INCORRECT OR THE OFTION IS UNDEFINED.

TABLE 7-1.4-1. Assembler Error Messages (Sheet 2 of 3)

```
    218 ADDRESSING ERROR
    MESSAGE: ****ERROR 218
    MEANING: AN ADDRESS WAS GENERATED WHICH LIES OUTSIDE THE
            LEGAL MEMORY BOUNDS OF THE VIRTUAL MACHINE FILE.
                        TO EXTEND THE LAST ADDRESS (LWA) OF THE MAEHINE
                                (MF FILS); RUN THE MPBUM PROGRAM. ENTER "LW LWA"
                                WHERE LUA IS THE NEW LAST UORD ADDRESS. THE
                                SYSTEM UILL PROMPT THE USER FOR THE NAME OF THE
        MF FILE.
8220
    220 PHASING ERROR
        MESSAGE: ****ERROR 220
        MEANING: THE YALUE OF THE P COUNTER DURING PASS I AND
        PRSS 2 FOR THE SAME INSTRUCTION IS DIFFERENT.
0221
    221-SYMBOL TABLE OVERFLOW
        MESSAGE: ****ERROR 221
        MEANING: THE SYMSOL TABLE HAS OYERFLOHED. THE NEW SYMBOL
        WAS NOT STORED AND ALL REFERENCES TO IT WILL BE
        FLAGGED AS AN ERROR.
8222
    222-SYNTAX ERROR IN THE SYMBOL
    MESSAGE: ****ERROR 222
    MEANING: THE SYMSOL WHICH USED AN OPERAND WAS REDEFINED OR
        HAS AN ERROR IN IT'S DEFINITION. THIS ERROR IS ONLY
        USED TO SHOW WHERE THE SYMBOL WAS USED.
0223
    223-THE DIRECTIVE CANNOT HAYE A LABEL
    MESSAGE: ****ERROR 223
    MEANING: THE DIRECTIYE CANNOT BE LABELED. REMOVE THE LABEL.
0224
    224-ERROR IN USING THE OPTION DIRECTIYES OTAFE OR MEMORY
    MESSAGE: ****ERROR 224 XXXXX
    MEANING: THE OTAPE=FILENAME OR MEMORY=FILENAME IS NOT THE
        FILENAME USED ON THE IST OCCURRENCE OF THE OPTION.
        OR THE OPTION UAS TURN OFF (NOMEMORY) AND A FILE-
        NAME UAS SPECIFIED.
```

a timesharing terminal. Simulator requests for input may be responded to using any of the following typical commands:

## 1. Format Control for Commands and Print-Out

IB2 Set input number base to BINARY
IB8 Set input number base to OCTAL
IB10 Set input number base to DECIMAL
IB16 Set input number base to HEXADECIMAL
These commands are used to set the format control of the Simulator to the number base of the user. Thereafter, the user enters commands with this base. There is a choice of binary (IB2), octal (IB8), decimal (IB10), or hexadecimal (IB16).

DB8 Set display number base to OCTAL.
DB10 Set display number base to DECIMAL.
DB16 Set display number base to HEXADECIMAL.
Notes: (i) The format of the above commands is invariable, and does not depend on the current input number display base.
(ii) The display base command does not apply to the display of the number of cycles of execution time, which is always shown as a 7-digit decimal number.

These commands select the number base that the simulator will use when it prints out information for the user. There is a choice of octal (DB8), decimal (DB10), or hexadecimal (DB16). The one exception is the print out of execution time cycles, which is always displayed in decimal.

SD IOEPXABCST
This command selects the registers that will be displayed by the D command. It does not cause them to be displayed. The user may select any or all of the following ten:

IA - instruction address
OC - Operation mnemonic code
EA - effective address
P - program counter
X - index register
A - accumulator A
B - accumulator B
C - condition codes
S - stack pointer
T- time

IA can also be addressed as I, OC as O, and EA as E as in the command format line above. The contents of all these registers are printed out by the Simulator as initial status when the name of the memory file is entered. In addition, the first item of the initial status display is a two letter code which informs the user of the input and display base being used. This code consists of the letters, H (hexadecimal), D (decimal), O (octal), and B (binary). Binary can be used as an input base, but not as a display base. The first letter is the input base and the second is the display base.

Initial status display:

| HH IA | OC | EA | P | X | A | B | C | S | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0000 | $* * *$ | $0000^{*} 0000$ | 0000 | 00 | 00 | 000000 | 0000 | 0000000 |  |

In the above example, HH means that both the input and display base are hexadecimal.

HRn
This command causes the Simulator Register Header to be displayed, at intervals of n lines of print. The header has the same appearance as in the initial status display.

LM
List each command before it is executed. Useful as a check and reminder after a string of commands has been entered.

## NOLM

To not list command before execution. Normally used sometime after an LM command has been entered when the echo listing is no longer desired.

## 2. Set Values

$$
\text { SM s,no, } \mathrm{n}_{1}, \mathrm{n}_{2}, \ldots . ., \mathrm{nm}_{\mathrm{m}}
$$

Set memory location $s$ to $n_{0}, s+1$ to $n_{1}, s+2$ to $n_{2}, \ldots, s+m$ to $n m$.
This command is used to load specified data into selected memory addresses. By altering the machine code stored in particular addresses, the program instructions can be changed or modified to improve the program. The contents of the selected memory addresses can be checked with the Display Memory (DM) command. SM requires only the lowest memory address in a continuous sequence. Each data value specified is automatically placed in the next higher address. These data values are separated by commas.
$\mathrm{SR} \mathrm{Pn}_{1}, \mathrm{Xn}_{2}, \mathrm{An}_{3}, \mathrm{Bn}_{4}, \mathrm{Cn}_{5}, \mathrm{Sn}_{6}$
Set registers to the respective values represented by $\mathrm{n}_{1}, \mathrm{n}_{2}, \ldots, \mathrm{n}_{6}$. Register codes may be in any order and only the registers to be changed need be entered.

This command is used to load specified data into selected registers. It can also be used to move the Simulator around in the program by resetting the program counter to a different
instruction and then doing a Trace or Run. After using the Set Register (SR) command, the contents of those registers can be checked by using the Display D, command.

## 3. Display Values

DM s,n
Display memory starting at the memory location s and displaying n locations. Numerical values will be displayed in the display number base selected by the DB command. The numerical values are followed by ASCII literal interpretations of the 7 -bit codes from hexadecimal value 20 through 5 F .

The DM command displays up to sixteen memory locations per line of print. This is shown by the following example, for which the input and display bases had been set previously to hexadecimal (by simulator commands IB16 and DB16):
?SM 18F0,00, 11,22,33,44,55,66,77,88,99,0AA,0BB,0CC,0DD,0EE,0FF
?DM 18F0, 10
18F0 00112233445566778899 AA BB CC DD EE FF . . ’3DU.
Each line of memory display shows the numerical address of the first memory location being displayed. This is followed by the numerical coding of the specified number of successive memory locations. The numerical codes are followed by their corresponding ASCII literal interpretations. For the ASCII literals, only bit positions 0 through 6 are considered, bit No. 7 being ignored. Literals corresponding to seven bit codes 20 through 5 F are printed, all others are indicated by a period (.). As an example, note that the contents of the first two locations, 00 and 11, are less than 20 and, hence, cause periods to be printed instead of ASCII literals. The last 10 locations contain values greater than 5 F and also display as periods.

D
Display the registers selected with the SD command. Numerical values will be displayed in the display number base selected by the DB command.

DL
Display the last instruction previously executed.

## 4. Program Execution

Tn
Trace n instructions, printing the selected registers after each instruction is executed.
Rn
Run $n$ instructions without printing, and then print the selected registers.
The trace command traces the execution of successive instructions of the program. The format of the trace is identical with that of the second line of the display of initial status, as described above. The run command $(\mathrm{Rn})$ also results in a printed line in the same format, but this is printed after execution of the specified number of instructions.

The trace may also include register header lines, in the form described earlier. The frequency of appearance of the register header line in the trace depends on the value set in by the Display Register Header command (HRn).

The user may command either Trace mode or Run mode. The trace mode (T) is selected for a number ( n ) of instructions specified by the user. The n instructions are then executed, and the simulator displays the contents of selected registers after the execution of each instruction. The trace is capable of showing the current status of all of the registers of the programming model, the address and coding of the current instruction, the source language mnemonic operator corresponding to the instruction, and the total time of execution in cycles.

The user has complete control of the content of the trace and by using a simulator command (SD) is able to set the display so as to eliminate unwanted elements.

The Run mode ( R ), like the Trace, is selected for a number ( n ) of instructions specified by the user. The successive instructions are executed without display by the simulator until $n$ instructions have been executed. The nth instruction is then displayed in the same format as for the trace.

## 5. Repetition

RCn
Execute the next command n times. If the command RCn is the last command in a line, the command which will be repeated is the first command in the next command line.

A typical application could be for increment or decrement instructions which are part of a counter subroutine. Repeating the instruction advances the counter.

RLn
Execute the remaining portion of the command line (to the right of the RLn command) n times. If the command RLn is the last command in a line, it will have no effect. The RLn command must not be included in the definition of a MACRO command.

## 6. Memory File Status

SS
Save the simulator status in the memory file. All register settings and selected options are saved. The MACRO library and current MPU memory pages are not saved. Useful for terminating an incomplete simulation that will be resumed later.

RS
Restores status saved by SS command. The saved status is transferred from the memory file back into the Simulator registers.

EX
Exit from the simulator after saving the status as for the SS command, and also saving the MACRO library, and all of memory including the current memory pages. Informs host computer that present usage of Simulator is complete.

## Numerical Substitution in the Commands

Where applicable, $n, n_{0}, n_{1}, n_{2}, \ldots, n m$, and $s$ are replaced by numbers when entering a simulator command. The number so substituted will be interpreted as octal, decimal, or hexadecimal, according to the input base set previously by a command IB2, IB8, IB10, or IB16.

## Hexadecimal Input

When entering a hexadecimal number in a simulator command, the hexadecimal number must begin with a digit from 0 to 9 . If the hexadecimal number would otherwise begin with $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}$ or F , a leading zero must be used.

## 7-1.5.2 Operating the Simulator

After the host computer has been accessed as described in Section 7-1.2 (for the G.E. system), the Simulator is called by the command RUN MPSSIM followed by a carriage return. Once accessed, the Simulator will request a source input file. The user responds with the name of the desired memory file as assigned during assembly of the original source program. The Simulator extracts control information, the source language, and the machine code from the memory file. It then prints out the initial status of the microprocessor registers and then requests a command by typing a question mark on the next line. Thereafter, each time the Simulator prints a question mark, the user may respond by entering a Simulator command, a Macro command, or a string of commands and/or Macros. A Macro (see Section 7-1.5.3) is itself a string of Simulator commands which are performed in the order entered each time the Macro name is entered. Any portion of a program may be simulated by setting the $P$ (program) register to the address of the first instruction and using the Trace or RUN commands to cause the Simulator to advance through the program.

If a single command is being entered, it is followed by typing a carriage return to put the command into effect. More than one simulator command may be entered in reply to a simulator request. The multiple commands are entered on a single line with a period (.) typed between the commands as a separator. The string of commands is followed by a carriage return which puts the commands into effect in serial order from left to right. The string of commands entered in a single line must not exceed 70 characters. The simulator will accept minor variations of format in the entering of commands such as extra spaces inserted in a string of commands in some instances.

The use of some of the Simulator commands is illustrated in the following examples:

## Example I:

Assume that the user wishes to have the simulator perform as follows:

1. Save the simulator status in the memory file.
2. Set the display registers so as to display the program counter, and the accumulators A and B.

3, Display the registers as selected at (2).
4. Trace five instructions.

The commands to carry out this sequence may be entered on a single line, in response to a simulator command request, as follows:
? SS.SD PAB.D.T5

## Example II:

Assume that a one line command is to be entered to do the following:

1. Set the program counter to hexadecimal 1000, and register A to hexadecimal value A0.
2. Set four memory locations, beginning at hexadecimal address 5000 , to the hexadecimal values 12,34 , CD , and EF .
3. Display the four memory locations set by the instruction (2).
4. Display the registers as previously selected.
5. Trace sixteen instructions.

Assuming that the input base (IB) has been set to hexadecimal, the commands required for the above sequence may be entered on a single line as follows:
? SR P1000, A0A0.SM5000, 12,34,0CD,0EF.DM5000,4.D.T10
In this example, there are some formatting details that should be noted:
(1) After the SR command, there is a space preceding the first designated register.
(2) There is no space between the register designation and the data value to be entered.
(3) The designated register and its data value is separated by a comma from the next one.
(4) When the data value is a hexadecimal digit greater than 9 , a zero must precede it. (Data value 0 A 0 into the A register, Data value 0 EF into memory address 5003)
(5) SM requires only the lowest memory address in a continuous sequence. Each data value specified is automatically placed in the next highest address. These data values are separated by commas.
(6) DM requires the number of memory addresses to be specified.
( D refers to the registers previously designated on the same line ( P and A ).

## 7-1.5.3 Macro Commands

Macros are special user defined commands that cause the Simulator to carry out a string of normal commands. By carefully defining a few macros that include all the repetitious commands, the time and effort of reentering those commands each time they are required is saved. Instead, only the Macro is entered. The Macros, once defined, can be saved in a Macro Library in memory for recall during later similar simulations.

## Naming a MACRO Command

A Macro command may be named and defined in reply to any of the simulator command requests (after the initial status display). The format for naming and defining a MACRO is as follows:
? Name [Definition]
The name may consist of from 1 to 4 alphabetic characters. The definition of the Macro command is enclosed in brackets, following the name.
(Any combination of 1 to 4 letters may be used for the name even if it is identical with one of the simulator commands. However, in such a case, the Macro takes precedence, so that the simulator command which it displaces cannot then be used except within the definition of a Macro.)

The simplest type of Macro command consists of a series of constant simulator commands, which are to be put into effect in the order written. The definition in this case consists of the corresponding string of simulator commands, with a period (.) as a separator.

## Calling a Constant Macro Command

A Macro command is put into effect exactly the same as any of the simulator commands. The name of the Macro is typed as if it were a simulator command. The names of one or more Macros may be included in a string of commands entered on a single line, in response to a simulator command request. The Macro names are separated by periods (.) the same as for basic simulator commands. The Macro, or a string of commands including one or more Macros, is put into effect by the carriage return. Examples:

## Example I:

Assume that the one-line string of commands shown below is frequently required.
?SS.SD PAB.D.R5
To avoid repetitive typing, the Macro " AB " may be defined by typing the following in replay to a simulator command request:

## ?AB[SS.SD PAB.D.R5]

The string of commands will be put into effect by calling the Macro AB followed by a carriage return:
? AB

## Example II:

To replace the sequence of simulator commands which could be typed:
? SR P1000,A0A0.SM5000,12,34,0CD,0EF
A Macro command, which may be named "CD', could be defined by entering as follows:
? CD[SR P1000,A0A0.SM5000,12,34,0CD,0EF]
Both of these Macros, AB and CD , having once been defined are retained by the Simulator for further usage.

In some cases, the same Macro could be useful if only the memory addresses, registers, data content or trace and run cycles requested by it were different. That is, the Macro command remains constant but the relevant parameters are variable.

There are two ways to do this, called Parameter Substitution, and Text Substitution.

## Parameter Substitution

## Example 1:

Consider the sequence of simulator commands entered as follows:
? SM5000,0A2.R15.D.DM5000,1
A constant Macro, say "EF", could be defined. This might be entered by:
? EF [SM5000,0A2.R15.D.DM5000,1]
However, this can be replaced by a Macro in which the address and the numerical data can be substituted at the time that the MACRO is called. To do this, the numbers are replaced by symbols, consisting of the pound sign (\#) followed by a serial number.

In place of the above constant Macro substitute a Macro with two numerical parameters denoted by \#1 and \#2. The Macro would be defined by:
? EF[SM\#1,\#2.R15.D.DM\#1,1]
The foregoing Macro with not more than two numerical parameters, may be called, in response to a simulator command request, as follows:
? EF,5000,0A2
The actual values 5000 and A2 are substituted for the parameters represented by \#1 and \#2. (This format assumes that the input base (IB) has been set to hexadecimal.)

The Macro could also be called in a string of commands, as for example by:
? R20.T5.EF,5000,0A2.T5

## Example 2:

Another set of Simulator commands might be:
? SM5000,12,34, 0CD,0EF.R50.D.DM5000,0C
To provide for substitution of all of the numerical content, this could be replaced by a Macro defined by:
? GH[SM\#1,\#2.R\#3.D.DM\#1,\#4]
It should be noted that there are four substitutable parameters here. In this case, the Text Substitution mode must be used to call the Macro since there are more than two parameters.

## Text Substitution Validity

In text substitution, the parameters in the Macro represented by \#1, \#2, etc., are replaced by specified text when the Macro is called. The text corresponding to each parameter is delineated by the colon (:) and the semi-colon (;) in the calling command.

More generally, the text corresponding to any parameters may be any string comprising alphanumeric symbols, spaces, and commas, subject to the following rule: when every text has been substituted
for the corresponding parameter, the result must be identical with a valid constant Macro command, consisting of a sequence of simulator commands separated by periods.

Accordingly, the text substitution mode allows for substituting commands, as well as numerical data, whenever a Macro command containing parameters is called.

For the example Macros, GH and EF defined previously, the Text Substitution call is as follows:
? GH:5000:12,34, 0CD,0EF:50:0C
? EF:5000:0A2

The Macro could also be called in a string of commands, as for example by:
? R20.T5.GH:5000:12,34,0CD,0EF:50:0C;T5
and
? R20.T5.EF:5000:0A2;T5

## Text Substitution of Simulator Commands

The general nature of the Text Substitution method requires only that a valid Macro result from the substitution. For this reason, it is also feasible to replace an undefined symbol in the Macro with one or more Simulator commands.

## Example:

Consider again the Macro command GH and suppose that the user anticipates that he may need to run or trace variable numbers of instructions between the SM and D commands. A Macro command could be defined by:
? IJ[SM\#1,\#2.\#3.D.DM\#1,\#4]
The Macro command might be called by entering:
? IJ:5000:12,34,0CD,0EF:R10.T10.R30:0C;T5

The four substitutable parameters are replaced by text, as follows:
\#1 - 5000
\#2 - 12,34,0CD,0EF
\#3 - R10.T10.R30
\#4 - 0C
The semi-colon (;) denotes the close of the Macro command.

## Restrictions in Defining a Macro Command

The line of typing including the name, brackets, and definition, must not exceed 70 characters.
When substitution of parameters or text takes place, a virtual Macro command is formed. The virtual Macro command must not exceed 70 characters.

A Macro command must not be used within the definition of another Macro command.
The simulator command 'RLn' must not be included in the definition of a Macro command.

## To Delete a Macro Command

To delete one or more previously defined Macro commands named 'Nam 1", '"Nam 2', respond to any simulator command request in the following format:
? MD,Nam 1,Nam2, . . .,Nam N
For example, to delete previously defined Macro commands named AB,EFG, JKLM, respond as follows:

## ? MD,AB,EFG,JKLM

## Macro Library Commands

MS Save the current Macro library in the memory file.
MR Read in the Macro library from the memory file. (Destroys the current library).
ML List the current Macro library and the number of characters remaining in the library for more Macro storage.
MD,Nam1,Nam2,. . . .,NamN
Delete the Macro commands named "Nam1", 'Nam2". . .. . ."NamN"', from the Macro library.

## 7-1.5.4 Sample Simulated Program

Figure 7-1.5.4-1 illustrates the print out by the Simulator of a sample program (see Section 7-1.4, Figure 7-1.4-2 for an Assembly Listing) which adds together two 8 byte binary coded decimal (bcd) numbers. This program is saved in memory file "DEF456."

## Explanation of Sample Simulation

## Initital Status

The first two lines of printed output, shown after MF filename DEF456, are the display of the initial register status of the memory file. The case shown in the tables represents the first simulated execution of the program "AAA" (see Section 7-1.5.4), following the assembly of the program. The initial status of the memory file is such that the input and display bases are both hexadecimal, all possible registers will be displayed, and all registers, including time, are set to zero.

If execution of the program contained in the specified memory file had been simulated previously, the initial status might differ from that represented, both in format and in content.

## Simulator Command Requests

Following the initial status display, the simulator prints the first simulator command request, indicated by a question mark (?). In response to successive simulator command requests, the typed commands and definitions described below have been entered.

## Repetition of Commands and Input Base Definition

In the example shown, the operator has replied to the first simulator command request with a string

```
MFSSIM
    11:4EEST 01/2B/75
```

MDTOFDLA SFD, INE DWHE RND IS RESFDMSIBLE FDR MPSEIM
EDF'YRIGHT 1973 \& 1974 B' MOTDROLA IME:
MOTOROLF MFU SIMULATOR: RELEASE 1.1
EMTER MF FILEMAME
TDEF456
DEFFIULT MACHIME FILE 06. 0.74.
HH IH DE EH F $\quad \therefore \quad$ H E $\quad$ E $\quad \leq \quad$ T
$0000 \rightarrow+0000000000000000000000000000000000$
TLM.IE1E
LM.
IE 16.
TSETF[LM.SI IDEPKHEIST. IE1G. IE1G.HFS.SF F1100:TO]
SETF[LM. SI IDEFNAECST.IE1G.DE1G.HFS. SF F1100.T0]
TS\&[SM 010こ:\#1]
SK[SM 0102:\%1]
TSM[SM 010H:\#1]
SY[SM 010H:\#1]
?ZSUM[SM 011E, 0, 0, 0, 0,0,0,0,0]
2SUM[SM 011E, 0, 0, 0, 0, 0, 0, 0, 0]
TDMEM[HDLM. DM D10E:B. DM 010H:B.DM 011E: B. LM]

TML
ML.
MREFD LIERAF' $G$ LISTING
SETF [LM.SI IDEFMAEOST.IE1E. HE1G.HFS.SR F1100.T0]
S\% [SM 010こ:キ1]
SY [SM 010H:\#1]
2SUM [SM 0112,0,0,0,0,0,0,0,0]
IMEM [MDLM. IM O10E. B. IM O1OH.E.IM 011E.E.LM]
10SE REMAIHIHG EHAFAETERS
NOTE: User Input Underlined.

TSETF
SETF; LM.
SETF: SI IDEFXARCST.
SETP: IE 16.
SETP; DE 16.
SETF; HR 5.
SETF; SE F1100,TO.
7SX: $13,57,90,24,63,09,75,31$
S: 13,57,90,24,68,09,75,31; SM 0102,13,57,90,24,68,09,75,31. 7SY:92,56,14,70,36,74,18,5e

SY:9E,58,14,70,36,74,18,5E; SM 010R,92,58,14,70,36,74,18,52. TZSUM

```
ZSUM: SM 0112,0,0,0,0,0,0,0,0.
```

TIMEM. II

IMEM; NILM.
$010213 \quad 57 \quad 902468 \quad 0975 \quad 31$. W. I. . 1
$010 \mathrm{~A} 9 \mathrm{E} 58147036741852 . \% .6 . \mathrm{R}$
01120000000000000000 .......
II.
 TTOE

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | LDS | 03 | 00 | 0000 | OD | 013 F | 000000 |
| 103 | LDX | +1105*1106 | 0102 | 0000 | 000000 | 013 F | 00 |
|  | ST | 101+1109 | 0102 | 0000 | 00000 | 013 | 00 |
| -1109 | ISR | -013E* 1000 | 0102 | 0000 | 00 | I | 00 |
| H IA | ロC | EA | \% | A B | C | S |  |
| 1000 | LDA | $E+1001+1002$ | 102 | $00 * 08$ | 000000 | 0131 | 0000 |
| +1002 | 10: | -0101*1005 | 0102 | 0008 | 000000 | 013 D | 0000027 |
| +1005 | CLE | * $1005+1005$ | 10 | 0008 | 00 | 013I |  |
| 06 | IF | $\mathrm{F}+0109+1008$ | 010 | 3108 | 000000 | 013 D | 0 |
| -1008 | FIDC | 00\% | 010 | 8308 | ounovo | 013I | 0000039 |
| IA |  | F |  | A B | C |  |  |
| Of | ITAF | +100H* 100 E | 0102 | 8308 | ONOO | 130 | 000 |
|  | STA | $\mathrm{F}+0119+100 \mathrm{~L}$ | 0102 | 8308 | 001000 | 013D | 00004 |
|  | DE\% | -100D* $100 \mathrm{E}+$ | 0101 | 8308 | 000000 | 013I |  |
|  | DEC | $\mathrm{E}+100 \mathrm{E}+100 \mathrm{~F}$ | 0101 | $83+07$ | 000000 | 013 I |  |
|  |  | +1010*1006 | , | 8307 | , |  |  |

FIGURE 7-1.5.4-1: Simulation of "AAA" (Sheet 2 of 3)

THE100. HOLM. RCT.ET

```
HF: 100.
HOLM.
    HH IH पC EA F X A E C O S
        100F EHE 1010 1006*0100*93*06 000000 0135 0000079
        100F EHE 1010 1006*00FF*83*05 000000 013I 0000104
        100F ENE 1010 1006*00FE*04*04 00000C 013I 00000129
        100F ENE 1010 1006*00FI*95*03 000000 013D 0000154
        100F EME 1010 1006*00FC*04*02 00000C 013N 0000179
        100F ENE 1010 1006*00FE*16*01 H0000C 013N 0000004
        100F EME 1010*1011*00FA*06*00 00020C 013I 0000E29
TTS. DMEM
    * 1011 RTS *013F*110C 00FF 0G 00 00020C*013F 0000234
    * 110G NDF +110G*110D 00FA 0G 00 000200 013F 000023E
    * 110D ERA * 110E 110C 00FA 06 00 00020C 013F 0000E40
    * 110C NDF * 110C*110D 00FA 06 00 000200 013F 0000242
    * 110N ERA * 110E*110E 00FF 0G 00 000200 013F 0000246
    010E 13 57 90 24 68 09 75 31 .W.S...1
    010H 92 58 14 70 36 74 18 52 .%..6..R
    011E 06 16 04 95 04 83 93 83 ........
EES.EX
```

FS.
E\%.
PRDGRAM STDF AT O
USED 2e.11 UHITS
of two simulator commands. These commands instruct the simulator to repeat all commands (LM), and to set the input base to hexadecimal (IB16).

Entering the command IB16 is actually redundant in this example, since as is shown by the initial status display, the input base was already hexadecimal.

The simulator repeats the IB16 command, because of the preceding entry of the LM command. All subsequent commands will be repeated by the simulator until the LM command is cancelled by "NOLM".

## Definition of Macro Commands

The user has next defined five Macro commands, to facilitate running the program. The purposes of the Macro commands are as follows:

SETP - to set the program counter to the beginning of the program, at hexadecimal address 1100 ; to ensure format control for repeating commands, displaying all possible registers in the trace, and printing a header line every five lines of the trace; to ensure that input and display bases are both hexadecimal: to set initial cycle time to zero.
SX -to facilitate entry of the first of the two 8-byte bcd numbers which are to be added together; this number will be placed in memory at consecutive addresses beginning at hexadecimal 0102.
SY -to facilitate entry of the second of the two 8-byte bcd numbers which are to be added together; this number will be placed in memory at consecutive addresses beginning at hexadecimal 010A.
ZSUM -to enter zeros in the memory locations where the result of the bcd addition will be stored, beginning at hexadecimal address 0112.

DMEM - to display the locations in memory where the two bcd numbers which are to be added together are stored, and where the bcd sum is stored; NOLM and LM are used to eliminate the repetition of commands during execution of this Macro.

## Macro Library Listing

The operator then entered a command (ML) to obtain a listing of the Macro library. The simulator displays the Macros SETP, SX, SY, ZSUM and DMEM, in a standard format. This is followed by an indication of the space which remains for MACRO definitions, expressed as the number of remaining characters.

## Program and Data Initialization

The operator next initialized the program by calling successively the Macros SETP, SX, SY and ZSUM. Text substitution is used with the Macros SX and SY to enter the values of the two 8 -byte binary-coded-decimal numbers which are to be added together.

In the example shown, numbers have been entered for carrying out the addition represented by:

$$
\begin{array}{r}
1357902468097531 \\
+9258147036741852
\end{array}
$$

## Display of Program and Data Initialization

The operator then called the Macro 'DMEM', and entered the display command (D). The Macro
"DMEM" display the operands of the arithmetic program which have been entered into the memory, and also displays the memory locations where the result will be stored, and which have been set to zero. The display command (D), at this point, enables the user to check that the program counter has been set to the start of the program at hexadecimal address 1100 .

## Execution of the bed Addition

The operator then entered a command to trace 14 instructions (T0E). After repeating this command the simulator has executed and traced 14 instructions in the program, reaching the end of the first pass through the loop in the subroutine.

The operator then decided to eliminate the header line and the repetition of commands and run the program to the end of the last pass through the loop in the subroutine, then obtain a display of the registers at the end of the loop on each pass. This was achieved by the string of commands:

## ?HR100.NOLM.RC7.R7

The command HR 100 has set the header interval to a sufficiently high value to eliminate the header in the remainder of the execution.

To verify that execution of the addition is complete, the user entered a command to trace five instructions, (T5), and on the same line has called the MACRO command DMEM for displaying the results of the computations. The trace shows that execution has returned to the main program (RTS) and has entered the perpetual loop of two instructions (NOP and BRA). The purpose of the perpetual loop is to provide an easily recognized indication of the completion of the computations but should be removed when the program is satisfactorily debugged.

The display of memory obtained by calling the Macro "DMEM" shows the results of the 8 -byte binary-coded-decimal addition as follows:

1357902468097531
$+\underline{9258147036741852}$
0616049504839383
which is the correct result.

## Exit from the Simulator

The user entered a string of two commands to restore the status (RS) and to exit from the simulator (EX). The RS command has restored the registers to the status after program initialization and before execution of the program. Following the EX command the computer system has printed information regarding system status and usage.

## 7-1.5.5 Simulation Results

The comparison of an instruction sequence as shown in the Assembly Listing of Figure 7-1.4-2, and as traced by the Simulator, provides some insight into the internal operations of the microprocessor. The content of the accumulators, index register and stack pointer can be checked before and after each instruction. The instruction address begins with the starting point specified in the ORG directive and advances by the
number of bytes required for each instruction. The program counter indicates where the next instruction is located. Of particular significance is the condition code register which shows the effect of accumulator operations, register data transfers and the base status for conditional branching. The T display keeps the count of expended microprocessor cycles. By subtraction of the beginning from the end count, the duration of instruction sequences, loops and subroutines can be calculated. The stack pointer and index register should be checked to make sure they are not overlapping memory reserved for other program instructions or parameters.

Furthermore, when an instruction which manipulates the stack pointer is executed, it should be observed that the pointer moves accordingly. For example, a JSR instruction causes the stack pointer to be decremented two addresses. At the end of the subroutine, the RTS instruction increments it by two, thus restoring it to its former setting. In the same way, the Push Data instruction decrements the pointer by one, while the Pull Data instruction restores it.

Memory addresses for temporary storage of data may be examined at crucial points in the program to make sure the expected value has been stored. The PIA control and data registers may be checked the same way, since they appear to the microprocessor and the Simulator as memory addresses too.

## Errors

Errors detected by the Simulator are printed out in the same format as Assembly errors. Typical Simulator errors are listed in Table 7-1.5.5-1.

## 7-1.6 HELP

HELP is a special program designed to provide on-line assistance to the users of the Motorola support software. It can be called to obtain additional information on error messages printed out during operation of the Assembler, Simulator, or Build Virtual Machine programs. In addition, it includes a Help Message File that provides up-to-date information on improvements and new developments in the M6800 System. The Message File is organized into groups. Following are the groups, the related message number range, and the HELP command which places the HELP program in the group mode.

| CMB | SYSTEM | MESSAGE NUMBER RANGE |
| :---: | :---: | :---: | :---: |
| $E$ | ERRORS | 0000 TO 0999 |
| E | BUILD YIRTUAL MACHINE | 1000 TO 1999 |
| A | ASSEMBLER | 2000 TO 2999 |
| S | SIMMULATOR | 3008 TO 3999 |
| H | HELP | 4000 TO 4999 |
|  | RESERYED | 5000 TO 9999 |

To obtain additional information while running the other software programs, HELP is called by entering: RUN HELP. Then enter the HELP error command, E, followed by the number of the error message in question. A current listing of the error messages is shown in Table 7-1.6-1. For a listing of all the error messages, enter E followed by 1 to 999 . At the completion of the listing, the user must enter the exit command, EX, in order to return to other programs.

HELP can be invoked from within ${ }^{1}$ the Simulator and Build Virtual Machine programs by entering a Help command in response to any command request. An up-to-date list of all the Simulator and Build Virtual

[^14]301 UNDEFINED SIMULATOR COMMAND MESSAGE: ****ERROR 301 MMMMMM
MEANING: AN UNDEEINED SIMULATOR COMMAND WAS ENTERED.
8302
382 SYNTAX ERROR
MESSAGE: ****ERROR 302 MMMMMM
MEANING: THE STRUCTURE OF THE SIMUALTOR COMMAND IS SYNTACTICALLY INCORRECT.
0303
303 MACRO DEFINITION ERROR
MESSAGE: ****ERROR 303 MMMMMM
MEANING: THE MD SIMULATOR COMMAND CANNOT EE USED IN A MACRO DEFINITION.
0304
304 MACRO NOT IN LIBRARY
MESSAGE: $\quad * * * * E R R O R 304$ MMMMMM
MEANING: THE MACRO TO BE DELETED USING THE MD COMMAND IS NOT IN THE MACRO LIBRARY.
0305
305 MAERO DEFINITION ERROR
MESSAGE: ****ERROR 305 MMMMMM
MEANING: THE RL SIMULATOR COMMAND CANNOT EE USED IN A MACRO DEEINITION.
0305
385 REGISTER OVERFLOW
MESSAGE: ****ERROR 306 MMMMMM
MEANING: AN DFERAND IN THE SR COMMAND IS TOO LARGE FOR THE ASSOCIATED REGISTER.
0307
307 MACRO LIBRARY OVERFLOU
MESSAGE: ****ERROR 387 MMMMMM
MEANING: THERE IS INSUFFICIENT STORAGE IN THE MACRO LIBRARY FOR THE NEW MACRO. THE MACRO IS NOT STORED.
0308
308 MAERO DEFINITION ERROR
MESSAGE: $\quad * * * * E R R O R 308$ MMMMMM
MEANIHG: THE MACRO VARIABLE PARAMETER (\#N) IS GREATER THAN 30.

0309
399 COAMAND BUFFER OYERFLOW
MESSAGE: ****ERROR 309 MMMMHM
MEANING: MORE THAN 72 CHARACTERS WERE ENTERED AS A COMMAND LINE. THE TOTAL NUMBER OF CHARACTERS IN A CUMMAND LINE INCLUDES THOSE CHARACTERS IN A MACRO DEFINITION IF THE COMMAND LINE CONTAINS A MACRO CALL.
0310
310 HELP REQUEST
MESSAGE: $\quad * * * * E R R O R 310$ MMMMMM
MEANING: ENTER "HP ALL B" FOR A COMPLETE LIST OF ALL SIMULATOR COMMANDS.

```
0311
    311 SYHTAX ERROR
    MESSAGE: ****ERROR 311 MMMMMM
    MEANING: SYNTAX ERROR IN THE SIMULATOR'S HELP COMAAND
0312
    312 ILLEGAL HELF MFSSAGE NUMBER
    MESSAGE: ****ERROR 312 GMMHMM
    MEANIHG: THE HEL? MESSAGE NUMBER UAS NOT FOUND IN THE HELP
    MESSAGE FILE.
0313
    313 ADDRESSIHG ERROR
    MESSAGE: ****ERROR 313 MMMAMM
    MES&IHG: AN ATTEMFT TO STORE BEYOND THE DEFINED MEMORY
    BOUNDS OF THE VIRTUAL MACHINE FILE UAS MADE.
0314
    314 SYNTAX ERROR IN A SET OR CLEAR BREAK POINT
    MESSAGE: ****ERROR 314 HMMMMM
    MEANIHG: THERE IS A SYNTAX IN THE SIMULATOR'S
    BP, BS, OR BC COMMAND.
0315
    315 ILLEGAL MEMORY ADDRESS
    MESSAGE: ****ERROR 315 MMMAMM
    MEONIHG: A BREAK POINT REQUEST TO CLEAR OR SET A BREAK
    FOINT AT AN ILLEGAL MEMORY ADDRESS FOR THE "MF"
    FILE. USE "BD" TO DISPLAY BREAK POINTS SET OR
    cleared.
8316
    316 NO BREAK POINT SET AT MEMORY ADDRESS
        MESSAGE: ****ERROR 315 MMMAMM
        MEANING: NO BREAK POINT FLAG WAS SET AT THE MEMORY LOCA-
                        TION ON THE REQUEST TO CLEAR IT'S FLAG. USE "BD"
                            TO DISPLAY BREAK POINTS STILL SET.
0317
    317 COMMAND NOT TERMINATED WITH A PERIOD
    MESSAGE: ****ERROR 317 MMMMMM
    MEGNIHG: THE COMMAND GAS NOT TERMINATED WITH A PERIOD OR
    OR THE COMMAND HAS UNSED PaRaMETERS.
0318
    318 SYHTAX ERROR IN "ON" OR "OF" COMMAND
        MESSAGE: ****ERROR 318 MMMMMM
        MESNIHG: SYNTAX ERROR IN THE "ON" OR "OF" COMMAND.
                            A) UNDEFINED CODE, NOT X, A, B, S, T, BP, MF OR F.
                            B) OPERATION NOT =, < OR >.
                            C) DEFINING A MACRO FOR THE COMMAND SECTION OF A
                                    "ON" IS ILLEGAL
                            D) NO COMMAND FOLLOUS THE CONDITIONS.
0319
    319 "ON" COMMAND NOT FOUND IN THE "ON" LIBRARY
        MESSAGE: ****ERROR 319 MMMMMM
        MEQNIHG: THE "ON" COMMAND UAS NOT FOUND IN THE "ON" CON-
        DITION LIBRARY.
0320
    320 ILLEGAL INTERRUPT TYPE OR TIME BASE IS ZERO
        MESSAGE: ****ERROR 328 MMMMMM
        MEANING: WHEN A "IR" COMMAND IS USED, THE INTERRUPT TYPE
        IS UNDESINED OR THE DELTA TIME BASE FOR THE FIRST
                        INTERRUPT IS ZERO.
```

TABLE 7-1.5.5-1. Typical Simulator Errors (Sheet 2 of 2)

001 FILE IS NOT A MMF" FILE
MESSAGE: ****ERROR OOI LU FILENAME:PASSUORD:USER-ID
MEANING: THE FILE UHOSE FILENAME UAS ENTERED IN RESPONSE TO
the "Enter mf filenamen request is not a virtual MaCHINE file. the logical unit identifier (lu), the filename, the password, and the user-id of the file causing the error is listed in the error mes Sage. the system will repeat the request.

002 MF VERSION NUMBER ERROR
MESSAGE: ****ERROR 082 MF FILENAME: PASSUORD: USER-ID
megning: the "mf" opened in response to the "enter mf fileNaME" REQUEST IS NOT a CURRENT YIRTUAL MACHINE file. the file can be conyerted to the current YERSION BY RUNNING THE BUILD YIRTUAL MACHINE PROGRAM (MPBYA).
0003
003 TERMINATION DUE TO OLD MF VERSION
MESSAGE: ****SYSTEM ABORT OQ3
MEANING: THE PROGRAM UAS ABORTED BECAUSE OF AN "OLD" YIRTUAL USING THE BUILD VIRTUAL MaCHINE PROGRAM (MDBYM).
8804
004 TERMINATION DUE TO OPEN FILE ERRORS
MESSAGE: ****SYSTEM ABORT 004
meaning: fiye consecutive, unsuccessful attempts uere Made to open a file. the program is aborted.
0005
005 ERROR IN THE ' $X$ ' JOB CONTROL COMMAND
MESSAGE: ****ERROR 05 IIIIII
MEANING: THE JOB CONTROL COMMAND ENTERED IN RESPONSE to a request for a filename is in error. IIIIII IS THE CHARACTER LOCATION WHERE COMMAND PROCESSOR STOPPED SCANNING THE COMMAND.
0011
011 FILE IS BUSy
MESSAGE: ****ERROR BII LU FILENAME: PASSWORD:USER-ID
MEANING: THE FILE UHOSE FILENAME UAS ENTERED IN RESPONSE TO a SYSTEM REQUEST TO OPEN A FILE IS CURRENTLY OPEN AND IS BEING USED BY THIS OR ANOTHER USER. THE file is not available to the current user. the Logical unit identifier (lu), the filename, the PASSUORD, AND THE USER-ID OF THE FILE APPEAR IN THE ERROR MESSAGE.

FILE DOES NOT EXIST
MESSAGE: ****ERROR 012 LU FILENAME:PASSHORD:USER-ID
HEANING: THE FILE UHOSE FILENAME UAS ENTERED IN RESPONSE TO A SYSTEH REQUEST TO OPEN A FILE DOES NOT EXIST. THE PASSHORD, AND THE USER-ID APPEAR IN THE ERROR MESSAGE.
0013

Q13 INCORRECT ACCESS PRIVELEGES
MESSAGE: ****ERROR BI3 LU FILENAME:PASSUORD:USER-ID
MEANING: THERE WAS NO READ PERMISSION ASSIGNED TO A FILE UHOSE FILENAKE UAS ENTERED IN RESPONSE TO A SYSTEM REQUEST TO OPEN A FILE. THIS ERROR OCCURS ONLY WHEN THE USER ATTEMPTS TO ACCESS A FILE IN ANOTHER USER'S CATALOG. THE LOGICAL UNIT IDENTIFIER (LU), THE FILENAME, THE PASSHORD, AND THE USER-ID OF THE FILE APPEAR IN THE ERROR MESSAGE.

INCORRECT PASSWORD
MESSAGE: ****ERROR 014 LU FILENAME:PASSUORD:USER-ID
MEANING: AN INCORRECT PASSWORD WAS SUPPLIED WITH THE FILEHAME IN RESPONSE TO A SYSTEM REQUEST TO OPEN A FILE. THE LOGICAL UNIT IDENTIFIER (LU), THE FILENAME, THE PASSWORD, AND THE USER-ID APPEAR IN THE ERROR MESSAGE.
8815
015 UNSPECIFIED OPEN ERROR
MESSAGE: $\quad * * * * E R R O R$ OI5 LU FILENAME: PASSWORD:USER-ID
MEANING: AN OFEN ERROR OTHER THAN OII-OI4 OCCURRED UHEN AN ATTEMPT TO OPEN THE FILE WAS MADE. THE LOGICAL UNIT IDENTIFIER (LU), THE FILENAME, THE PASSWORD, AND THE USER-ID APPEAR IN THE ERROR MESSAGE.
0016

016
FILE IS NOT A "MF" FILE
MESSAGE: ****ERROR BIS LU FILENAME:PASSWORD:USER-ID
MEANING: THE FILE UHOSE FILENAME WAS ENTERED IN RESPONSE TO THE "ENTER mF FILENAME" REQUEST IS NOT A YIRTUAL MACHINE FILE. THE LOGICAL UNIT IDENTIFIER (LU), THE FILENAME, THE PASSUORD, AND THE USER-ID OF THE FILE CAUSING THE ERROR IS LISTED IN THE ERROR MESSAGE. THE SYSTEM WILL REFEAT THE REQUEST.
0917
017 NO MF OPENED
MESSAGE: $\quad * * * * E R R O R$ O17
MEANING: DUE TO A PRIOR OPEN ERROR, A YIRTUAL MACHINE FILE HAS NOT BEEN OPENED.

FILE TYPE DOES NOT AGREE UITH REQUEST TYPE
MESSAGE: **** ERROR B18 LU FILENAME:PASSWORD:USER-ID
MEANING: THE FILE TYPES DO NOT AGREE FOR THE FILENAME
AND THE SYSTEM'S REQUEST. ONE MAY BE BINARY AND THE OTHER MAY BE ASCII OR SOME OTHER COMBINATION LIKE THAT. THE LOGICAL UNIT IDENTIFIER (LU), THE FILENAME, THE PASSUORD, AND THE USER-ID OF THE FILE CAUSING THE ERROR ARE LISTED IN THE ERROR MESSAGE.
8024
B24 FI:E UAS NOT UNSAYED
MESSASE: ****ERROR 024 LU FILENAME:PASSWORD:USER-ID
MEANING: THE FILE, FILENAME ON LOGICAL UNIT LU WAS NOT UNSAYED BECAUSE 1) THE FILE UAS EUSi, 2) THE FILE UID NOT ERIST, 3 ) UR FAESWORD OR USER-ID IN ERROR.
0825
BES SOMFUTER SYSTEM DEPENDENT ERROR CODE
MESSAラE: ****ERROR O25 IIIII
MEARIGG: AHEFROR CODE WAS FOUND WHICH WAS NOT EXFECTED BY THE SYSTEA. THIS ERRDR MESSAGE SHOULD BE FASSED OH TO MOTORALA'S MFU FROGRAMMING STAFF. IIIIII IS THE ERROR CODE WHICH IS COMPUTER DEPENDENT.
0058
050 DESAULT MF USED.
MESSAGE: ****WARNING 050
MEANING: THE REQUESTED MF FILE DID NOT EXIST. THE EUILD VIRTUAL MACHINE PROGRAM SUPPLIED A DEFGULT YIRTUAL MACHINE FILE. THE DEFAULT MF IS IDENTIFIED BY THE FILENAME HND PASSWORI WHICH WAS ENTERED IN RESPONSE TO A SYETEM REQUEST TO OFEN A FILE.
0051
051 FILE IS BUSY
MESSAGE: ****UARNING 051 LU FILENAME: PASSWORD:USER-ID
MEANING: THE FILE WHOSE FILENAME WAS ENTERED IN RESPONSE TO A SYSTEA REQUEST TO OPEN A FILE IS EUSY. THE FILE IS PROBABLY BEING USED EY ANOTHER USER OR SY THE CURRENT USER. THE LOGICAL UNIT IDENTIFIER (LU), THE FILENAME, THE PASSWORD, AND THE USER-ID APPEAR IN THE ERROR MESSAGE. THE OFEN REQUEST CAN BE REPEATED AT A LATER TIME.
0052
052 OLD YERSION NUMBER FOR MF FILE
MESSAGE: ****UARNING 052
MEANING: THE MF FILE WHICH HAS OPENED IN RESPONSE TO A SYSTEM REQUEST TO OFEN A FILE HAS AN OLD VERSION NUMBER. THE FILE CGN EE UPGRADED TO CURRENT STANDARDS EY EXECUTING THE EUILD VIRTUAL UM COMMAND.

078 NO MORE DISK SPACE
MESSAGE: $\quad * * * * S Y S T E M A B O R T \quad 878$ IIIIII
MEANING: A) MARK III - THE SYSTEM'S PSU STORAGE IS USED UP. IT CANNOT CREATE A FILE IIIIII PSU LONG. CALL YOUR G.E. SALEMAN, SYSTEM ERROR MORE DISK DRIVERS NEEDED.
E) SIGMA 9-YOUF ACGOUNT CANNOT CREATE A FILE IIIIII GRANULES LONG. PACK YOUR ACCOUNT BY LOGGING OFF AND LOGGING ON AGAIN OR REQUESTING YOUR ACCOUNT BE AUTHORIZED FOR MORE DISK SPACE.
0079
879
THE FILE ORGANIZATION DOES NOT AGREE UITH REQESTED FILE MESSAGE: ****SYSTEM ASORT BT9
MEAHING: THE REQUESTED FILE'S ORGANIZATION IS DIFFERENT THAN THE FILE EEING OPENED. ONE FILE IS BINARY THE OTHER IS AN ASCII FILE: ETC.
8880
080 FIIE IS BUSY
MESSAGE: $* * * * S Y S T E M A B O R T 880$
MEANING: THE REQUESTED FILE IS BUSY. THE SYSTEM ABORTS AFTER MAKING 5 TRIES TO OPEN THE FILE AFTER A DELAY OF SEVERRL SECONDS.
0081
B81 DEPAULT MF FILE NOT AVAILABLE
MESSAGE: ****SYSTEM ABORT 081
MEANIMG: THE REQUESTED MF FILE DID NOT EXIST AND THE SYSWAS UNABLE TO SUPPLY THE DEFAULT MACHINE FILE. THIS IS NOT A USER ERROR. NOTIFY THE SYSTEM PROGRAMMER.
0882
082 JNABLE TO OFEN A SYSTEM SCRATCH FILE
MESSAGE: $\quad * * * * S Y S T E M$ ABORT 882
MEANING: THE SYSTEM UAS UNABLE TO OPEN A SCRATCH FILE. THIS IS HOT A USER ERROR. NOTIFY THE SYSTEM PROGRAMMER. NOTE: SCRATCH FILES ARE CREATED AND UNSAYED BY THE SYSTEM FOR USE AS INTERMEDIATE WORK AREAS. IT IS POSSIBLE THAT THESE FILES MAY NOT BE UNSAYED DURING A "SYSTEM CRASH" THE USER SHOULD DELETE ANY SCRATCH FILES HHICH MAY BE IN HIS CATALOG. SCRATCH FILE NAMES APPEAR AS SCRNNN WHERE NNN IS A THREE DIGIT NUMBER FROM 800 TO 899

UNDEFINED MF YERSION NUMBER
MESSAGE: ****SYSTEM ASORT NNNNNN
MEANIHG: THE YIRTUAL MACHINE FILE WHICH WAS OPENED CONTAINS AN UNDEEINED VERSION NUMBER. THE PROGRAM CANNOT PROCEED AND IS TERMINATED. THE FILE IS PROBABLY NOT A VIRTUAL MACHINE FILE. NNNNNN IS THE UNDEFINED YERSION NUMBER.

09: FILE IS BUSY
MESSAGE: ****ATTN: O91


0892
092 DEFAULT MF USED
MESSAGE: ****ATTN: 092
meaning: the requested mf file did not exist. the build VIRTUAL MaChine program supplied a default virtual machine file. the default mf is identified by THE FILENAME AND PASSUORE WHICH WAS ENTERED IN RESPONSE TO A SYSTEM REQUEST TO OFEN A FILE.
8899
099 BUILDING DEFAULT MF
MESSAGE: ****ATTH: 099
MEANIAG: the build yirtual machine program is generating the default virtual machine file. this function Can only be performed by the administrative user.
8101
101 ILLEGAL BUILD VIRTUAL COMMAND
MESSAGE: ****ERROR 101 AAAAAA
meaning: an illegal build virtual machine command was Entered. afahaf is the area of the command lime CONTAINING the illegal command.
0102
102 SYHTAX ERROR
MESSAGE: ****ERROR 102 AAAAAA
MEANING: THE STRUCTURE OF THE COMMAND IS LOGICALLY INCORrect. achafa is the area of the command containING THE ERROR.
0103
103 INYALID LAST WORD ADDRESS
MESSAGE: ****ERROR 103 IIIII
MEGNING: AN ILLEGRL YALUE $H A S$ USED FOR THE SIZE OF memory IN THE L Command. IIIII Is the decimal equiyalent of that value. legal values must be a mulTIPLE Of 256-1 (N*256-1) AND IN THE RANGE 255 65535
0104
184 MACRO IS NOT IN THE "CF" MACRO LIBRARY MESSAGE: ****ERROR 184 MMMM
MEAMING: THE ERROR OCCURRED UHILE TRYING TO COPY MACROS from the "Cf" file to the "mf" file. one of the the requested macros, macro mmam, uas not found.

```
    105 DUPLICATE MACRONAME IN "MF" MACRO LIBRARY
        MESSAGE: ****ERROR 105 MMMM
        MEANING: THE ERROR OCCURRED UHILE TRYING TO COPY MACROS
        FROM THE "CF" FILE TO THE "MF" FILE. A MACRO
        OF THE SAME NAME AS THE ONE TO BE TRANSFERRED
        ALREADY EXISTS IN THE "MF" FILE. MMMM IS THE NAME
        OF THE MACRO. NO TRANSFER OCCURRED.
8106
    105 INSUFFICIENT MACRO LIBRARY SPACE AYAILABLE
        MESSAGE: ****ERROR 106 MMMM
        MERNING: THE ERROR OCCURRED UHILE TRYING TO COPY MACROS
        FROM THE "CF" FILE TO THE "MF" FILE. MMMM IS THE
        MACRO FOR GHICH THERE IS INSUFFICIENT SPACE.
0107
    107 ILLEGAL MACRONAME
        MESSAGE: ****ERROR 107 MMMM
        MMMM ARE THE FIRST & CHARACTERS OF THE NAME.
0188
    108 NULL FIELD
        MESSAGE: ****ERROR 108
        MEANING: MORE INEORMATION IS NEEDED FOLLOUING THE COMMAND
        FIELD. THE FIELD FOLLOWING THE COMMAND IS BLANK.
0109
    189 FI:ENAME ALREADY USEB
        MESSAGE: ****ERROR 109 LU FILENAME:PASSUORD:USER-ID
        THE NAME OF AN EXISTING FILE UAS GIYEN IN RESPONSE
        TO AN OPERATION REQUIRING A "NEU" FILE. INCLUDED
        IN THE ERROR MESSAGE ARE THE OLD FILE'S FILENAME,
        FASSWORD, USER-ID, AND A TWO-CHARACTER LOGICAL UNIT
        IDENTIFIER.
```

8110
116 ILLEGAL ADDRESS
MESSAGE: ****ERROR 110 NNNNNN
MEANING: AN ILLEGAL ADDRESS HAS ENCOUNTERED. THE AD-
DRESS MAY BE GREATER THAN THE LUA (LAST UORD
ADDRESS FOR THE VIRTUAL MACHINE. THE CURRENT
LUA Yalue can be displayed by entering the mo
COMMAND. NNNNNM IS THE ILLEGAL ADDRESS.
0111
111 EXECUTION CHECK
MESSAGE: ****ERROR 111
MEANING: EXECUTION OF A BUILD VIRTUAL COMMAND UAS HALTED
BECAUSE AN OLD YERSION "MF" FILE WAS LOADEB UITH
THE MF COMMAND THE MF FILE MUST BE UPDATED UITH
THE UM COMMAND BEFORE THE CURRENT COMMAND CAN BE
EXECUTED.

112 CHECKSUH ERROR
MESSAGE: ****ERROR 112 NNNNNN
HEANIHG: G CHECKSUM ERROR OCCURRED UHILE LOADING MEYORY FROM A "ROM" FILE (IM COMMAND). NNNNHN IS THE RECORD NUHBER CONTAINING THE CHECKSUM ERROR.
0113
113 RDA RECORD ERROR
MESSAGE: $\quad * * * * E R R O R 114$ NNNNNN
MEANIHG: AN ILLEGAL, OUT OF ORDER, OR MISSING ROM PECORD OCCURRED AT RECORD NUMBER NNNNNN.
0198

190 MACRO WAS SUCCESSFULLY TRANSFERRED
MESSAGE: ATTN: 190 MMAM
MEANING: MACRO MMMM UAS SUCCESSFULLY TRANSFERRED FROM THE "CF" FILE TO THE "mf" file.
0401

401 HELP MESSAGE NUMBER NOT FOUND
MESSAGE: ****ERRDR 401
MEANIAG: THE HELP MESSAGE NUMBER COULD NOT BE FOUND IN THE helf message file.
0482

402 ILIEGAL HELP MESSAGE NUMBER
MESSAGE: ****ERROR '402
MEANING: THE HELP MESSAGE NUMBER IS OUTSIDE THE RANGE OF YALID HELP MESSAGE NUMBERS.
0403

403 UNDEFINED HELP COMMAND
MESSAGE: ****ERROR 403
MEANING: AN UNDEFINED HELP COMMAND UAS ENTERED.
0404
404 SYNTAX ERROR
HESSAGE: ****ERROR 404
MEANING: THE STRUCTURE OF THE HELP COMMAND IS SYNTACTICALLY INCORRECT.

Machine commands can be obtained by entering the Simulator Help command: HP ALL B. A current listing of the commands is shown in Table 7-1.6-2. Note that this is a more complete list than the typical commands shown in Section 7-1.5.5 where the Simulator is explained.

When using HELP from within the Simulator, varying amounts of information can be obtained, depending on the format used to enter the request. The response will be as follows for the various command formats:

## Command Format

| HP nnnn | Print index information relating to the HELP message identified by <br> the 1 to 4 digit number ' $n n n n " . ~$ |
| :--- | :--- |
| HP nnnnT | Print text relating to the HELP message identified by the 1 to 4 digit <br> number " $n n n n " . ~$ |
| HP nnnnB | Print index and text relating to the HELP message identified by the 1 <br> to 4 digit number "nnnn". |
| HP CMD | Print index information relating to the simulator command specified <br> by "CMD". |
| HP CMD T | Print text relating to the simulator command specified by "CMD". |
| HP CMD B | Print index and text relating to the simulator command specified by <br> '"CMD'". |
| HP ALL | Print an index of all simulator commands. |
| HP ALL T | Print text for all simulator commands. |

Additional general information concerning the HELP program can be obtained by calling out the HELP messages. A partial listing of current HELP messages is listed in Table 7-1.6-3. It should be noted that HELP is a dynamic program that is constantly being updated to reflect the latest status of the M6800 System Support Software. It is advisable to occasionally access the HELP message file since it includes information concerning revisions and improvements as well as error and command data.

## 7-1.7 BUILD VIRTUAL MACHINE

The Build Virtual Machine (BVM) program provides a way of managing files generated during the development of software for the M6800 system. It is used to: (1) Structure a virtual Machine File (MF) that duplicates the configuration desired for the actual system; (2) Merge and/or load Object Files into the Machine File; (3) Create a formatted tape of the Machine File for generating the required ROM patterns.

A full description of BVM is beyond the scope of this Manual ${ }^{1}$, however, study of the BVM commands listed in Table 7-1.6-2 of the preceding Section will give an indication of the'program's capability.It is of interest here to consider the steps required to generate a tape for ordering the ROMs in which the MC6800 control program will reside.

[^15]1001

```
CC - COPY COMMAND FROM MACRO LIBRARY
    FOSMAT: CC MACRONAME-1[,MACRONAME-2,...]
```

    FUHCTION: THE MaCRO COMMANDS SPECIFIED By the macroname
    LIST ARE COPIED FROM THE MACRO LIBRARY OF THE
    SOURCE file into the macro library of the des-
    tination file. the source file is identified
    BY THE CF COMMAND AND THE DESTINATION FILE IS
    IDENTIfIED By THE MF COMMAND.
    EXAMPLES: CC MACA
        MACRO MACA IS COPIED fROM THE CF FILE TO the mF
        file.
                            CC A, B, C
                            THREE MACROS, \(A, E, \quad A N D C\) ARE COPIED.
    1002
cf - copy file
FORMAT: CF FILENAME-1
function: the "ç" command loads the file "filename-1" into
a work area. the copy file is the source file
FOR ALL COPY FUNCTIONS.
EXAMPLES: CF MEMCIL
the machine file umemfil" is identified as the
SOURCE FILE FOR ALL COFY FUNCTIONS.
1803
CM - COPY MEMORY
FORMAT: CM FWA-1,LWA-1[,FWA-2I
fuidetion: memory is cofied from the "cf" file into the "mf"
FILE. FWA-1 IS THE FIRST UORD ADDRESS OF THE
TRANSFER, LUA-1 IS THE LAST WORD ADDRESS, AND
FWA-2 IS the first hord adbress of the "mf" file
WHERE THE DATA IS RECEIYED. FWA-2 IS OPTIONAL
AND IS aSSUMED TO BE EQUAL TO FWA-1 If OMITTED.
EKAMPIES: CM O, 日FF
MEMORY IS COPIED FROM LOCATIONS O THROUGH FF
FROM THE CF FILE INTO LOCATIONS O THROUGH FF
of the mf file.
CM 0100, 2FF, 1000
MEMORY IS COPIED FROM LOCATIONS 189 THROUGH $2 F F$
of the cf file and relocated to locations 1800
TO 11Fs OF THE MF file.
1004
DB - SET insflay base
FORMAT: DG BASE-1 (WHERE BASE-1 = 8, 18 OR 16)
function: the display base is set to octal, decimal,
OR HEXADECIMAL WHEN BASE-1 IS 8, 18, OR 16 ,
RESPECTIYELY.
EXAMPLES: D8 8
NUMERIC OUTPUT FROM THE DM COMMAND WILL BE DIS-
PLAYED IN OCTAL.

1885
bF - SET Display flag
FORMAT: DF FLAG-1 (WHEREFLAG-1 =1, 2, OR 3)
FUNCTION: MEMORY DUMPS WILL APPEAR IN NUMERIC, CHARACTER, OR BOTH UHEN FLAG-1 IS 1,2 , OR 3 , RESPECTIYELY. the default setting is 3.

EXAMPLES: DF 2
output from the dm command will be displaye in CHARACTER FORMAT ONLY.
1086
DM - DISPLAY MEMORY
FORMAT: DM FHA-1. UCT-1
FUACTION: WCT-1 WORDS OF MEMORY EEGINNING AT LOCATION FHA-1 ARE DISPLAYED. THE FORMAT OF THE DISPLAY IS determined gy the dF SUITCH. memory is dumped FROM THE "MF" FILE.

EXAMPLES: DM 100,20 DISPLAY 20 (HEXADECIMAL) WORDS OF MEMORY STARTING FROM LOCATION 1 B8.
1007
EX - NORMAL EXIT from mfgym system
FORMAT: EX
function: any updated information is saved. the wmen and "CF" Files are closed.

EXAMPLES: EX
the build yirtual session is terminated.
1008
hP - help
FORMAT: HF MESSAGECODE-1[ SWITCH-1]
fuhction: information about messagecode-i is printed. MESSAGECODE-1 HAS ONE OF THE FOLLOWING FORMS: NHNN UHERE NNNN IS A NUMBER FROM 1 TO 9999 CORRESPONDING TO ANY HELP MESSAGE
CMD WHERE CMD IS A BUILD VIRTUAL COMAAND all Where the word "all" requests that INFORMATION FOR aLL BUILD YIRTUAL COMMANDS BE PRINTED.
SWITCH-1 CONTROLS THE AMOUNT OF DETAIL TO be PRINTED AND HAS ONE OF THE FOLLOWING FORMS:

I PRINT INDEX OF MESSAGE ONLY T PRINT TEXT OF mESSAGE ONLY B PRINT BOTH THE INDEX and TEXT IF SUITCH-1 IS OMITTED, THEN OPTION I IS USED.

ENTER 'HP 4012 B' FOR INFORMATION ON THE SYNTAX USED IN THE HELF MESSAGES.

ENTER 'HP ALL I' FOR a LISt OF all build virtual commands.
IS - SET INPUT BASE
FORMAT IB BASE-1 (WHERE BASE-1 IS 2, 8, 10, OR 16)
FUNCTION: THE INPUT BASE IS SET TO BINARY, OCTAL, DECIMAL,
OR HEXADECIMAL UHEN BASE-1 IS 2, 8, 10 , OR 16,
RESFECTIYELY.
EXAMPLES: IB 8
THE INPUT BASE IS SET TO OCTAL. ALL NUMBERS
IN THE COMMANDS UILL EE INTERFRETED AS OCTAL
UNLESS THERE IS DIFFERENT BASE IMPLIED AS PART
OF THE BASE (IE., DM B, \$1B WILL DUMP 10 HEX-
ADECIMAL LOCATIONS).
1810
IM - INPUT MEMORY \{FROM ROM FILE〕
FOPMAT: IM FILENAME-1[,MAB-1]
FUICTION: MEMORY IS READ FROM A ROM FILE (CREATED BY THE
OM COMMAND $A$ AND STORED IN THE "MF* FILE.
MAB-1 IS A MEMORY ADDRESS BIAS AND IS OPTIONAL.
WHEN INCLUDED, IT IS ADDED TO THE ADORESS OF
EACH MCMORY LOCATION EEFORE THE DATA IS STORED.
EXAMPLES: IM BACKUP
MEMORY IS LOADED FROM THE ROM FILE "BACKUP" AND
IS STORED IN THE MF FILE.
IM BACKUP, 1000
MEMORY IS LOADED FROM THE ROM FILE "BACKUP" AND
IS STORED IN THE MF FILE AFTER RELOCATING EACH
WORD OF MEMORY 1600 LOCATIONS FORWARD.
IM BACKUP, OFFFE
BECAUSE OF THE WRAP-AROUND CHARACTERISTIC OF
MEMORY, EACH WORD OF MEMORY FROM THE ROM FILE
IS RELOCATED BACKHARD 2 LOCATIONS.
1011
LW - SET LAST WORD ADDRESS OF MEMORY
FORMAT: LW LWA-1
FUNCTION: THE LAST WORD OF MEMORY IS DEFINED TO BE LWA-1.
LWA-1 MUST SE A MULTIPLE OF 256-1 〈N*256-1〉 AND
IN THE RANGE 255-65535. ANY ADDITIONAL MEMORY
ADDED TO THE "MF* FILE IS PRESET TO ZERO.
EXAMPLES: LW 3FF
THE LAST HORD ADDRESS OF MEMORY IS DEFINED TO
BE HEXADECIMAL 3FF.
1012
MF - MALHINE FILE
FORMAT: MF FILENAME-1
FUNCTION: THE MF COMMANI LOADS FILE FILENAME-I INTO A WORK
AREA. THE CC, CF, DM, IM, LW, ML, MO, OM, RF,
SM, TI, AND UM COMMANDS ALL REQUIRE A MF FILE
TO BE LOADED PR SOURCE
EXAMPLES: MF MEMORY
THE MACHINE FILE "MEMORY" IS IDENTIFIED AS THE
MS FILE.
ML - MACRO LISTING
FORMAT: ML
FUNCTION: A DIRECTORY OF THE MACRO LIBRARY IN THE
MF FILE IS PRINTED.
EXAMPLES: ML
1014
MO - MACHINE ORGANIZATION
FORMAT: MO
FUICTION: THE CONFIGURATION OF THE "MF" FILE IS PRIMTED.
EXAMPLES: MO
1015
OM - OUTPUT MEMORY
FORMAT: OM FILENAME-1 (FWA-1, LWA-1[.RFWA-11)
[ (FWA-2, LUA-2[, RFWA-2])...]
FUNCTION: OUTPUTS THE SPECIFIED REGIONS OF MEMORY FROM THE
"MF" FILE INTO FILE FILENAME-1. FUA-1 IS THE
FIRST WORD ADDRESS AND LWA-1 IS THE LAST UORD
ADDRESS OF THE FIRST REGION. RFUA-I IS THE ROM
MEMORY FIRST HORD ADDRESS. IF PRESENT, MEMORY
IS RELOCATED TO THIS STARTING ADDRESS IN THE ROM
OUTPUT FILE.
ROM PAPER TAPE FORMAT
BYTE 1 - RECORD TYPE
SO - HEADER RECORD
SI - DATA RECORD
S9-END OF FILE RECORD
BYTE 2 - RECORD LENGTH IN BYTES (DOES NOT
INCLUDE BYTE 1)
BYTE 3 - UPFER BYTE OF MEMORY ADDRESS
BYTE 4 - LOUER BYTE OF MEMORY ADDRESS
LAST
BYTE - CHECKSUM OF BYTES. THE CHECKSUM +
THE SUM OF BYTES $=255$ (MODULO 256).
ALL BYTES BETUEEN BYTE 4 AND THE
CHECKSUM BYTE ARE DATA BYTES. THE
MEMORY ADDRESS OF THE FIRST DATA
BYTE IS IN BYTES 3 AND 4. SUCCESSIYE
DATA BYTES HAYE SUCCESSIVE MEMORY
ADDRESSES.
EXAMPLES: OM TOM(0, OFF)
MEMORY IS OUTPUT IN ROM PAPER TAPE FORMAT INTO
FILE "TOM". THE REGION OF MEMORY OUTPUT IS
LOCATIONS THROUGH FF.
0M DICK (180, 1FF,2000)
THE ADDRESSES FOR THE REGION OF MEMORY FROM
TIONS 100 THROUGH IFF ARE REASSIGNED TO LOCATIONS
2080 THROUGH 2BFF BEFORE BEING OUTPUT INTO ROM
FILE "DICK".
OM $\operatorname{HARRY}$ ( $0,2 F F)(300,4 F F, 608)$
TWO REGIONS OF MEMORY RRE OUPUT TO ROM FILE
"HARRY" ADDRESSES FOR THE SECOND REGION ARE
REASSIGNED TO LOCATIONS 680 THROUGH $7 F F$.

```
1016
    RF - RENAME FILE
    FORMAT: RF FILENAME-1
    FUNCTION: A DUPLICATE COPY OF THE "MF" FILE IS MADE AND IS
                        RENAMED FILENAME-1. THE OLD "MF" FILE AND ITS
                            FILENAME ARE SAYED.
EXAMPLES: RG NEUNAM
    A COPY OF THE MF FILE WAS MADE AND RENAMED *NEUNAM
1017
    SM - SET MEMORY
    FORMAT: SM FWA-1, VALUE-1[, YALUE-2,...J
    FUNETION: LOCATION FHA-1 IS SET TO YALUE-1, THE NEXT LOCA-
    TION IS SET TO YALUE-2, ETC.
    EXAMPLES: SM 10,1
                            THE CONTENTS OF LOCATION IO IS SET TO 1.
                            SM 20,1,2,3,4,5,6,7,8
                            THE CONTENTS OF LOCRTIONS 20 THROUGH 27 ARE SET
                            TO 1 THROUGH }8
1018
    TI - ENTER aMF" TITLE
    FORMAT: TI.
    FUNCTION: BUILD YIRTUAL UILL REQUEST A LINE DF TEXT BY
                            PRINTING: " ENTER TITLE TEXT".
                            ENTER ONE LINE OF TEXT AND A CARRIAGE RETURN.
                            BUILD YIRTUAL WILL CONTINUE TO REQUEST TEXT UNTIL
                    A BLANK LINE IS ENTERED OR THE LABEL BUFFER IS
                    FILLED. THE TITLE OR MACHINE FILE'S LABEL WILL BE
                            FRINTED EACH TIME THE FILE IS OPENED OR UHEN THE
                            "MO" COMMAND IS USED.
            EXAMPLES: TI.MO.
                            ENTER TITLE TEXT
                            THIS IS THE 1ST LINE OF THE TITLE
                            ENTER TITLE TEXT
                            THIS IS LINE 2 OF THE TITLE
                            enter titLe text
                            THE TITLE HILL BE ENTER AND THAN THE MEMORY
                            ORGANIZATION HILL BE FRINT.
1019
    UF - UNSAYE FILE
    FOPMAT: UF FILENAME-1L,FILENAME-2,...]
    FUNCTION: THE FILES WHOSE NAMES APPEAR IN THE FILENAME LIST
                            ARE DELETED FROM THE USER'S LIBRARY.
    EXAMPLES: UF PETE
                            MACHINE FILE *PETE* ID DELETED FROM USER
                    CATALOG.
                            UG FILE1,FILE2,FILE3
                            THE THREE FILES, FILE1, FILEZ, AND FILE3 fre
                            DELETED.
```

UM - UPDATE MACHINE FILE
FORMAT: UM
FUNCTION: THE MME" FILE IS UPDATED TO THE LATEST MPU STANDARDS. AN "OLD YERSION" ERROR MESSAGE UIL: INFORM THE USER UHEN TO UPBATE THE "MF" FILE.

EXAMPLES: UM
1985
MFSUM - BUILD YIRTUAL RELEASE 1.4

1) THE "UF" COMMAND UILL UNSAYE BOTH BINARY AND ASCII FILES.
2) THE "OM" COMMAND NO LONGER HANGS UP IF THE FILENAYE IS IS NOT INCLUDED IN THE COMMAND.
3) MULTIPLE LINES OF TEXT MAY BE ENTERED ON A "TI" COMMAND.
4) THE "IM" (INPUT MEMORY FROM ROM FILE) COMMAND ADDED.

1990
$* * *$ THIS IS A NEW RELEASE OF THE BUILD YIRTUAL. ***
FOR MORE INFORMATION LIST MESSAGE TEXT FOR 1998 IN "HELP*
EX: RUN HELP, TYPE-IN "T 1990" CARRIAGE RETURN

TO !. IST THE EHANGES TO THE NEW BUILD YIRTURL TYPE-IN THE FOLLO甘ING

1) LIST THE INDEX TO THE CHANGES.

TJRN OFF THE "T" (TEXT) TOGGLE AND TURN ON THE "I" (INDEX)
TJGGLE. THE TOGGLE'S STATUS WILL BE PRINTED EACH TIME IT
IS TYPED IN. EX: TYFE-IN "T T CR" (CR $\Rightarrow C A R R I A G E R E T U R N)$
HOW SET THE TOGGLES AND TYFE-IN "1980 TO 1989 CR"
THIS WILL LIST THE INDEXES OF THE RELEASES.
2) LIST THE INDEX AND TEXT OF THE CHANGES.

TJRN ON THE "I" AND "T" TOGGLES AND AND TYPE-IN
"1980 T0 1989 CR".
3) LIST AIL HELF MESSAGES UHICH HAVE CHANGED.

TIJRN ON THE "I" TOGGLE AND TURN OFF THE "T" TOGGLE THAN TYPE-IN "BE/11/74 TO 11/10/74 CR" THIS WILL LIST THE INDEX JF ALL THE MESSAGES IN HELP WHICH HAYE BEEN CYANGED or added to the message file.
4) TO EXIT HELP. TYPE-IN "EX CR".

3001
BC - BREAK POINT CLEAR

FOEMAT: $\quad B C$
FUNCTION: CLEARS ALL BREAK POINTS AND SETS THE BREAK POINT FLAG TO RESET.

FORMAT: $\quad$ BC ADR-1[, ADR-2, .. ]
FUNCTION: CLEARS ONLY THE BREAK POINTS SET AT MEMORY ADDRESSES ADR-1, ADR-2, ..

```
3002
    BD - DISPLAY BREAX POINTS
    FORMAT: BD
    FUNCTION: DISPLAY THE BREAK POINT FLAG (RESET, ALL OR
                                    STORE) AND ALL MEMORY ADDRESSES WHERE A BREAK
                                    P INT IS SET.
3003
    BP - SET GREAK POINTS FOR RERD AND STORE ALL.
    FORMAT: BP ADR-1[,ADR-2,...1
    FUNCTION: SET BREAK POINTS AT MEMORY ADDRESSES ADR-1,
    ADR-2,... THE SIMULATOR UILL STOF AND
    PRINT THE SELECTED REGISTERS WHENEVER A BREAK
    POINT LOCATION IS READ OR STORED INTO. BREAK
    POINTS MAY BE SET ON ANY EYTE OS MEMORY. THERE
    IS NO LIMIT ON THE NUMBER OF ERERK POINTS.
    FORMAT: BP
    FUNCTIJH: SET THE BREAK FOINT FLAG TO ALL MODES.
    FORMAT: NOBP OQ NBF
    FUNETIOU: SET THE BREAK POINT FLAG TO RESET. (GREAK
    FOINTS SET IN MEMORY ARE NOT CHANGED.?
3804
    BS - SEI EREAK FOINTS FOF STOFE ONLY
    FORMRT: ES ADK-1[,ADR-2,...]
    FUHETION: SET BREAK FOINTS AT MEMORY RIDRESSES AMR-1,
        ADR-2,... THE SIMULATOR UILL STOP AND PRINT
        THE SELEETEI REGISTERS UHENEYER A BREAK POIHT
        LOCATIOH IS STORED INTO.
    FORMAT: BS
    FUHCTION: SET THE BREAK POINT FLAG TO STORE MODE.
    FOPMAT: NOBS OR NBS
    FUNCTIOH: SET THE BREAK POIHT FLAG TO RESET. (BREAK
        FOINTS SET ON MEMORY ARE NOT CHANGED.)
3005
    D - IISPLGY REGISTERS
    FG&MAT: D
    FUACTION: THE CONTENTS OF THE REGISTERS SELECTED UITH THE
        SI COMAAND RRE DISFLRYED. NUMERICAL VALUES ARE
        IISPLAYED IN THE IISPLAY BASE SELECTED BY THE DB
        COMMAND.
3005
    18 - SET IISPLAY BASE
    FOSMAT: IE BASE-1 (HHERE BASE-1=8, 10 OR 16)
    FUHCTION: THE BISFLAY BASE IS SET TO OCTAL, DECIMAL,
        OF HEXADECIMAL UHEN BASE-1 IS 6, 10, OR 16,
        RESPEETIUELY
    EXAMPLES: DB E
        NUMERIC OUTPUT FROM THE DM COMMANI WILL BE DIS-
        PLGYED IN OCTAL.
```

```
    DF - SET DISPLAY FLAG
    FOPMAT: DF FLAG-1 (UHERE FLAG-1 = 1, 2, OR 3)
    FUNCTION: MEMORY DUMPS UILL APPEAR IN NUMERIC, CHARACTER,
    OR BOTH UHEN FLAG-1 IS 1, 2, OR 3, RESPECTIVELY.
    THE DEFAULT SETTING IS 3.
    EXAMPLES: DF 2
    QUTPUT FROM THE BH COMMAND UILL BE DISPLAYE IN
    CHARACTER FORHAT ONLY.
```

3008
DL - IISPLAY GAST INSTRUCTION
FQRMAT: DL
FUNCTION: IISPLAY THE LAST INSTRUCTION PREVIOUSLY EXECUTED.
3009
DM - DISPLAY MEMORY
FOSMAT: $\quad \mathrm{IK}$ FWR-1, WCT-1
FUNCTION: UCT-1 WORDS OF MEMORY BEGINNING AT LOCATION FUA-I
ARE DISFLAYED. THE FORMAT OF THE DISPLAY IS
DETERMINED BY THE DF SUITCH. MEMORY IS DUMPED
FROM THE "MF" FILE.
EXAMPLES: DM 100,20
DISFLAY 20 (HEXADECIMAL) WORDS OF MEMORY STARTING
FROK LOCATION 180.
3010
EX - EXIT
FOSMAT: EX
FUHCTION: EXIT FROM THE SIMULATOR AFTER SAVING THE STATUS
AS FOR THE SS CUMMAND, AND ALSO SAVING THE MACRO
LIERARY, AND ALL OF MEMORY INCLUDING THE CURRENT
MEMORY FAGES.
3011

```
HR - SET HEADER COUNT
    FORIAT: HR COUNT-1
    FUNCTION: PRINT THE REGISTER HEADER LINE EVERY COUNT-1
    LINES OF PRINT.
```

$H P-H E L F$
FORMAT: HP MESSAGECODE-1[ SHITCH-1J
FUNCTION: INFORMATION ABOUT NESSAGECODE-1 IS PRINTED. MESSAGECODE-1 HAS ONE OF THE FOLLOWING FORMS:

NNNN UHERE NNNN IS A NUMBER FROM 1 TO 9999 CORRESFONDING TO ANY HELF MESSAGE
CMD UHERE CMD IS A SIMULATOR COMMAND ALL WHERE THE WRD "ALL" REQUESTS THAT INFORMATION FOR RLL SIMULATOR COMMANDS BE PRINTEI.
SWITCH-I CONTROLS THE AHOUNT OF DETAIL TO BE PRINTED AND HAS ONE OF THE FOLLOWING FORMS: 1 PRINT INDEX OF MESSAGE ONLY $T$ PRINT TEXT OF MESSAGE ONLY $B$ PRINT BOTH THE INDEX AND TEXT
IF SUITCH-I IS OHITTED, THEN OPTION I IS USED.

ENTER 'HP 4012 B' FOR INFORMATION ON THE SYNTAX USED IN THE HELP MESSAGES.

ENTER 'HP ALL I' FOR A. LIST OF ALL SIMULATOR COMARNES.
3012
IE - SET IHFUT BASE
FORMAT IE EASE-1 (WHERE EASE-1 1S 2, 8, 10, OR 16)
FUNCTION: THE INPUT BASE IS SET TO BINARY, UCTAL, IECIMAL, OR HEXADECIMAL WHEN BASE-1 IS $2,8,10$, OR 16 , RESPECTIYELY.

EXAMPLES: IB 8
THE INOUT BASE IS SET TO OCTAL. ALL NUMBERS IN THE COMMANDS UILL BE INTERPRETED AS OCTAL UNLESS THERE IS DIFFERENT BASE IMFLIED AS PART OF THE BASE (IE., IM 0, \$10 WILL DUMP $10 \mathrm{HEX-}$ ADECIMAL LOCATIONS).
3014
IR - SET IHTERRUPT REQUEST
FOQMAT: IR FWA-I[,LWA-1]
FUNCTION: NO DOCUMENT AYBILABLE.
3015
LM - L.IST MACRO SWITCH
FORMAT: LM
FUNCTION: LIST EACH COMMAND BEFORE IT IS EXECUTED. ENTER THE NOLM COMMAND TO INHIBIT THE PRINTING OF ERCH COMMAND.
3816
MD - MACRO DELETE
FORMAT: MD MACRO-1[, MACRO-2,...]
FUNCTIOA: DELELTE MACROS MACRO-1, MACRO-2, .. FROM THE MACRO LIBRARY.

ML - MACRO LISTING
FO३MAT: ML
FUNCTIJH: A LISTING OF THE MACRO LIBRARY AND THE AYAILABLE STORAGE REMAINIHG FOR NEW MACROS IS PRINTED.
3018

MR - MACRO RESTORE
FORMAT: MR
FUNCTION: RESTORE THE MACRO LIBRARY UHICH UAS SAYED BY THE LAST MS OR EX COMMAND.

3019
MS - SASE MACRG LIERARY
FQRMAT: MS
FUACTION: THE CURRENT MACRO LIBRARY (AS IT APPEARS UHEN IISPLAYED WITH THE ML COMMAND) IS SAYED IN THE MACHINE FILE.
3020

OF - DEIETE 'ON' COMMANDS
FOFMAT: OF [CONDITION-1]
FUNCTION: 'ON' COMMANDS ARE REMOYED FROM THE 'ON' CJNDITION LIBRARY. IF THE CONDITIOH-I IS SPECIFIED, THEN ONLY THAT 'ON' COMMAND IS REMOVED. IF NO CONDITION IS SPECIFIED THEN RLL ON' CONDITIONS ARE REMOYED. SEE THE ' ON' COMMAND FOR CONDITION-1'S FORMAT.

EXAMPLES: OF
REMDYES ALL 'ON' COMMANDS FROM THE LIBRARY.
$O F, A=O F F$.
REMOVE ONLY THE 'ON' COMMAND WITH THE CONDITION $A=a F F$.
WILL BE DELETED.
3021
OL - LIST THE ON' CONDITION LIBRARY
FOQMAT: OL
FUNCTIJN: A LISTING OF THE ON CONDITION LIBRARY AND THE AYAILASLE STORAGE REMAINING FOR NEW'ON' COMMANDS WILL EE PRINTED.

FUNCTION: WHEN CONDITION-1 IS TRUE, THE CURRENT COMMAND LIHE IS TERMINATED. THE COMMAND COMMAND-I IS THEN EXECUTED. THE 'LK' COMMAND SHOULD BE ON SO THE COMMANDS ARE LISTED BEFORE THEY ARE EXECUTED.

CONDITION FORMAT: CODE-1 [OPERATION-1 YAULE-1] UHERE CODE-1 IS ANY OF THE FOLLOUING REGISTER CODES:
$X$ - INDEX REGISTER
A - RCCUMULATOR A
B - ACCUMULATOR B
S - STACK POINTER
T - TIME
OR FAULT CODES:
BP - BREAK POINT FAULT
MF - MEMORY FAULT
F - ALL OTHER FAULTS
OPERATION-1 IS OPTIONAL AND MAY BE ANY OF THE
FOLLOWING LOGICAL OPERTIONS:
= IF THE CODE EQUALS THE YAULE THE CONBITON IS TRUC AND THE COMMAND IS EXECUTEB.
$<$ IF THE CODE IS LESS THAN THE YAULE THE CONDITION IS TRUE AND THE COMMAND IS EXECUTED.
) IF THE CODE IS GREATER THAN THE YAULE THE CONDITION IS TRUE AND THE COMMAND IS EXECUTED.
YALUE-1 IS THE PARAMETER UHICH IS COMPARED TO CODE-1 AND IS INCLUDED IN THE CONDITION IF AND ONLY IF OPERATION-1 IS INCLUDED.

COMMAND-1 IS ANY COMMAND OR MARCO WITH OR WITHOUT PARAMETERS. ONLY ONE COMHAND CAN BE ENTERED. THE FIRST PERIOD TERMINATES THE COMMAND LINE.
ONLY ONE REGISTER 'ON' COMMAND MAY BE ENTERED AT A TIME, BUT MULTIPLE FAULTS MAY BE TESTED.

EXAMPLES: $\quad O N, A>O E 2, S A M, 1,2$.
ON THE A ACCUMULATOR GREATER THAN \$F2 (HEX) THE MACRO COMMAND'SAM' AN IT'S PARAMETERS UILL BE EXECUTED. (THE TRACE OR RUN WILL BE STOPPED)
$O N, B P=100, D M, 100,5$.
WHEN A BREAK POINT OCCURS AT LOCATION 180, THE TENTS OF MEHORY LOCATIONS 188 THRU 184 UILL BE DISPLAYED. THE TRACE OR RUN WILL BE STOPPED.

ON, BP, DM, 100,5
WHEN RNY BREAK POINT OCCURS, THE CONTENTS OF MEMORY LOCATIONS 100 THRU 184 UILL BE DISPLAYED. THE SIMULATOR UILL REQUEST A COMMAND.

```
PF - SIMULATE FOUER FAIL
```

    FORMAT: FF
    FUNCTION: SIMULATES POWER FAIL BY PUSHING THE REGISTERS
                                    ONTO THETSTACK AND LOADING THE POUER FAIL VECTOR
                                    (LAST UORD ADDRESS-3) INTO THE P REGISTER.
    FORMAT: PI[,L]
FUNCTION: NO DOCUKENT AYAILABLE.
3025
PO - SIMULATE POWER ON
FORHAT: PO
FUNCTION: SIMULATES THE POUER ON BY LOADING THE POWER ON YECTOR (LAST UORD ADDRESS-1) INTO THE P REGISTER AND LOADING RANDOH INFORHATION INTO THE OTHER REGISTERS.
3026
$R-R U N$
FOQMAT: R COUNT-1
FUNETION: RUN COUNT-I INSTRUCTIONS UITHOUT PRINTING, AND THEN PRINT THE REGISTERS SELECTED BY THE SR COMMAND. THE INPUT BASE OF COUNT-1 IS SET BY THE IB COMMAND.
3027
RC - REPEAT COMMAND
FORMAT: RC COUNT-1
FUNCTION: THE NEXT COMMAND IS EXECUTED COUNT-I TIMES. IF THE RC COMMAND IS THE LAST COMMAND IN A LINE, THEN THE FIRST COMMAND IN THE NEXT LINE WILL BE REPEATED COUNT-1 TIMES.
3028
RL - REPEAT LINE
FORMAT: RL COUNT-1
FUHCTIDN: THE REMAINING PORTION OF THE COMMAND LINE <TO THE RIGHT OF THE RL COMMAND I IS EXECUTED COUNT-1 TIMES. THE RL COMMAND WILL HAYE NO EFFECT IF IT IS THE LAST COMMAND IN THE LINE.
3029
RS - RESTORE SIMULATOR STATUS
FORMAT: RS
FUNCTION: RESTORE THE SIMULATOR STATUS SAVED WITH THE SS COMMAND.
3030

```
SD - SE!ECT DISPLAY REGISTERS
    FORMAT: SD REGISTER-1[REGISTER-2...]
    FUNCTION: REGISTERS REGISTER-1, REGISTER-2, ... ARE SELECT-
    ED TO BE DISPLAYED WHEN THE D, BL, R, AND T COM-
    MANDS ARE EXECUTED. REGISTER-1, REGISTER-2, ...
    CAN BE ANY OF THE FOLLOUING ONE CHARACTER CODES:
            I - INSTRUCTION ABDRESS
            O - OPERATOR MNEMONIC CODE
            E - EFFECTIYE ADDRESS
            P - PROGRAM COUNTER
            X - INDEX REGISTER
            G - ACCURULATOR A
            B - ACCUMULATOR B
            C - CONDITION CODES
            S - STACK POINTER
            T - TIME
```

```
    SM - SET MEMORY
    FORMAT: SM FWA-1, YALUE-1[, YALUE-2,...]
    FUNCTION: LOCATION FWA-1 IS SET TO YALUE-1, THE NEXT LOCA-
    TION IS SET TO YALUE-2, ETC.
    EXAMPLES: SM 10,1
    THE CONTENTS OF LOCATION 10 IS SET TO 1.
    SM 20,1,2,3,4,5,6,7,8
    THE CONTENTS OF LOCATIONS 2G THROUGH 2T ARE SET
    TO 1 THROUGH }8
```

3032
SR - SET REGISTER
FORMAT: SR REGISTER-1 YALUE-1[, REGISTER-2 YALUE-2,...]
FUNCTION: THE REGISTERS IN THE LIST ARE SET TO THEIR RE-
SPECTIVE YALUES. REGISTER-1, REGISTER-2, ... CAN
BE ANY OF THE FOLLOUING ONE CHARACTER CODES:
P - PROGRAM COUNTER
$X$ - IHDEX REGISTER
A - acCumulator a
B - ACCUMULATOR B
C - CONDITION CODES
S - STACK POINTER
T - TIME
3033
SS - SAYC SIMULATOR STATUS
FORMAT: SS
FUNCTION: SAYE THE SIMULATOR STATUS IN THE MEMORY FILE.
ALL REGISTER SETTINGS GND SELECTED OPTIONS ARE
SAYED. THE MACRO LIBRARY AND CURRENT MPU MEM-
ORY PAGES ARE HOT SAYED.
3034
TB - Trace branches
FORMAT: TB [COUNT-1]
FUNCATION: RUN COUNT-1 INSTRUCTIONS AND PRINT THE SEEECTED
REGISTERS AFTER EYERY BRANCH, JMP, JSR, BSR, RTI,
RTS, OR SUI INSTRUCTION IS EXECUTED. IF COUNT-1
IS OMITTED ONLY ONE INSTRUCTON IS EXECUTED. SEE
COMMANDS SD AND DB FOR SELECTING THE REGISTERS
DISPLAYED AND THE DISPLAY BASE
EXABPLES: TB 7
RUN 7 INSTRUCTIONS AND TRACE ANY BRANCHES FOUND
(PRINT THE SELECTED REGISTERS).
3835

T - TRACE INSTRUCTION EXECUTION
FORMAT: T COUNT-1
FUNCTION: COUNT-1 INSTRUCTIONS ARE TRACED. THE REGISTERS
THE EXECUTION OF EACH INSTRUCTION.

FOR MORE INFORMATION CONCERNING A GIYEN SUBJECT ENTER THE SUBJECT'S INDEX FOLLOUED BY A CARRIAGE RETURN.

INDEX SUSJECT
4011 HELP COMMANDS 4012 SYNTAX NOTATION CONYENTION 4013 MESSAGE FILE
4011
help commands
general: the help system oferates on a message file. the message FILE CONSISTS OF ENGLISH TYPE STATEMENTS DESIGNED TO ASSIST THE USER HITH MOTOROLA'S MPU SOFTHARE. THERE IS AN INDEX and a text part to each message. message creation dates and message humbers are assigned to the messages. the messages ARE FURTHER ORGANIZED INTO SYSTEM GROUPS. THERE ARE INDIYIDUAL GESSAGE GROUPS FOR ERRORS, FOR THE ASSEMBLER, BUILD YIRTUAL MACHINE, SIMULATOR, AND HELP SYSTEMS. A USER may access the messages by sfecifying a message number, a RANGE OF MESSAGE NUMBERS, A RANGE OF CREATION DATES, OR THE Entire message file. a mode can be entered uyere the range-OF-DATES AND PRINT-ALL-MESSAGES COMMANDS APPLY ONLY TO THE SELECTED GROUP (ERRORS, ASSEMBLER, BUILD YITUAL, SIMULATOR, OR HELP GROUPS). THREE TOGGLE COMAANDS SELECT/DESELECT THE PRINTING OF THE MESSAGE NUMBER-CREATION DATE, INDEX, AND text portions of each message.

PRINT MESSAGE COMMANDS

```
COMMAND: NUMBER-1
FUNCTION: PRINT MESSAGE NUMBER-1
COMMAND: NUMEER-1,NUMBER-2,NUMBER-3, .. 
FUNCTION: FRINT MESSAGES NUMBER-1, NUMBER-2, NUMBER-3 ...
COMMAND: NUMBER-1 TO NUMBER-2
FUNCTION: PRINT ALL MESSAGES FROM MESSAGE NUMBER NUMBER-1
    TO MESSAGE NUMBER NUMEER-2.
COMMAND: DATE-1
FUNCTION: PRINT ALL MESSAGES UHICH UERE ENTERED (CREATED)
    FROM DATE-1 UNTIL TODAY'S DATE. DATES ARE
    ENTERED IN THE FORMAT: MM/DD/YY UHERE MM IS THE
    MONTH, DD IS THE DAY, AND YY IS THE YEAR.
FORMAT: DATE-1 TO DATE-2
FUNCTION: PRINT aLL MESSAGES UHICH UERE ENTERED (CREATED)
    FROM DATE-1 TO DATE-2.
COMMAND: ALL
FUNCTION: PRIMT EYERY MESSAGE IN THE MESSAGE FILE OR EYERY
    COMMAND HAS PREYIOUSLY EXECUTED.
```

SELECT GROUP COMMANDS
COMMAND C
FUNCTION: SELECT THE ASSEMBLER'S MESSAGE GROUP.

COMMAND: B
FUNCTION: SELECT THE BUILD YIRTUAL MESSAGE'S GROUP.
COMMAND: E
FUNCTION: SELECT THE ERROR'S MESSAGE GROUP.

COMMAND: H
FUNCTION: SELECT THE HELP SYSTEM'S MESSAGE GROUP.

CONMAND: S
FUNCTION: SELECT THE SIMULATOR'S MESSAGE GROUP.

TOGGLE COMMANDS

COMMAND: I
FUNCTION: TOGGLE THE PRINT INDEX SUITCH (ON/OFF)

COMMAND: $\quad$ N
FUNCTION: TOGGLE THE PRINT MESSAGE NUMBER SUITCH (ON/OFF)

COMMAND: T
FUNCTION: TOGGLE THE PRINT TEXT SUITCH (ON/OFF)

COAMAND: P
FUNCTION: TOGGLE THE PAGING SHITCH (ON/OFF)
THE HELP MESSAGE WILL EE PRINTED ON ES LINES PER PAGE. 〈53 LINES OF TEXT〉.

## EXIT COAMAND

COMMAND: EX
FUNCTION: EXIT THE HELP SYSTEM.

HOTES: 1. MULTIPLE COMMANDS CAN BE ENTERED ON A SINGLE LINE BY SEPERATING THE COMMANDS UITH A SPACE.
2. A SIMILAR HELP STRUCTURE IS CURRENTLY AVAILABLE IN THE BUILD VIRTUAL MACHINE AND SIMMULATOR SYSTEMS USER INSTRUCTIONS FOR THESE HELP SYSTEMS ARE PROYIDED IN THE RESPECTIVE SYSTEM.


As the result of assembly, the original source program was converted into numerical machine language acceptable to the microprocessor. If the Assembler option "Memory" was chosen, the entire assembled program was saved by the timeshare computer and may now be used to create an output tape. This tape will not contain any of the source language, comments or Assembler directives provided by the Assembler listing. It will, however, contain all of the machine language instructions, addresses and data specified by the source program.

To create the output tape, the first step is to select and reformat the appropriate memory files. This is accomplished by using the Build Virtual Machine program on the timeshare service. The resulting reconfigured file is given a new name and saved. The next, and final step, is performed by requesting the timeshare computer to list the new file on a terminal that has the ability to punch or record a tape. The required BVM commands for generating the tape are repeated as Table 7-1.7-1 for review.

As an example of their use, the sequence for generating a tape using the Texas Instruments "Silent $700^{\prime \prime}$ terminal will be described.
(1) Access the host computer as described in Section 7-1.2.
(2) In response to the query '"Type Old or New', type "OLD".
(3) In response to the query "File Name", type the name of the present memory file.
(4) Call the Build Virtual Machine program by typing "RUN MPBVM."
(5) MPBVM answers with a message and then a question mark.
(6) Enter 'MF XYZ', where 'XYZ'' is the name of the memory file.
(7) In response to the next question mark, type "OM NEW (FA,LA)'" where 'NEW' ' is the name selected for a new memory file to be configured by BVM. "FA" means the first address in memory of the user's program, and "LA" means the last address. These addresses are entered in hexadecimal notation.
(8) When BVM again responds with a question mark, it means the new reconfigured file has been created.
(9) Next type "EX". This command causes the new file to be saved and then exits the BVM program.
(10) At this time, the terminal should be prepared for either printing or recording a tape of the new file.
(11) For the "SILENT 700", a tape cassette is inserted, rewound and loaded. The Record control is placed on-line, tape format control set to line, and keyboard and printer turned on if a printed-out check listing of the tape is desired.
(12) The user types "OLD NEW" where "NEW" is the name of the file that was created in Step 8.
(13) When the terminal prints "ready", type "LIST N H". This command will cause the file to be listed without a header when a carriage return is typed.

```
MF - MACHINE FILE
    FORMAT: MF FILENAME-1
    FINHETIDN: THE MF COMmAND LOADS FILE FILENAME-1 INTD A wDRK
    HREG. THE CC, EF, DM, IM, LW, ML, MD, OM, EF,
    SM, TI, FHD UM EOMMAMIS FLL REQUIRE A MF FILE
    TO EE LDADED FR SDURCE
    EXAMFLES: MF MEMDFY
    THE MHCHIHE FILE "mEmDRY" IS IDENTIFIEI fS THE
    MF FILE.
DM - ZUTPITT MEMDE''
FDRMAT: पM FILEMAME-1(FWA-1,LWA-1[,RFWA-1])
                            [(FWA-E,LWA-E[,FFWA-E])...]
FUHOTIDH: םUTFIITS THE SPECIFIED REGIDNS DF MEMDRY FROM THE
        "MF" FILE INTD FILE FILENAME-1. FWH-1 IS THE
    FIRST WORI GIDRESS AMD LWA-1 IS THE LAST WDRI
    GDDRESS DF THE FIFST REGIDN. RFWF-1 IS THE ROM
    MEMORY FIRST WDRD ANDRESS. IF FRESENT, MEMDRY
    IS RELDCATED TD THIS STARTIMG AIIRESS IN THE RDM
    ZUIFIIT FILE.
        RDM FAPER TAFE FDRMAT
    BYTE 1 - RECDRD T'TPE
        S0 - HEADER RECDRI
        S1 - IATA RECDRD
        S9 - EHII DF FILE RECDRII
```



```
        IHCLUDE E'TE 1)
    EYTE 3 - UPFER EYTE OF MEMDRY FDIRESS
    EYTE 4 - LDWER EYTE DF MEMDR'r ALIIRESS
    LAST
    E'TE - CHECKSUM DF E'YTES. THE CHECKSUM +
        THE SUM DF EYTES = 255 (MOIULD 256).
                                ALL EYTES BETWEEN BYTE 4 AND THE
                                CHECKSUM GYTE ARE INTA EYTES. THE
        MEMDRY GDDRESS OF THE FIRST IRTA
                                BYTE IS IN E'YTES 3 ANI 4. SUCCESSIVE
                dATA EyTES HAVE SuCLESSIVE MEmDRY
                GDDRESSES.
EXAMFLES: DM TOMCO, OFF)
    MEMORY IS GUTFUIT IN ROM FAFER TAFE FDRMAT INTD
    FILE "TDM". THE REGIDN DF MEMDR'Y GUITPUT IS
    LDCHTIDHS 0 THFDUIGH FF.
    GM DICK(100:IFF:2000)
    THE HDDRESSES FGR THE REGION OF MEMDRY FROM
    TIDHS 10U THROUGH 1FF RRE REASSIGNED TU LDCATIONS
    Z000 THFOUIGH EOFF BEFDRE EEINIG OUTPUT INTD FOM
    FILE "IIIK".
    OM HAREY(0,EFF)(300,4FF:600)
    TWO REGIDNS DF MEMDRY ARE DUFUT TD ROM FILE
    "HARRY'" ADDRESSES FOR THE SECDMI REGIDH ARE
    FEASSIGHEN TD LDCHTIDNS GOO THROUGH PFF.
```

(14) The terminal Record button is pressed and a carriage return is typed on the Keyboard.
(15) The program machine code will now be recorded on the tape. Simultaneously, if the printer is turned on, it is listed line by line on the terminal.

The resulting tape is suitably formatted either for ordering ROMs or for entry into an EXORciser for further debug and checkout with the system peripherals.

## 7-2 THE EXORCISER

The EXORciser (Figure 7-2-1) is a flexible test instrument based on actual M6800 hardware devices. Because of this it can be used as an extension of the system prototype for evaluating and improving hardware/software compatibility. It includes built-in diagnostic and utility programs that can be used to debug the prototype system.

In contrast to the Simulator, which is a software program, the EXORciser is primarily hardware. Programs under development can be run with the actual system peripheral hardware under real time conditions. This allows both the software and hardware to be modified as required to improve system operation.

A typical EXORciser configuration is shown in block diagram form in Figure 7-2-2.


FIGURE 7-2-1: The EXORciser


## 7-2.1 HARDWARE COMPONENTS

The EXORciser chassis fits conveniently on a table top or in a rack. Communication with the user is through a separate data terminal keyboard and printer. The EXORciser controls are on its front panel. The microprocessor, memory, input/output interface, and other additional system elements are contained on plug-in boards which connect to the system busses on the backplane when the boards are inserted.

The basic EXORciser contains three functional modules. Two of these are mounted on separate plug-in boards. They are:
(1) Microprocessor Module
(2) Debug Module

The third, contained in the housing, is the Baud Rate Module which interfaces to the communication terminal.
In addition to the housing, control panel, card cage, and the two modules mentioned above, the EXORciser also has a power supply with reserve for up to 14 plug-in boards. This means there are 12 slots available for additional boards to implement the system configuration, since the EXORciser control nucleus only occupies two.

## 7-2.1.1 Hardware Specifications

The basic M6800SDT EXORciser Assembly consists of:

## 1. Equipment Housing: (Includes Chassis, Power Supply, Card Cage for 14 cards, and Band Rate Module.)

## Chassis

Size: Tabletop:
Rackmount:
Weight:
$7^{\prime \prime} \times 171 / 2^{\prime \prime} \times 1914^{\prime \prime}$
$7^{\prime \prime} \times 17^{\prime \prime} \times 19^{\prime \prime}$
45 lbs. maximum

Module Compartment Front Panel Controls:

Rear Control

Accommodates fourteen $53 / 4^{\prime \prime} \times 93 / 4^{\prime \prime}$ modules
ON/OFF switch
ABORT pushbutton switch
RESTART pushbutton switch
Baud Rate Switch
(110-9600 Baud) 8 pos.

## Power Supply

AC Power Requirements:
DC Power Supplies:

Operating Environment:
Indicators (Front Panel):
$60 \mathrm{~Hz}, 120 \pm 10 \%$ VAC, 300 Watts
+5 VDC @ 15A
+12 VDC @ 2.5A
-12 VDC @ 1A
$0^{\circ} \mathrm{C}$ to $55^{\circ} \mathrm{C}$
RUN, ON/OFF, and Battery

## Baud Rate Module

- Communications Clock Circuit
- Twelve switch selectable baud rates from 110 to 9600
- TTY (20 milliamp) and/or RS232C


## 2. Microprocessor Module

- Complete microprocessor (MC6800)
- System crystal clock ( 1 MHz or external osc.)
- 8-Bit data word
- Bi-directional data bus
- 16-bit address bus
- 72 Instructions - variable length
- Seven addressing modes
- Variable length stack
- Real time interrupt capability
- Restart capability
- Non-Maskable interrupt
- Six internal registers - two accumulators, index register, program counter, stack pointer, condition code register
- $2 \mu \mathrm{sec}$ instruction cycle ( 1 MHz clock)
- Memory ready circuit for slow memories

This Card includes the MPU, and the necessary peripheral circuitry to provide the clock, powerfail/Restart and DMA functions. The clock circuit generates two phase signals for use by the MPU and the rest of the system. All Address, data, and control lines are equipped with bus drivers and brought out to the connector.

The DMA circuitry is utilized to transfer data to or from other devices at high speed and allows the use of memory units that operate at any speed up to the 1 MHz maximum.

## 3. DEBUG Module

## Hardware Features

- Stop-on-address comparison circuit
- Provision for executing one instruction at a time
- ABORT and RESTART pushbutton switches
- Address selectable scope trigger

Programmed Features (EXbug)

- Load (reads tape into RAM)
- Verify (compare tape with memory)
- Punch (outputs memory contents on tape)
- Print (prints memory contents on terminal)
- Search (searches tape for desired object program)
- Examine and/or change memory
- Set/reset breakpoints
- Set breakpoint loop count
- Display/change registers
- Trace n instructions
- Trace to address
- Search memory for bit pattern
- Calculate offset for branch instructions
- Hex-octal-decimal conversions


## 4. Table Top Cover Kit or Rack Mounting Kit

The table top version is designated as M6800SDT-T(0) and the Rack mounted version is designated as M6800SDT-R(0)

## Optional Items Include:

1. I/O Module (PIA's sold separately)
(Spec. 1810-103)
2. Static RAM Module $(2 \mathrm{~K} \times 8)$
(Spec. 1810-102)
3. Universal Wirewrap Module
(Spec. 1810-105)
4. Extender Module
(Spec. 1810-104)
5. Rack Mounting Kit
(Spec. 1810-106)
6. Table Top Cover Kit
(Spec. 1810-108)
Input/Output Module (optional)

- Four 8-bit peripheral data busses (TTL compatible)
- Each buss programmable for any input/output combination
- Wirewrap sockets for special interface circuits
- Eight individually controlled interrupt input lines - four usable as peripheral control lines
- Handshake control logic for input/output peripheral operation
- High impedance three-state and direct Darlington transistor drive peripheral lines
- Program controlled interrupt and interrupt mask capability
- Address select logic switchable to any memory location.


## Static RAM Module (optional)

- $2 \mathrm{~K} \times 8$ random access memory using $1 \mathrm{~K} \times 1$ RAMs
- Address select logic for each 1 K block assignment
- Expandable to 65 K
- RAM/ROM control per $1 \mathrm{~K} \times 8$ block of memory
- +5 VDC (only) operation
- No clocks required
- Compatible with Microprocessor Module
- $1 \mu \mathrm{sec}$ cycle time
- Interfaced via bus driver/receiver


## Universal Wirewrap Module

- Plug-in board to accommodate integrated circuit sockets
- Wirewrap pins for simple breadboarding of prototype designs


## Extender Module

- Plug-in board to extend another board for easy access to components.


## 7-2.2 SOFTWARE COMPONENTS

## 7-2.2.1 EXORciser Control

The EXORciser is controlled by EXbug, a diagnostic program which resides in 3072 bytes of ROM on the Debug board. This board also includes 256 bytes of RAM which the EXbug program uses to store interrupt addresses and variable parameters.

EXbug never has to be loaded into the EXOR ciser since it is permanently stored in ROM. The user's target program, however, must be loaded into the EXORciser's memory. EXbug performs this function along with several related ones.

After the tape holding the user's program (generated by the BVM program on the time share terminal), has been placed in position, EXbug is commanded to Search. When it locates the beginning of the program, it prints out an identification header. EXbug is then commanded to Load. This operation transfers the target program from tape into EXORciser memory. At this time, it is advisable to verify that the machine code of the tape has been corrected stored in memory. To do this, the tape is rewound to the beginning of the program, and EXbug is given the command, VERF. Each byte of memory is then compared with the corresponding byte on tape. Checksum errors are detected and printed out on the terminal. MAID, the debugging function of EXbug, may then be used to examine and alter memory or to trace, modify, or run the program.

After the program has been debugged or for an interim inspection, it may be desirable to print it or put it back on tape again. When given the command, PRNT, and the appropriate memory addresses, EXbug will output each stored byte to the terminal. To copy the program onto tape, the user first positions the tape and turns the recorder on. The EXbug command PNCH with the beginning and end memory addresses of the program, will then cause it to copied, byte by byte, from memory onto the tape.

## 7-2.2.2 MAID

The MAID (Motorola Active Interface Debug) routine of the EXORciser EXbug control program
enables the user to perform the following operations in debugging a program:

- Examine and change data in a memory location.
- Examine and change the data in the MPU program registers and counters.
- Calculate the offset in the relative addressing mode.
- Insert, display, and remove breakpoints in the program.
- Freerun or trace the target program under MAID control.
- Perform decimal-octal-hexadecimal conversions.
- Search memory for a bit pattern.

These operations are carried out when one or more of the MAID control commands are entered on the data terminal keyboard. With the exception of the decimal-octal-hexadecimal base conversions, numerical values or addresses associated with the commands must be entered in hexadecimal notation.

After executing a command, MAID prints out an asterisk to indicate it is ready for another one. If MAID can not perform the command, it indicates this by ringing the bell on the terminal. In either case, the asterisk signifies that EXbug is still running the MAID routine and another command may be entered. The MAID commands are summarized in Table 7-2.2.2-1.

## 7-2.3 MEMORY UTILIZATION

As shown on the memory map of Figure 7-2.3-1 the EXORciser has an addressing range of 65,536 bytes. Therefore, the highest address is 65,535 or hexadecimal FFFF. This address, and the one below it are reserved for the Restart subroutine of EXbug. The entire EXbug program is assigned the highest 4096 bytes of the addressing range. The three ROMs which contain permanent EXbug instructions have hexadecimal addresses F 000 to FC 00 . Addresses FF00 to FFFF are used for interrupt subroutines, to stack register contents, and to keep track of variable program parameters. The remaining EXbug addresses, FC00 to FF00, are assigned to devices within the system, such as the PIA's and ACIA's for input/output.

The target program is assigned to memory addresses between 0000 and F000. This is a range of 61,440 bytes of storage. Few systems require this large memory capacity, therefore, it can be allocated to minimize the number of address bits for unambiguous access, or to simplify microprocessor operations. As an example, suppose that the target program is to be stored in two 1024 byte ROMs. Each one has an addressing range of 400 hexadecimal. One ROM can be assigned addresses 4000 to 43 FF , and the other 4400 to 47 FF . Address lines left unconnected cause the respective bit to appear as a 0 . Therefore the first ROM address can be specified:

| bit | 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| value | 0 | 1 | 0 | 0 | 0 | 0 | X | X | X | X | X | X | X | X | X | X |

NOTE: X represents either a 1 or a 0
Address lines $10,11,12,13$, and 15 are left unconnected. For this address range Line 14 is always 1 , therefore it can be connected to a ROM chip select line. The remainder of the address is determined by bits 0 to 9 . Only address lines $0-9$ and 14 have to be tied to the microprocessor address buss in this case.

The second ROM would be connected the same way, except for line 10 , which should also be tied to a chip select line. A similar procedure can be used for the PIA'S, ACIA's, or other system components.

| MAID <br> Command | Description |
| :---: | :---: |
| n | Print the contents of memory location n and enable the EXORciser to change the contents of this memory location. |
| LF | Print the contents of the next sequential memory location and enable the EXORciser to change the contents of this memory location. (LF - Line Feed Character) |
| $\uparrow$ | Print the contents of the previous sequential memory location and enable the EXORciser to change the contents of this memory location. ( $\uparrow$ - up arrow character or SHIFT and N characters) |
| n;V | Set a breakpoint at memory location n . |
| \$V | Display the breakpoint memory locations. |
| n;P | Continue executing from the encounter breakpoint until this breakpoint is encountered n times. |
| n; U | Remove the breakpoint at memory location n . |
| ;U | Remove all the breakpoints. |
| n; W | Search for the n bit pattern. |
| \$M | Display the search mask. |
| ;G | Executes the user program starting at the auto restart memory location. |
| n;G | Execute user program starting at memory location n . |
| \$R | Display/change the user program registers. |
| ;P | Continue executing from the current program counter setting. |
| CR | (Carriage Return) Close open address and accept next command. |
| ; | Disable stop-on-address interrupt, leaving stop address at location previously set. |
| ;T | Discontinue trace mode. |
| \#n | Convert the decimal number n to its hexadecimal equivalent. |
| \#n \$ n | Convert the hexadecimal number n to its decimal equivalent. |
| \# @ n | Convert the octal number n to its hexadecimal equivalent. |
| n;O | Calculate the address offset (for relative addressing mode instructions). |
| \$T | Set the trace mode. |
| ;N | Trace one instruction. |
| N | Trace one instruction. |
| $n ; N$ | Trace n instructions. |
| \$S | Display/set the stop-on-address compare. |



FIGURE 7-2.3-1: Memory Map and Addressing

Microprocessor operations are more efficient if a fewer number of bytes, and processor cycles, are needed to access memory. Those locations which are the object of frequent Load and Store instructions, within the user's program, should be assigned an address in the range 00 to FF. They can then be defined by a single byte of machine code, rather than two. This permits the Assembler to use direct addressing instead of extended for the relevant memory access instructions. This can result in a saving in memory size and cycle time of up to $33 \%$.

EXbug assumes that the average target program may be contained within half of the maximum range of the EXORciser memory. For this reason EXbug expects address 83FF to be the top of the target memory range, and looks for the user specified interrupt subroutine pointers in bytes 83 F 8 to 83 FF when initialized. These pointers are then transferred to locations FFF8 to FFFF in EXbug's memory. If the user prefers a different top of memory location for the interrupt pointers, however, the alternate preferred top of memory location may be entered into EXbug address FF00, using the memory change command of MAID. After the interrupt pointers have been placed in the preferred locations, they are transferred to EXbug's memory when the user presses the ABORT button.

In order to allow for program expansion within memory, it is recommended that the program initially be placed in the approximate middle of the addressing range. This would be address 8000 to 83 FF if less than 1024 bytes, 7 C 00 to 83 FF for a 2048 byte program, 7400 to 83 FF for 4096 bytes, 7 C 00 to 83 FF for a 2048 byte program, 7400 to 83 FF for 4096 bytes, etc. In this manner, the program instructions are expanded downward in memory. At the same time, the scratch pad and stack area, in the bottom 256 bytes may be expanded upward.

## 7-2.4 HARDWARE OPERATIONS AND CONTROLS

## 7-2.4.1 Combined Hardware/Software

Many of the EXORciser features are entirely implemented by software routines, but a number of them also utilize hardware to achieve the desired results. One of the special hardware circuits included on the DEBUG card generates a "Psuedo Powerfail" interrupt. The $\overline{\mathrm{NMI}}$ and $\overline{\mathrm{RES}}$ (Restart) inputs to the Microprocessor are switched OFF and then ON again after a short delay. The Microprocessor then performs the "power down' and 'Restart'" functions even though the system power has remained on at all times. Other hardware/software features are:
(a) Trace (or Run) one instruction
(b) Multiple loop breakpoint
(c) Stop-on-address

## Run-One-Instruction

When the command to "trace" (\$T) or "run"' one (or more) instructions is entered ( $\mathrm{n} ; \mathrm{N}$ ), the hardware cycle counter is enabled and an RTI instruction is executed. This utilizes 12 clock cycles to move the contents of pseudo registers established on the stack into the internal registers of the MPU Unit. The instruction addressed by the $P$ counter (just loaded) is started but since the hardware cycle counter was preset to 13 , a pseudo powerfail interrupt is initiated after the 1st cycle. The MPU completes the instruction in progress,
whether it is one, two, or three bytes and then enters a normal 'Restart'" routine by fetching the Restart routine's address from the top two bytes of memory. These bytes are always reserved for this purpose. (When the EXORciser was first turned ON, the EXbug program preset its own entry address into those top locations.) As a result, when a pseudo powerfail occurs, the program stops running after completing the current instruction, and returns to EXbug. EXbug's "Restart" routine stores the contents of all internal registers in memory and prints them out on the terminal. The system then waits for the next command.

## Multiple Loop Breakpoint

The Breakpoint routine utilizes the "Run-one-instruction" routines; therefore, whenever the second breakpoint is tested (by entering $\mathrm{n} ; \mathrm{P}$ ) it will also depend on the hardware counter to interrupt the system.

## Stop-On-Address

This is another of the combination Hardware/Software features. It is called by typing the command \$S, which then transmits the desired address to the comparators in the DEbug card. Whenever the selected address appears on the address bus, a Psuedo Powerfail interrupt is started. On completion of the instruction at that address, the program enters the EXbug routine to save the internal registers on the stack and display them (on the printer). The program counter is displayed, and this identifies the program location which activated the Stop-On-Address compare. The system then waits for another command.

## 7-2.4.2 ABORT Button Circuit

One of the unique features of the EXORciser is the ABORT circuit. It operates similarly to the other Pseudo Powerfail functions except it is manually activated. When a typical program is being tested, and it 'runs away", or locks-up in a loop, (which occasionally happens with an untried program), the ABORT button should be pressed. This causes a printout on the TTY which identifies the location ( P counter) and all other internal register contents (so the diagnosis of the cause can be determined). The system then waits for the next command. The recovery occurs in this case without reinitialization so that prior work is not destroyed.

## 7-2.4.3 RESTART Button Circuit

Occasionally, when a program "runs away" (due to improper instructions), it destroys some of the preset data in various places throughout memory. If this included EXbug stack contents, the ABORT button could not restore operation in EXbug. If this occurs, the "RESTART" button must be used to reinitialize the system in the same way as initial Turn-On or a true power failure. It is not the same, however, because any program already in RAM will not be lost by use of the RESTART button.

## 7-2.4.4 VMA Inhibit Decoder

A requirement of the technique of utilizing EXbug routines, at addresses above the users program in memory, is that the users program must be inhibited whenever interrupts are serviced or EXbug routines are entered. Since a user's program might not be fully decoded (and need not be) it could respond along with EXbug. To prevent this, a decoder circuit is included in the Debug card which inhibits VMA to the users program whenever an address in EXbug is encountered.

## 7-2.4.5 Asynchronous Communications Interface

The EXORciser utilizes an ASR33 Teletype ${ }^{1}$ (or equivalent) for the user to communicate with the system. It provides the means to enter commands, load data via the tape reader, punch (or record) data from memory, or to display the status or data for examination.

An interface is provided which uses duplex serial data in ASCII format. Either 20 milliamperes neutral circuitry or RS232C is accommodated. Also a switchable baud rate is available (from 110 to 9600 baud) to work with a variety of terminals. This circuitry is implemented on a separate card located in the rear of the EXORciser chassis. The RS232C interface and the variable baud rates make it possible to use a number of teletype substitutes but the TI 733 ASR/KSR ${ }^{2}$ is particularly recommended. The EXbug program accommodates 30 baud printers and 1200 baud transfer rates for recording and playback of cassettes. The 12 times improvement in program loading or recording speed plus the much reduced noise level, makes a dramatic difference in efficiency of EXORciser operations.

## 7-2.4.6 Scope SYNC

A connector is installed on the DEBUG card and 4 thumbwheel switches are provided on the DEBUG card to implement a Scope SYNC feature. The switches can be adjusted to correspond to any address in the range 0 to 65 K . When peripheral interface circuitry is being debugged, it is frequently very helpful to examine the signals on the control leads for that peripheral while triggering the scope at a particular time in the input or output cycle. By setting the thumbwheels to correspond to a specific address in the peripheral service routine, and by causing the program to loop through that routine if necessary, a careful study of the signals can be made.

## 7-2.5 INTERRUPTS

The MPU reserves two bytes at the top of memory for each of four interrupt vectors. Each two byte vector contains the starting address of the subroutine to be used when the corresponding interrupt occurs. The MPU always completes its current instruction before recognizing an interrupt. Then, automatically, without programmed instructions, it transfers the contents of its registers, program location and status to the memory stack and carries out the subroutine. At the conclusion of the subroutine, a RTI instruction restores the stacked information to the MPU.

Three of the four interrupts are used by the EXORciser for internal control, but can be exploited for additional system functions providing that these do not conflict with EXbug. They are: (1) $\overline{\mathrm{NMI}}$, (2) $\overline{\text { Reset }}$, (3) SWI. The fourth one, the Hardware interrupt, is intended for use with the prototype interface. These interrupts are described below.

## 7-2:5.1 $\overline{\text { NMI }}$

The Non-Maskable-Interrupt is best used to signal when urgent control operations are to be performed independently of the program. For this reason, it is often used to detect imminent power failure conditions. The EXORciser also reacts to certain user commands by means of this interrupt:

[^16](1) MAID commands to run through a breakpoint or trace the target program, as follows:
$\mathrm{n} ; \mathrm{G}$ (commence program execution at address n )
;G (commence program execution at Restart address)
; N (run one instruction)
N (run one instruction)
n ; N (run n instructions)
\$T (run instructions until select address reached)
;P (proceed from current instruction)
$\mathrm{n} ; \mathrm{P}$ (proceed from current instruction through breakpoint n times)
(2) STOP-ON-ADDRESS COMPARE (\$S) also uses the $\overline{\text { NMI }}$ interrupt, although it does not involve breakpoints or tracing. It is obtained by means of a hardware comparator on the EXORciser DEbug Module.
(3) ABORT sets the $\overline{\mathrm{NMI}}$ interrupt when the front panel button is pressed. Program control is returned to EXbug.
$\overline{\mathrm{NMI}}$ always causes the MPU registers to be printed. The memory addresses for the $\overline{\text { NMI }}$ vector are bytes FFFC and FFFD.

## 7-2.5.2 $\overline{\text { RESET }}$

This interrupt occurs when the EXORciser is first turned on, or if the front panel RESTART button is pressed. EXbug is reinitialized and the EXORciser's internal I/O interfaces are set with starting parameters. These control the baud rate of the attached data terminal and Debug Module hardware. The Reset subroutine is also performed if the $\overline{\mathrm{NMI}}$ interrupt is set by a power failure. The interrupt vector for the Reset subroutine is at memory addresses FFFE and FFFF.

If program control is lost and the ABORT button does not return it to EXbug, the RESTART button should be pressed to reinitialize the EXORciser. MAID may then be called to check that the user's program has not been altered.

## 7-2.5.3 SWI

The software interrupt is generated by a program instruction, and as such, is not maskable. As in the case of all other interrupts, however, the MPU is automatically masked while the interrupt subroutine is being performed. If desired, the user may deliberately defeat this mechanism by putting a Clear Interrupt Mask instruction (CLI) in the interrupt subroutine. The SWI vector is at locations FFFA and FFFB. The EXORciser uses this interrupt in MAID to execute breakpoints that have been set in the program. The breakpoint target instruction is temporarily replaced by an SWI instruction. This switches control to EXbug when the breakpoint is encountered, and the MPU registers are printed out. Other uses of SWI are to simulate interrupt-driven synchronous I/O operations, or to insert entire display, data retrieval or test subroutines into a predefined program without having to change more than a single instruction byte.

## 7-2.5.4 Hardware Interrupt

Unless the MPU actively scans the status of I/O devices attached to the system, it depends on this interrupt to signal peripheral conditions. Like user designed equipment that must perform peripheral functions
most efficiently, the EXORciser interfaces to the MPU with PIA and ACIA chips. These programmable devices can be set to provide essential control signals, while buffering data and interrupts to the MPU. In order to expand EXORciser control to the prototype peripherals, the user connects additional PIA's or ACIA's into the system to act as the interface. The chip and register select lines of the PIA's or ACIA's are tied to appropriate bits of the address buss, corresponding to the addresses to be used in the prototype equipment. The MPU data buss is directly connected to the PIA's or ACIA's. If the prototype hardware was constructed on an EXORciser type plug-in board, all of these connections are made simultaneously when the board is inserted into the EXORciser, since the EXORciser backplane ties all board sockets into the MPU busses and control lines. Under ordinary circumstances, the PIA or ACIA interrupt lines are wire-ored to the MPU. The interrupt signal is not ambiguous, however, since any or all of the interrupts can be selectively inhibited by the MPU.

For "instant" interfacing and least prototype development time, it is recommended that the EXORciser I/O Module be used. This optional printed circuit plug-in board can be ordered with the EXORciser. It allows the user to quickly set the PIA register addresses and, by means of screwdriver adjustable switches, connect two peripheral data busses to each one of its two PIA's. Additional circuitry in the form of integrated circuits in 14,16 or 24 pin wire-wrap sockets may also be added.

Interrupts from the user's equipment to the PIA or ACIA are latched and held until the MPU dismisses them. Depending on their urgency, the target program may react immediately, or when it has reached a particular instruction. This is possible because the MPU can mask all interrupts or enable only particular PIA sections. In any case, when the interrupt is recognized the MPU automatically stacks its registers and status. It next fetches the subroutine pointer from locations FFF8 and FFF9. The interrupt subroutine is then performed, and an RTS instruction returns the MPU to its central program. If this was the MAID routine of EXbug, control commands previously entered by the user will be carried out during and after the interrupt subroutine.

Care must be taken to avoid using the MAID Trace command when an interrupt is anticipated. If this occurs, EXbug may lose control of the EXORciser. This effect is due to the MPU receiving the $\overline{\text { NMI }}$ and hardware interrupts simultaneously, each of which have a separate subroutine pointer address. The RESTART button must then be pressed to reinitialize the EXORciser. One method to avoid tracing through an interrupt is to set breakpoints around it and then use the program run $(; \mathrm{P})$ to go from the first breakpoint to the second. The first breakpoint is set into the program just before the interrupt mask is cleared or when a PIA input is expected. The second is placed in the top of the interrupt subroutine. The program run command will then carry the system through the interrupt into the subroutine without tracing intermediate instructions. After the second breakpoint is encountered, tracing may be resumed through an RTI instruction at the end of the subroutine.

A frequently used technique for dealing with multiple wire-ored hardware interrupts is for the interrupt subroutine to scan each of the interrupt generating PIA's or ACIA's. They may be assigned relative priorities by the program, and if their interrupt flags are set, appropriate instructions executed according to the priority sequence.

## 7-2.6 TEST SIGNALS

System address, data and control signals are readily available for observation since the EXORciser backplane (see Figure 7-2.6-1) distributes them to all the board connectors. An extender board may be plugged into an empty connector, or used to lift an operating board above the chassis. To observe a signal, oscilloscope probes can then be placed on the appropriate board connector pin or to a wirewrap pin on the board. The following signals are common to all EXORciser boards:

| Component Side |  | Circuit |  | Component Side |  | Circuit |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pin Number | Function | Side | Function | Pin Number | Function | Side | Function |
| A | $+5 \mathrm{VDC}$ | 1 | $+5 \mathrm{VDC}$ | $\overline{\mathrm{A}}$ |  | 23 |  |
| B | $+5 \mathrm{VDC}$ | 2 | +5VDC | $\bar{B}$ |  | 24 |  |
| C | $+5 \mathrm{VDC}$ | 3 | +5VDC | $\overline{\mathrm{C}}$ |  | 25 |  |
| D | $\overline{\text { IRQ }}$ | 4 | Go/HALT | $\overline{\mathrm{D}}$ |  | 26 |  |
| E | $\overline{\text { NMI }}$ | 5 | $\overline{\text { RESET }}$ | $\overline{\mathrm{E}}$ |  | 27 |  |
| F | VMA | 6 | R/W | $\overline{\mathrm{F}}$ |  | 28 |  |
| H | GND | 7 | 01 | $\overline{\mathrm{H}}$ | D3 | 29 | $\overline{\text { D1 }}$ |
| J | 02 | 8 | GND | J | $\overline{\text { D7 }}$ | 30 | $\overline{\mathrm{D} 5}$ |
| K | GND | 9 | GND | $\overline{\mathrm{K}}$ | $\overline{\mathrm{D} 2}$ | 31 | $\overline{\mathrm{D} 0}$ |
| L | Memory Clock | 10 | VUA | $\bar{L}$ | $\overline{\mathrm{D} 6}$ | 32 | $\overline{\mathrm{D} 4}$ |
| M | -12VDC | 11 | -12VDC | $\bar{M}$ | A14 | 33 | A15 |
| N | TSC | 12 | Ref. Req. | $\overline{\mathrm{N}}$ | A13 | 34 | A12 |
| P | B.A. | 13 | Ref. Gnt. | $\overline{\mathrm{P}}$ | A10 | 35 | A11 |
| R | Memory Ready | 14 |  | $\overline{\mathrm{R}}$ | A9 | 36 | A8 |
| S | Refresh Clock | 15 |  | $\overline{\mathrm{S}}$ | A6 | 37 | A7 |
| T | +12VDC | 16 | $+12 \mathrm{VDC}$ | $\overline{\mathrm{T}}$ | A5 | 38 | A4 |
| U |  | 17 |  | $\overline{\mathrm{U}}$ | A2 | 39 | A3 |
| V |  | 18 |  | $\overline{\mathrm{V}}$ | A1 | 40 | A0 |
| W |  | 19 |  | $\overline{\mathrm{w}}$ | GND | 41 | GND |
| X |  | 20 |  | $\overline{\mathrm{X}}$ | GND | 42 | GND |
| Y |  | 21 |  | $\overline{\mathrm{Y}}$ | GND | 43 | GND |
| Z |  | 22 |  |  |  |  |  |

FIGURE 7-2.6-1 Exorciser Backplane Connections for all Boards

BI-DIRECTIONAL DATA LINES ( $\overline{\mathrm{D} 0}-\overline{\mathrm{D} .7}$ ) - The bi-directional data lines D0 through D7 permit the transfer of data between the EXORciser MPU and other modules. The data bus output drivers are three-state devices that remain in the high impedance (off) state except when the MPU performs a memory write operation.
ADDRESS BUS (A0-A15) - The sixteen address bus lines are inputs to the bus receiver and select the memory location to be accessed (write into or read from) by the EXORciser MPU.
NON-MASKABLE INTERRUPT ( $\overline{\mathrm{NMI}}$ ) - This TTL output requests that the EXORciser MPU performs a non-maskable interrupt sequence. As with the Interrupt Request Signal, the processor will complete the current instruction that is being executed before it recognizes the $\overline{\mathrm{NMI}}$ signal. The interrupt mask bit in the Condition Code Register has no effect on $\overline{\text { NMI }}$.

The Index Register, Program Counter, Accumulators, and Condition Code Register are stored away on the stack. At the end of the cycle, a 16-bit address will be loaded that points to a vectoring address which is located in memory locations FFFC and FFFD. An address loaded at these locations causes the MPU to branch to a non-maskable interrupt routine in memory.
VALID USERS ADDRESS (VUA) - This output when true indicates to the other Modules that there is a valid address on the bus and the EXORciser is not addressing an EXbug routine. It is capable of sinking 20 ma. and the voltage levels are TTL compatible.
PHASE 1 CLOCK $(\phi 1)$ - The $\phi 1$ clock is the first phase of the non-overlapping clock signals.
PHASE 2 CLOCK ( $\phi 2$ ) - The $\phi 2$ clock is the second phase of the non-overlapping clock signals.
READ/WRITE SIGNAL (R/W) - This is generated by the EXORciser MPU and determines whether the MPU is to read (high) data from or write (low) data into other modules or devices. The normal standby state of this signal is read (high). Three-State Control going high will cause Read/Write to go into the off (high impedance) state. Also, when the MPU is halted, $\mathrm{R} / \mathrm{W}$ will be in the off state.
VALID MEMORY ADDRESS (VMA) - This input when true indicates to the DEBUG Module that there is a valid address on the address bus. This signal is not used by other modules in the EXORciser. See VUA.
$\overline{\operatorname{RESET}}$ (also called MASTER RESET) - The $\overline{\text { RESET TTL compatible output, when low, resets the PIA }}$ circuits on the I/O Modules and when high restarts the MPU. This line goes low each time the EXORciser RESTART switch is actuated or when power is first applied to the EXORciser.
GO/HALT (G/H) - The GO/HALT line is pulled up to 5 volts by the circuitry on the DEBUG card. This TTL " 1 " is the Go condition for the MPU Module. The user can control this line through the bus if desired. When this input is in the high state, the machine will fetch the instruction addressed by the program counter and start execution. When it is low, all activity in the MPU will be halted. This input is level sensitive. In the halt mode, the MPU will stop at the end of an instruction, Bus Available will be at a one level, Valid Memory Address will be at a zero, and all other three-state lines will be in the three-state mode.

The halt line must go low with the leading edge of phase one to insure single instruction operation. If the halt line does not go low with the leading edge of phase one, one or two instruction operations may result, depending on when the halt line goes low relative to the phasing of the clock.
THREE-STATE CONTROL (TSC) - This input causes all of the address lines and the Read/Write line to go into the off or high impedance state. The Valid Memory address and Bus Available signals will be forced low. The data bus is not affected by TSC and has its own enable, (Data Bus Enable). In DMA
applications, the Three-State Control line should be brought high on the leading edge of the Phase One Clock. The $\phi 1$ clock must be held in the high state for this function to operate properly. The address bus will then be available for other devices to directly address memory. Since the MPU is a dynamic device, it must be refreshed periodically or destruction of data will occur in the MPU.
INTERRUPT REQUEST ( $\overline{\mathrm{IRQ}}$ ) - This input requests that an interrupt sequence be generated within the MPU. The processor will wait until it completes the current instruction that is being executed before it recognizes the request. At that time, if the interrupt mask bit in the Condition Code Register is not set (interrupt masked), the MPU will begin an interrupt sequence. The Index Register, Program Counter, Accumulators, and Condition Code Register are stored away on the stack. Next the MPU will respond to the interrupt request by setting the interrupt mask bit high so that no further interrupts may occur. At the end of the cycle, a 16-bit address will be loaded that points to a vectoring address which is located in memory locations FFF8 and FFF9. An address loaded at these locations causes the MPU to branch to an interrupt routine in memory.

The Go/Halt line must be in the Go (high) state for interrupts to be recognized. If it is in the Halt (low) state, the MPU will be halted and interrupts will have no effect.
BUS AVAILABLE (BA) - The Bus Available signal will normally be in the low state; when activated, it will go to the high state indicating that the microprocessor has stopped and that the address bus is available. This will occur if the $\mathrm{Go} / \mathrm{Halt}$ line is in the Halt (low) state or the processor is in the WAIT state as a result of the execution of a WAIT instruction. At such time, all three-state output drivers will go to their off state and other outputs to their normally inactive level. The processor is removed from the WAIT state by the occurrence of a maskable or non-maskable interrupt.
MEMORY CLOCK - This clock signal provides basic timing for the optional 8K memory boards, DMA if used, and memory refresh cycles. It is synchronized with $\phi 2$ of the MPU clock.
REFRESH CLOCK - This clock determines the frequency of MPU and dynamic memory refresh cycles.
$\overline{\text { REFRESH }} \overline{\text { REQUEST }}$ - This signal indicates when the MPU and dynamic memory should be refreshed.
REFRESH GRANT - This signal acknowledges the Refresh Request, when an MPU clock cycle has been stolen to refresh the MPU and/or dynamic memory.
MEMORY READY - This signal is used when interfacing slow memories (TACC $>575$ nanosec.). If this signal is brought low, it will stretch the high portion of $\phi 2$ of all clocks.
+5 VOLTS - This voltage is available to all EXORciser boards. Total load should not exceed 15 amps
+15 VOLTS - This voltage is available to all EXORciser boards. Total load should not exceed 2.5 amps .
-12 VOLTS - This voltage is available to all EXORciser boards. Total load should not exceed 1.0 amp .
GROUND - Common electrical reference point for all EXORciser voltages, signals and chassis. When grounding an oscilloscope, or connecting external circuitry, care must be taken to avoid noise pickup at the ground point. There are ten separate grounds on the EXORciser backplane, tied together at a single point, that can be selected for minimum noise on a particular signal line.

All the card slots in the EXORciser housing are wired in parallel so any card could be inserted in any slot. However, the I/O and Universal Wirewrap cards require $1 \frac{1}{4}$ inches between slots while the MPU RAM and Debug Modules (which are standard PC construction) require only $5 / 8$ ', The slots are arranged so that the 6 in the center are $5 / 8$ ' apart while the 4 on each side are spaced $1^{1 / 4}{ }^{\prime \prime}$.

The M6800 Microprocessor Family utilizes an Address and Data Bus structure to interconnect all units and uses the technique of treating all peripherals as memory. Address decoding
is thus provided for each I/O channel. Output from or input to a peripheral via the Microprocessor Bus is achieved by "Storing to" or "Loading from"' a specific address which has been assigned to the PIA's or ACIA's.

In the EXORciser, each Module has MC8T26 Bus Driver/Receivers incorporated so that an almost unlimited number of memory or I/O Modules can be used. Also each memory or I/O Module is equipped with address decoding which utilizes hexadecimally marked, screwdriver adjustable switches to provide instant address assignment for rapid system assembly.

## Special Signals

The following signals are not bussed to all boards, but provide essential timing for an individual module or device:
MPU Module Only:
DATA BUS ENABLE (DBE) - This input is the three-state control signal for the MPU data bus and will enable the bus drivers when in the high state. This input is TTL compatible; however in normal operation, it should be driven by the phase two clock. During an MPU read cycle, the data bus drivers will be disabled internally. When it is desired that another device control the data bus such as in Direct Memory Access (DMA) applications, DBE should be held low.

## FRONT PANEL

RUN - The RUN signal is present whenever the MPU is executing in user memory ( 0 to 60 K ).
ABORT (Two Lines) - These two inputs are connected to a cross-coupled TTL anti-bounce circuit so that one line is normally low and the other high. The EXORciser ABORT switch is SPDT and connected so that the grounded side is transferred to the other line when the button is pressed. The output of this circuit is used to activate $\overline{\text { NMI }}$.
RESTART (Two Lines) - These two inputs are connected to a cross-coupled TTL anti-bounce circuit so that one line is normally low and one high. The EXORciser RESTART switch is SPDT and connected so that the grounded side is transferred to the other line when the button is pressed. The output of this circuit is the RESET signal.

Baud Rate Module:
READER ON - This signal is the output of a TTLF/F in series with 510 ohms and is applied to the Baud Rate Module and used to control the reader of a modified teletypewriter. This line provides approximately 5 ma . to drive the diode in the optical coupler.
TTY SERIAL OUT - This signal is the output of a TTL inverter with a series 510 ohm resistor. It is intended to drive the diode of an optical coupler on the Baud Rate Module. The signal switches the 20 milliampre line to the teletype in response to the data from the UART.
RS232 INPUT - The RS232 OUT line transfers serial data through the level conversion in the Baud Rate Module to the terminal device. This output is TTL compatible at this point.
RS232 INPUT - The RS232 INPUT line is a TTL compatible input through which data is received in a serial format from the level converters on the Baud Rate Module.
TTY SERIAL INPUT - The TTY SERIAL INPUT line is a TTL compatible input through which data is received in a serial format from the TTY inputs on the Baud Rate Module.

RS232 DTR - This input is TTL compatible. The signal is generated on the Baud Rate card.
CLOCK (CLK) - The CLK input from the Baud Rate Module determines the baud rate at which the EXORciser will exchange data with its terminal device. This input is TTL compatible and represents two standard loads. ( 3.2 ma . at 0.4 V )
STOP BIT SELECT - This input is TTL compatible. When high, two stop bits are selected by the UART. When low, one stop bit is selected. The signal is generated by the Baud Rate Module in the EXORciser.

## Reader and Punch Control

The 1.1 version of the EXbug program is designed to work with several models of teletypes as well as with a Texas Instruments ASR733 Cassette/printer terminal with 1200 baud and Remote Device Control options.

The EXbug program utilizes the usual ASCII control codes to control teletypes equipped with Automatic Readers and punches. The codes are: (Shown in hexadecimal notation)

DC1 Reader ON - (11)
DC2 Punch ON - (12)
DC3 Reader OFF - (13)
DC4 Punch OFF - (14)
The program also includes routines to control teletypes which have been modified by the addition of a reader control relay. A Flip/Flop on the DEbug card and an optical coupler (U4) on the Baud Rate Card implement this function. The "D'" type Flip/Flop is set by outputting to address FCF4, a data word in which bit 5 is a " 1 ". This turns the reader relay ON. Since both these methods of control are included, either type of teletype will work.

## TI ASR733 Operation

The Texas Instruements ASR733 terminal recommended for use with this version of EXbug utilizes an Remote Device Control (RDC) card to provide the extra control functions needed for control of the printer and Cassettes when using the 1200 baud option. For 10 and 30 character per second (CPS) rates, the tape is started and stopped (in playback) by the usual ASCII Reader Control codes DC1 and DC3 but for 120 CPS operation the "Block Forward" command of the RDC card (DLE,7) is used to control the Cassette. The printer is commanded ON and OFF by the (DLE,9) and (DLE,0) codes to avoid garbled printing. In initialization, the Auto Device "ON" code (DLE,.) is used to make sure the RDC card will respond.

## Baud Rate Control

Another feature of "EXBUG 1.1 " is its ability to be adjusted for operation at various baud rates. Programs written for a TTY require at least two character times ( 200 milliseconds) for the carriage to return. For this reason, the CR is issued followed by a (LF) Line Feed so that the next character will print at the beginning of the next line. When the TI terminal is used at 30 characters per second, the carriage return time is similar so it is necessary to insert 4 additional character delays by outputting null characters ( 0 ). The command S30. is typed to accomplish this.

In the case where the Verify routine is used, it is very desirable to run the tape at 1200 baud but also necessary to print the differences found (between the tape and memory). Since the Printer mechanism will only print at 30 characters per second and the data transfer rate is at 120 CPS, three null characters are inserted between each character to be printed and 22 nulls are output after each carriage return. Typing ' S 120 ' after the baud rate has been set for 1200 baud, switches this version (1.1) of EXbug to provide this format.

## Formatted Binary Object Program Tapes (i.e. LOAD, VERF, SRCH and PNCH)

The first four routines in EXbug involve the handling of "Formatted Binary Object Program Tapes." These tapes are generated by the MPU Build Virtual Machine Program on timeshare, or by the PNCH routine in EXbug. The tape can be the conventional paper tape (if the system terminal is a Teletype) or may be a Cassette tape such as that produced by the Texas Instruments ASR33 terminal. The procedure for using the Build Virtual Machine time-share program to generate a suitably formatted tape is described in Section 7-1.7.

This Section is included in order to summarize the principle features of the EXORciser. For additional information, the several Manuals provided with the EXORciser should be referred to.

## 7-3 EVALUATION MODULE

The M6800 Evaluation Module is a pre-engineered assembly that provides an efficient means of becoming familiar with the M6800 Microcomputer family of parts. The Module (see Figure 7-3-1) is designed to demonstrate the M6800 Family operating with their specified loading at clock frequencies up to 1.0 MHz . In addition to its use for evaluating the family devices, it can be used to enter and de-bug simple programs including the operation/control of peripheral devices. The circuit configuration is shown in block diagram form in Figure 7-3-2. A brief summary of the specifications is shown in Table 7-3-1.


FIGURE 7-3-1: The Evaluation Module

An interface is provided for either a 20 ma current loop TTY or an RS-232C compatible terminal. The terminal can be used to communicate with the Module's diagnostic control program, MIKBUG. The MIKBUG program is stored in read only memory, and in conjunction with the terminal can be used to perform the following functions:

- Load data into the Evaluation Modules random access memory.
- Display and, if desired, change the data in the Modules random access memory.
- Print out or generate a tape of the data stored in the modules memory.
- Display and, if desired, change the contents of the MPU's registers.
- Run User Programs
- Evaluate Interrupts
- Set Breakpoints

The use of each of these features plus a complete description of the Module is provided in the M6800 Evaluation Module User's Guide; it may be referred to for additional details.

| Characteristics | Specifications |
| :---: | :---: |
| Power Requirements: | $\begin{aligned} & +5 \mathrm{VDC} @ 2 \mathrm{~A} \\ & +12 \mathrm{VDC} @ 250 \mathrm{~mA} \\ & -12 \mathrm{VDC} @ 250 \mathrm{~mA} \end{aligned}$ |
| Clock Frequency: | 100 KHz to 1 MHz (adjustable) |
| Signal Characteristics: <br> Connector (P1) |  |
| Address bus | Three-state TTL voltage compatible |
| Data bus |  |
| Input | TTL voltage compatible |
| Output | Three-state TTL voltage compatible |
| Input and output commands | TTL voltage compatible |
| MC6820 Peripheral Interface Adapter (P2) Data signals |  |
| PA0-PA7 input/output lines | TTL voltage compatible |
| PA0-PB7 input/output lines | Three-state TTL voltage compatible |
| Control Signals |  |
| CA1, CA2, and CB1 | TTL voltage compatible |
| CB2 | Three-state TTL voltage compatible |
| Terminal Interface Specifications (P3) |  |
| Data transfer rate | 110 or 300 Baud |
| Signal characterisitcs | TTY or RS-232C Compatible |
| Reader control signal | Control signal for modified TTY devices |
| Data Format | ASCII |

TABLE 7-3-1 Evaluation Module Specifications


FIGURE 7-3-2: Evaluation Module Block Diagram

The Module includes two PIAs. One is used for the terminal interface, however, the other is available for general use. It can be used in exactly the same manner as in an EXORciser or a prototype hardware design for interfacing to peripherals. This PIA has, for instance, been used to control a TTY type keyboard and a self-scan visual display used in conjunction with a portable demonstration kit for the Evaluation Module.

A memory map of the Evaluation Module is shown in Figure 7-3-3. The Module provides up to 640 bytes (hex addresses 0000 to 027 F ) for storage of evaluation programs. The 128 bytes of random access memory at base memory address A000 is used as scratch-pad memory for the MIKBUG firmware. MIKBUG is located at base memory address E000. An interface is provided for adding additional blocks of memory. The additional memory could be located anywhere from 0000 through DFFF except for addresses 8004 through 800B and A000 through A07F.

In addition to the Evaluation Module printed circuit assemble itself, the following items are provided:

- An 86-pin connector compatible with the P1 connector of the Module
- TTY/RS-232C 16-pin Flatribbon Cable W1 for connection between the Module and a terminal.
- PIA Connector/Flatribbon Cable W2 for connecting the Module to external peripheral devices.
- M6800 Evaluation Module Users Guide which contains a complete description of the Module and includes detailed operating instructions.

This package provides a simple but useful method for evaluating the M6800 Family's characteristics in a realistic environment.


FIGURE 7-3-3: Evaluation Module Memory Map

# APPENDIX A (Questions and Answers) 

## 1 M6800 SYSTEMS OPERATION

Q 1. Is it possible to read a PIA address unintentionally?
A 1. Yes. If the PIA is assigned an address in memory such that the address location immediately preceding it contains a single byte (inherent address mode) instruction, then the execution of that instruction will cause the PIA to be read. The MPU always fetches the byte following the operator byte. If the PIA address that is read happens to be a Data Register, then the interrupt flags may be inadvertently cleared. This may be avoided by separating PIA addresses from the main program by at least a single byte gap.

## Q 2. What is the MPU's drive capability?

A 2. The MPU can drive 130 pf of capacitance and one standard TTL load while operating at 1 MHz . Since the PIA, RAM, and ROM have Data Bus load capacitances of $10 \mathrm{pf}, 15 \mathrm{pf}$, and 15 pf , respectively, the MPU can drive from 7 to 10 family devices at 1 MHz .

Q 3. What is the state of the PIA's I/O lines at initialization?
A 3. The $\overline{\text { RES }}$ signal to the PIA will reset all six of the internal registers (Control, Data Direction, and Output Data) to zero. Since all the Data Direction Register bit positions are zero, the I/O Data lines PA0-PB7 and PB0-PB7 will be established as inputs. Since b5 of both Control Registers is zero, the CA2 and CB2 control lines are also established as inputs. This has the following effect on lines that will later be established as outputs (that is, they may be hardwired to the inputs of external logic elements): Since the B side of the PIA has three-state outputs and the lines are initially established as inputs, they represent a high impedance "off"' device and will not affect the inputs of gates that may be connected. The A side lines have an internal pullup resistor and will 'look'" like logic ones to gate inputs. External circuitry tied to the A side should require active low signals if they are not to be affected by $\overline{\operatorname{RES}}$.

On the B side lines that are to be established as outputs and used to drive active high Darlington inputs, a resistor to ground can be used to avoid initial turn on:


If the output lines are to drive TTL and must be active high, the peripheral logic should be disabled with a hardware control during the initialization sequence. Note that, as far as system operation is concerned, the initial state of some lines may not matter. For example, in a tape cassette system if the motion control circuitry is disabled during initialization, the other lines such as direction and speed are "don't cares."

Recommended procedure for initializing the PIAs is as follows:

1. Set $\mathrm{b} 2=1$ in the Control Register in order to select the Data Register.
2. Write the desired initial logic states into the Data Register.
3. Then establish the required outputs by selecting the Data Direction Register by setting b2 $=0$ in the Control Register and writing the appropriate pattern into the Direction Register.

## Q 4. What causes the PIA to miss interrupts when the MPU is halted or in the WAIT mode?

A 4. While there are nominally no restrictions on the format of interrupt signals into CA1, CA2, CB1, and CB2 of the PIA, there are certain combinations of system situations that require special consideration. Assume that the interrupt signal format follows one of the cases shown in Figure A1 and that the PIA has been conditioned by the MPU to recognize the transition polarity represented by the "trailing edge" of the interrupt pulse.


FIGURE A1. Interrupt Signal Format
The design of the PIA is such that at least one $E$ pulse must occur between the inactive and active edges of the input signal if the interrupt is to be recognized. Relative timing requirements are shown in Figure A2. Note that an internal enable signal that is initiated by the first positive transition of $E$ following the inactive edge of the input signals is included.


FIGURE A2. Interrupt Enabling

When the MPU has been halted either by hardware control or execution of the Wait For Interrupt (WAI) instruction, its VMA output goes low. Since VMA is normally used to generate the Enable signal ( $\mathrm{E}=$ VMA $\bullet \phi 2$ ) either of these two conditions temporarily eliminates the E signal. The effect of this on the trailing edge interrupt format is shown in Figure A3 where it is assumed that VMA went low and eliminated the Enable pulses before the PIA's interrupt circuitry was properly conditioned to recognize the active transition. It should be noted that this condition occurs only when an active transition is preceded by an inactive transition and there are no intervening E pulses.


FIGURE A3. Interrupt Not Properly Enabled

If this combination occurs during system operation, valid interrupts will be ignored. Either of two simple precautions can be adopted. If the format of the interrupt signals is up to the designer, the potential problem can be avoided simply by not using the pulse-with-trailing-edge-interrupt format.

If this format is compulsory, it is recommended that $\phi 2$ be used as the Enable signal with VMA ANDed with an address line and applied to one of the PIA's chip select inputs as shown in Figure A4.


FIGURE A4. Alternate E Generation

Q 5. Is there any change in the CA2 (CB2) line if it is set to a logic " 0 "' (Control Register bits $5,4,3$, are 110 respectively - defining CA2 (CB2) as an output) and then the control register is put in the handshake mode (CR bits $5,4,3$, are changed to 10 X , respectively)?
A 5. When the control register bits are changed to put the PIA in the handshake mode, the CA2 (CB2) lines remain low.

Q 6. What are the threshold points for the M6800 family from which the delays are measured?
A 6. The M6800 input thresholds are specified as Logic $1=2.0 \mathrm{v}$, Logic $0=0.8 \mathrm{v}$; the delays are measured from these points. TTL and M6800 family devices provide output signals having logic $1=2.4 \mathrm{v}$ and logic $0=0.4 \mathrm{v}$, providing 400 mv of noise margin. The delays are measured as shown:


Q 7. What happens in the ACIA when a control word is loaded after an ACIA reset condition? (How is the ACIA initialized in the system?)
A 7. When power is turned on in the system, the ACIA interrupts may be enabled and generate a system interrupt. This can happen if there is a glitch in the power supply as the power came on:


The procedure for initializing the ACIA is to do a master-reset by writing into the control register ( $C R 1=1 ; C R 0=1$ ), while the interrupts are masked in the system. The master reset clears the interrupt, transmit data register empty, and receive data register full flags, and clears both the receive and transmit data registers. The ACIA interrupts may then be enabled as required.
NOTE: Since a master reset clears the Transmitter buffer, an interrupt will be generated from the ACIA provided the Transmitter Interrupt Enable (TIE) is activated when loading the control register subsequent to the master reset.

## Q 8. How large a load is the MC8T26 bus driver?

A 8. The MC8T26 has a PNP input and loads the MPU as shown:

$$
\begin{gathered}
200 \mu \mathrm{a} \text { max at " } 0 \text { "' } \\
25 \mu \mathrm{a} \text { max at " } 1 \text { " } \\
\approx 10 \text { pf input capacitance }
\end{gathered}
$$

Q 9. Why is $\mathbf{1 0 0} \mathbf{K H z}$ specified as the minimum operating frequency?
A 9. The MPU is a dynamic device and (like dynamic memories) requires refreshing via the clock. The maximum time between refresh transitions on the clock line is $5 \mu \mathrm{~s}$ corresponding to an MPU cycle time of $10 \mu \mathrm{~s}$; or a frequency of 100 KHz .

## 2 M6800 CONTROL

Q 1. Can DBE be tied to a DC level?
A 1. No, the DBE signal is used to refresh the output buffers which are dynamic. DBE cannot be held in one state for more than $4.5 \mu \mathrm{~s}$ without degrading the data held in the output buffers.

Q 2. What does DBE control?
A 2. DBE controls the three-state enable on the data output buffers. When DBE is low, the data output buffers are in the high impedance state. When DBE is high, the data output buffers drive the data bus. The data output buffers are also in the high impedance state during the execution of a read cycle ( $\mathrm{R} / \mathrm{W}$ $=1$ ).

Q 3. What should be used as a DBE control signal?
A 3. Most applications will use $\phi 2$ as the DBE control signal. A longer data hold time requirement during a write cycle may be met by holding DBE high past the trailing edge of $\phi 2$. The MPU data setup time (TADS) can be shortened from the 200 ns specified by bringing DBE high before the leading edge of $\phi 2$. The exact timing relationships are currently being characterized.

Q 4. What is the relationship od DBE and TSC?
A 4. DBE is the three-state strobe for the data buffers while TSC is the three-state strobe for the address bus and the R/W line. TSC also forces VMA low. In many applications, it will be desired that the MPU always drive the bus, thus, TSC will be tied low. In other applications, TSC will be used to implement a Direct Memory Access, (DMA), or to force VMA low during system power-up rather than using $\overline{\text { RESET }}$ to disable the devices on the bus. DBE and TSC cannot be tied together because DBE must change states every $5 \mu$ s whereas, in many systems, TSC will be tied low.

## Q 5. Will interrupts ( (IRQ or $\overline{\text { NMI }})$ and $\overline{\text { RESET }}$ be recognized while the MPU is halted?

A 5. Interrupts will not be acted on while the MPU is halted. These control signals are latched on the MPU and will be serviced as soon as the MPU is taken out of the halted state. $\overline{\text { RESET going low while the }}$ MPU is halted causes the following: VMA-low, BA-low, Data Bus-high impedance, R/W-Read State, and the Address Bus will contain the restart address FFFE.

Q 6. What happens if the MPU is halted and the +5 volt power fails?
A 6. The MPU stops program execution and all internal register contents will be lost.
Q 7. How can one tell whether the MPU has halted?
A 7. When the MPU is halted the BA signal will be high. The MPU completes execution of an instruction before halting. Once the execution is completed, BA will go high within 470 nsec after the leading edge of the next $\phi 2$ signal. Whenever BA goes high the MPU is inactive (halted) and the address bus, R/W line and data bus are available for use by another device for as long as necessary. One caution to be observed is that TSC going high will force BA low whether or not the MPU is halted. When the MPU is halted all MPU outputs are in the high impedance state, therefore, there is no reason for TSC to be high, however if it is brought high BA will go low and the indication that the MPU is halted will be lost.

## Q 8. What is the timing relationship between $\overline{\text { HALT }}$ and BA?

A 8. If $\overline{\text { HALT }}$ is low during the first 100 ns of $\phi 1$ in the last cycle of an instruction the MPU will halt at the end of that instruction. If $\overline{\text { HALT }}$ is not low during the first 100 ns of $\phi 1$ in the last cycle of an instruction the MPU will halt at the end of the next instruction. The fastest instructions such as LDAA (Immediate) execute in $2 \mu$ s while the longest instructions such as SWI require $12 \mu \mathrm{~S}$ to execute, (assuming a 1 MHz clock rate). Depending on the instruction being executed when $\overline{\text { HALT }}$ goes low, BA will go high no sooner than $2 \mu \mathrm{~s}$ and no longer than $14 \mu \mathrm{~s}$ after the negative transition of $\overline{\text { HALT }}$.

Q 9. How is single instruction execution accomplished with the MC6800?
A 9. Single instruction execution is accomplished by holding the $\overline{\text { HALT }}$ line active low and pulsing the HALT line high for one clock cycle when an instruction is to be executed. The transitions of this pulse must occur within 100 ns of the leading edge of $\phi 1$. The machine will come out of the halted mode and execute the next instruction which will require from 2 to 12 machine cycles to complete. After completion of the current instruction the MPU will return to the halted mode. In order to avoid incorrect operation of the MPU when "stepping'' through a program at a very high rate, the $\overline{\text { HALT }}$ line must not be pulsed high until the MPU has completed executing the instruction commanded by the previous $\overline{\text { HALT }}$ pulse. The BA signal going high will indicate that the MPU has halted and is available for another single cycle pulse on the $\overline{\text { HALT }}$ line.

Q 10. What effect on the other MPU signals does a low logic level on the $\overline{\operatorname{RESET}}$ pin have?
A 10 .

Q 11. With the MPU power up and the system running can $\overline{\text { RESET }}$ be pulsed low to re-initialize the system?
A 11. Yes. Assuming that the processor has been running for at least 8 clock cycles, the processor can be restarted by pulsing the $\overline{\text { RESET }}$ line low. This pulse must remain low for at least three $\phi 2$ cycles.
While the $\overline{\text { RESET }}$ line is low the MPU output signal will go to the following states: VMA-low, BA-low, Data Outputs-high impedance, R/W (Read State), and the Address Bus will contain the restart address FFFE. This will occur within 300 ns of the $\phi 1$ cycle following the $\phi 1$ cycle in which $\overline{\text { RESET }}$ went low.

Q 12. How can a DMA channel be implemented with the MC6800 MPU?
A 12. Two methods of controlling the MPU to allow DMA involve the use of the $\overline{\text { HALT }}$ and TSC lines.
(a) When the $\overline{\text { HALT }}$ line is pulled low the MPU will finish the current instruction and then go into the halt mode as indicated by BA being high. All address lines, data lines, and R/W lines will be in the high impedance state, allowing the DMA channel to assume these functions. VMA will be forced
low. Once the MPU enters the halt state (which can take up to 14 nsec to finish the current instruction), DMA transfers can begin and control the bus as long as necessary. The speed of DMA is limited only by the constraints imposed by the memory system speed and DMA controller design.
(b) TSC used in combination with stretching of the clock signals can provide a DMA channel which allows DMA transfers without stopping MPU program execution. In order to transfer DMA information using this technique TSC is brought high on the leading edge of $\phi 1$ when a DMA transfer is requested. While TSC is held high the $\phi 1$ clock is held in the high state and the $\phi 2$ clock is held in the low state in order to stop program execution by cycle stealing. Assuming that DBE is driven by $\phi 2$ the result of pulling TSC high will be to place the address bus, R/W line, and the data bus in the high impedance state. VMA and BA will be forced low. Due to the use of dynamic registers within the MPU the clock signals cannot be held in any given state for more than $4.5 \mu \mathrm{~s}$ producing a lower limit on clock frequency of 100 KHz . This factor limits DMA transfers on the bus to this $4.5 \mu$ s interval when $\phi 1$ is held high. After the $4.5 \mu \mathrm{~s}$ interval when $\phi 1$ is being held high the MPU must be clocked in order to refresh the dynamic registers. This technique of DMA has the advantage of fast response to a request for a DMA transfer (TSC =1) but has a limitation on how much data can be transferred in one block. Halting the machine as described in (a) has a longer response time before DMA transfers can start but there is no limitation to the block size of the DMA data.

## Q 13. What control signals could be used to select ROMS, RAMS, and PIA/ACIA?

A 13. VMA, R/W and $\phi 2$ are all available to enable RAMS, ROMS and PIA/ACIA's. In some cases it may be desirable to eliminate one of these enabling signals so that enable input may be freed for address decoding. The following discussion indicates which control signals could be deleted for a given device and the effects on the system operation.

ROM - R/W and $\phi 2$ can be used to enable the ROMS without using the VMA signal. Not using the VMA signal means that the ROM may be enabled during a non-memory reference read cycle (VMA would be low but since it is not used the ROM may be enabled). A false read of the ROM will have no effect on the system and if the non-memory reference cycle had been a write then the R/W signal would have disabled the ROM.

RAM - VMA can be left off as an enable to a RAM if the MPU will not be halted, WAI Instruction executed or if the TSC will not be used. Either of these conditions cause the Address lines and the R/W lines to float which could produce a false write into RAM if not protected by VMA. During normal operation of the MPU only one instruction, TST, causes a false write to memory (i.e. the write line going low without VMA also going low). This instruction does not pose a problem because it first reads the memory and then rewrites the data read. If VMA was used to enable the RAM this false write would not occur, however, since the memory is rewritten with the same data no problem occurs by not using VMA as an enable.

PIA/ACIA - All three signals must be used to enable or select a PIA or ACIA. Both of these devices automatically clear the Interrupt Flags when the MPU reads the PIA or ACIA data registers so that a false read of a PIA or ACIA may cause an interrupt on CA1, CB1, CA2, or CB2 to be missed. In addition it is suggested that VMA $\phi 2$ not be used as an Enable signal for a PIA because if the machine is halted, (HALT active or WAI instruction) VMA is forced low removing the clock from the PIA. Without the Enable input to the PIA an external interrupt may not be recognized. $\phi 2$ should be used for the PIA Enable signal so that the PIA Enable clock always occurs whether or not the MPU is halted. VMA may then be taken directly to chip select inputs or be gated with address signals to the chip select inputs.

## 3 M6800 INTERRUPT OPERATION

Q 1. What happens if the interrupt mark is set $(\mathrm{I}=1$ ) and (a) a SWI occurs; (b) a WAI occurs?
A 1. (a) The interrupt service routine indicated by the SWI vector will be processed. The Interrupt Mask status ( $\mathrm{I}=1$ ) will be saved on the stack with the other Condition Code Register bits. The RTI at the end of the service routine then restores the $\mathrm{I}=1$ status when the stacked condition code register is returned to the MPU.
(b) If a WAI is executed while the Interrupt Mask is set, the MPU will cycle in a wait loop unless a non-maskable interrupt (NMI) occurs.

## Q 2. Is the interrupt mask always cleared after an RTI?

A 2. An RTI returns the I to the status that existed before the interrupt occurred. If the interrupt mask is set then only the NMI or SWI can cause interrupts. The interrupt mask will be set following execution of RTI if it was set prior to the above interrupts.

Q 3. If power goes down how does the programmer know where the MPU contents are stacked?
A 3. If the system uses NMI as a power fail detect input and there is non-volatile memory in the system the MPU status will be saved on the stack. As part of the NMI service routine the STS instruction can be used to store the stack pointer into a predetermined non-volatile memory location. If the MPU status is also to be saved the stack must be in non-volatile memory.

## Q 4. How can the NMI input be used as an operator interrupt?

A 4. If NMI is not used for starting a power down sequence, it may be used directly as an operator interrupt by having an operator interrupt service routine specified at the NMI vector location.
If NMI is used for power down and operator interrupt, some external circuitry may be added so that a test in the NMI service routine can determine whether a power fail or an operator interrupt has occurred. In the diagram shown below, the test may be accomplished by reading the PIA data bit, PAO. If NMI occurs, a test of the appropriate PIA data register will determine whether a power down or an operator interrupt occurred.


## Q 5. What instructions set the interrupt mask?

A 5. TAP, SEI, SWI, WAI (after interrupt occurs).
The interrupt mask will also be set by $\overline{\text { NMI }}, \overline{\mathrm{RES}}$, and $\overline{\text { IRQ }}$ interrupt inputs to the MPU.
Q 6. If $\overline{\text { NMI }}$ occurs while the MPU is halted will the MPU respond to the NMI when it is returned to the "go"' state?
A 6. Yes, there are flip-flops in the MPU to save $\overline{\mathrm{NMI}}$ and $\overline{\mathrm{IRQ}}$. When the halt condition is removed, the MPU will execute one instruction and then operate on NMI.

## Q 7. How will the MPU react to the following conditions?



A 7. In both cases the MPU will eventually recognize the $\overline{\mathrm{RES}}$. The $\overline{\mathrm{RES}}$ sequence will be initiated when $\overline{\mathrm{RES}}$ goes high in Case 1 and when $\overline{\text { HALT }}$ goes high in Case 2. During T1, the MPU is halted and its outputs are in the three-state high impedance mode. When the $\overline{\mathrm{RES}}$ line goes low at the beginning of T2, a halt latch is reset, the MPU goes out of three-state, and (after 3 machine cycles) the Address bus is outputting FFFE, the most significant half of $\overline{\text { RES }}$ vector address

In Case 1, the $\overline{\text { HALT }}$ line goes high and the MPU waits in its current state until $\overline{\mathrm{RES}}$ high at the end of T4; the MPU then fetches the starting address of the RES service routine from FFFE and FFFF and processes the $\overline{\mathrm{RES}}$ interrupt.
In Case 2, the $\overline{\mathrm{RES}}$ line goes high at the end of T2 and the MPU loads the Program Counter with the data (starting address of $\overline{\operatorname{RES}}$ routine) from locations FFFE and FFFF and enters the halt mode again. The $\overline{\mathrm{RES}}$ service routine begins executing when $\overline{\text { HALT }}$ goes high at the end of T 3 .

## Q 8. Can the Interrupt Mask be changed by the TAP instruction?

A 8. Yes. The contents of accumulator $A$ is stored in the Condition Code Register, including the Interrupt Mask. Note that bits 6 and 7 will not be stored.

Q 9. What happens when an $\overline{\text { NMI }}$ interrupt occurs during a SWI?
A 9. It is a characteristic of the MPU that if an NMI occurs while a Software Interrupt (SWI) is being executed, the interrupt vector will be retrieved from the IRQ location rather than either the SWI or $\overline{\text { NMI }}$ locations. If there is a possibility of this situation developing during system operation, precautions should be taken to avoid an ambiguous result. In most applications, the $\overline{\text { NMI }}$ must be recognized and serviced whenever it occurs.

A simple procedure is to always set a flag immediately prior to each use of SWI:

INC NMIFLG Set possible NMI Flag.
SWI
Execute Software Interrupt
DEC NMIFLG Clear flag if SWI was normal
CLI

Testing this flag can then be made the first step of the normal IRQ service routine. As an example, assume that the IRQ vector has been fetched and directs program control to IRQ service routine START:

| START | TST | NMIFLG | Was this NMI via SWI? |
| :--- | :--- | :--- | :--- |
|  | BEQ | IRQSVC | No, branch to normal IRQ |
|  | JMP | NMIAUX | Yes, go to NMI Service routine |
| IRQSVC |  |  |  |
|  |  | xxx | xxxxx |

For a normal $\overline{\mathrm{IRQ}}$, the flag will be zero and the routine will branch to the normal service routine, IRQSVC. If the IRQ was entered via a Simultaneous SWI-NMI, the flag is non-zero and control is transferred to an auxiliary NMI routine, NMIAUX:

| NMIAUX | TSX |  | Get SP into X reg |
| :--- | :--- | :--- | :--- |
|  | TST | $6, \mathrm{X}$ | Lobyte of PC on Stack $=\boldsymbol{\theta} \phi$ ? |
|  | BNE | HIBYTE | Yes, go decrement Hibyte |
|  | DEC | $5, \mathrm{X}$ | No, decrement lobyte |
| HIBYTE | DEC | $6, \mathrm{X}$ | Decrement Hibyte |
| NMISVC | xxx | xxxxx | Begin normal NMI service |

A normal $\overline{\text { NMI }}$ would be vectored to NMISVC. If NMISVC is entered via a simultaneous SWI/ $\overline{\mathrm{NMI}}$ and it is required that the program resume normal operation following service of the non-maskable interrupt, NMIAUX will insure an orderly return to the main program. The NMIAUX sequence causes the value of the Program Counter that was stacked by the SWI instruction to be decremented by one so that the stacked program counter is pointing to the SWI instruction's location. This will cause the SWI instruction to re-execute following an RTI from the NIMSVC service routine. Program flow will then
proceed as if the $\overline{\mathrm{NMI}}$ had not occurred. If there is no system requirement to return to the SWI sequence, the auxiliary instructions can be deleted and exit from START becomes JMP NMISVC. Note that the system initialization procedure should include provisions for clearing the NMIFLG flag. Note also that $\overline{\mathrm{IRQ}}$ is masked while the NMI flag (NMIFLG) is set to prevent an improper branch at IRQ START.

Q 10. When will the MPU recognize an $\overline{\text { IRQ }}$ pulse?
A 10. The $\overline{\mathrm{IRQ}}$ input is latched internal to the MPU providing the pulse duration is at least two MPU cycles. Therefore, the MPU will recognize pulses active for two cycles. Three exceptions are to be noted as follows:

1. If $\mathrm{Im}=1$ while a pulse occurs, the MPU will miss the interrupt.
2. If $\overline{\mathrm{IRQ}}$ and $\overline{\mathrm{NMI}}$ are active concurrently, the MPU will recognize $\overline{\mathrm{NMI}}$. In so doing, the interrupt latches are reset and the IRQ pulse will be lost.
3. If $\overline{\mathrm{IRQ}}$ occurs during an SWI instruction, the pulse will be lost because SWI clears the interrupt latches.

Q 11. What happens if an $\overline{\text { NMI }}$ occurs after an $\overline{\text { IRQ }}$ but before the MPU enters the $\overline{\text { IRQ }}$ service routine?
A 11. The instruction being executed when the $\overline{\operatorname{IRQ}}$ occurred will be completed. The $\overline{\mathrm{IRQ}}$ interrupt sequence will be initiated and continue (for 9 cycles) until the MPU status has been stacked. Assuming that $\overline{\text { NMI }}$ occurs during this interval, the MPU will select $\overline{\text { NMI }}$ since it has higher priority. (Note that if $\overline{\text { IRQ }}$ was a pulse, it is permanently lost unless it lasts until the Interrupt Mask is cleared by software.) The MPU fetches the starting address of the $\overline{\text { NMI }}$ service routine from locations FFFC and FFFD and begins servicing the non-maskable interrupt. If the $\overline{\mathrm{IRQ}}$ line is still low when the Interrupt Mask is cleared by either a CLI during the NMI service routine or the RTI at the end of it, a normal $\overline{\text { IRQ }}$ will then be initiated.

Q 12. $\quad$ Assume $I_{m}=1, \overline{\operatorname{IRQ}}$ is active (low), and $\operatorname{Im}$ on the stack $=\mathbf{0}$; then an $\mathbf{R T I}$ is encountered. Will one instruction after the RTI be executed?

A 12. No. the $\overline{\mathrm{IRQ}}$ will be serviced prior to the instruction.
Q 13. Assume $I_{m}=1, \overline{\operatorname{IRQ}}$ is active, and $\operatorname{Im}$ on the stack $=1$; then an RTI is encountered. Will the interrupt be recognized after the RTI has executed?
A 13. No. The next program instruction will be executed. $\overline{\text { IRQ }}$ will not be serviced until Im is reset by software.

Q 14. Will the MPU recognize an interrupt occurring during the last cycle of an instruction during that instruction?

A 14. Yes. The interrupt must occur during the second to the last cycle of an instruction if it is to be recognized during that instruction. The interrupt inputs are sampled during $\phi 2$ and clocked during the next $\phi 1$ so the interrupt must be present $\simeq 200 \mathrm{~ns}$ prior to the end of the $\phi 2$ in the last cycle of an instruction if it is to be recognized during that instruction. The first cycle of any given instruction is considered to be the OP CODE fetch from memory.

Q 15. If the Interrupt Mask is set and an interrupt is pending, how fast does the MPU recognize the interrupt after the mask is cleared by a CLI instruction?

A 15. The interrupt will be serviced not more than one instruction after execution of the CLI. If the opcode of the instruction immediately preceding the CLI instruction has a zero in its least significant bit position, a pending interrupt will be recognized as soon as execution of CLI is complete. If there was a one in the least significant bit position of the previous instruction's opcode, the instruction following the CLI will be executed before the pending interrupt is recognized.

The Wait for Interrupt instruction (WAI) is often used to expedite the handling of interrupts by causing the MPU to stack its contests and enter a waiting mode. It is normally used in anticipation of an interrupt that requires the quickest possible handling. It is possible for the MPU to hang-up in the wait mode if the WAI instruction is used following a Clear Interrupt Mask instruction (CLI) if the anticipated interrupt is already pending when CLI executes and the interrupt is serviced as soon as the mask clears. Completion of the interrupt service routine will return the program to the WAI instruction and cause the MPU to begin waiting for an interrupt that has already been serviced. If the opcode of the instruction immediately preceding the CLI instruction had a one in its least significant bit position, clearing of the Interrupt Mask by CLI is sufficiently delayed such that execution of the WAI instruction begins before the interrupt can be recognized and the desired result is obtained. That is, WAI executes and then the interrupt is serviced rather than vice versa. It is recommended that whenever WAI is preceded by CLI, the CLI should be preceded by a NOP:

NOP
CLI
WAI

Use of the NOP insures that the least significant bit of the instruction preceding CLI will contain a one.

## Q 16. How is $\overline{\mathrm{NMI}}$ masked once it is activated?

A 16. The $\overline{\mathrm{NMI}}$ is not masked. The $\overline{\mathrm{NMI}}$ input is reactivated 3 cycles prior to executing the first instruction of the service routine. Another $\overline{\text { NMI }}$ input will be recognized if a falling edge occurs after this time.

Q 17. When are the $\overline{\operatorname{IRQ}}$ and $\overline{\text { NMI }}$ reactivated during the interrupt service routine?
A 17. Both are reactivated after the 9th cycle of the interrupt sequence, i.e., after they have been tested to see which interrupt input caused the sequence to start.

Q 18. How fast can the MPU service an interrupt?
A 18. The MPU can vector to the first instruction of the interrupt service routine in $13 \rightarrow 23$ clock periods depending on what instruction is being executed and how far that execution has progressed at the time of the interrupt.

Q 19. Why is the interrupt mask placed in front of the $\overline{\text { IRQ }}$ flip-flop?
A 19. The interrupt mask is placed prior to the $\overline{\text { IRQ }}$ flip-flop to prevent the flip-flop from being set again by the present interrupt. The interrupt sequence sets the interrupt mask bit just prior to resetting the interrupt flops.

Q 20. How fast can an interrupt be serviced using the WAI instruction?
A 20. Four MPU cycles are required to start the interrupt sequence after a WAI instruction
Q 21. When is a pull up resistor required for the $\overline{\operatorname{IRQ}}$ and $\overline{\text { NMI MPU inputs? }}$
A 21. When multiple signals are wired to the interrupt inputs, a $3.3 \mathrm{~K} \Omega$ pull up resistor is recommended.
Q 22. Will the MPU recognize $\overline{\mathrm{IRQ}}$ and $\overline{\mathrm{NMI}}$ when in a single instruction mode of execution, i.e., G/H high for one $\phi 1$ high clock cycle?
A 22. The $\overline{\mathrm{IRQ}}$ and $\overline{\mathrm{NMI}}$ interrupts will not be recognized in this mode of operation.
Q 23. When does the MPU recognize an $\overline{\text { IRQ }}$ or an $\overline{\text { NMI }}$ when the $\overline{\text { HALT }}$ line goes high and the interrupt is present?
A 23. The MPU will execute one instruction after the Go/Halt line goes high before the $\overline{\mathrm{IRQ}}$ or $\overline{\mathrm{NMI}}$ is recognized.
Q 24. What happens if an $\overline{\text { NMI }}$ occurs immediately after the $\overline{\text { RES }}$ line goes high?
A 24. Since the stack is undefined at this time the MPU status will be stored at some unknown location in memory, overwriting any RAM programs if the stack pointer happened to be pointing at them. Similarly if an $\overline{\mathrm{IRQ}}$ occurs after the interrupt mask is cleared and before the stack pointer is initialized the MPU status will be stored starting at an unknown location.

It is therefore recommended that the stack pointer be defined (using the LDS instruction) very early in the program.

## 4 M6800 PROGRAMMING

Q 1. What is meant by dual operand addressing?
A 1. In computer terminology, "dual operand instructions" refers to instructions which reference two values. The values may be specified as data (immediate operand), contents of a register, or contents of a memory location.

In the MC6800, dual operand instructions reference an accumulator (register) and either data (immediate operand) or a memory address:

## IMMEDIATE DUAL OPERAND INSTRUCTION

Add A \#17
Operand \#1 = Contents of A
Operand \#2 = 17 (decimal)

## MEMORY REFERENCE <br> DUAL OPERAND INSTRUCTION

EOR B \$8130
Operand \#1 $=$ Contents of B
Operand \#2 $=$ Contents of memory location 8130 (hex)

Q 2. When is there an arithmetic carry?

## A 2. Add Instructions

Carry occurs when the sum of the binary operand values is greater than 255 . When DAA follows an add instruction carry occurs when the sum of the binary coded decimal values is greater than 99 . Add instructions include: ADD, ABA, and ADC.

## Subtract Instructions

In subtract operations the condition code register carry (C) bit is used as a borrow bit. When the binary subtrahend is greater than the minuend the C bit is set. Otherwise it is cleared. Subtract instructions include: CMP, CBA, NEG SUB, SBA and SBC.

Q 3. How is the $\mathbf{H}$ bit (bit 5 ) in the condition code register used?
A 3. The ' H ' stands for Half-carry.
In the MC6800 two BCD digits can be obtained in one eight bit byte. Decimal addition is accomplished by two instructions - an add instruction followed by a DAA (Decimal Adjust Accumulator) instruction.

The MC6800 add instructions are binary adds. The H bit is set during the add when the binary sum of the low order decimal digit (bits 0-3) exceeds 15 . When the binary sum is less than or equal to 15 the H bit is cleared. The DAA instruction then uses the H bit to determine how the result of the add must be adjusted to convert the binary sum to decimal. The H bit is affected by the following add instructions: ADDA, ADDB, ABA, ADCA, and ADCB. The H bit is not tested by any branch instructions. If it is desirable to test the H bit a program routine can be written.

Q 4. How is decimal subtraction accomplished?
A 4. There is no Decimal Adjust Subtract instruction for the MC6800. Decimal subtraction is accomplished by using 9 's complement arithmetic. The 9 's complement of the subtrahend is found and then added to
the minuend plus 1 . The 9 's complement of a decimal number is found by subtracting each digit from nine. The following subroutine is a decimal subtract routine of 16 digit numbers.

```
* DECIMAL SUBTRACT SUBRDUTIME FDR 16 DECIMAL DIGIT
* THIS KLUTIME SUBTRACTS THE SUBTRAHEND ("SUBTRH")
* From the minuend ("minuen") fND flaces the
* IIIFFERENCE IN "RSLT."
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { nsue } \\
& \text { isubi }
\end{aligned}
\]} & LIX & & \$5 & \multirow[t]{2}{*}{SET BYTE EDUHTER} \\
\hline & LDA & A & \$ 599 & \\
\hline \multirow{13}{*}{ISUBE} & SUE & A & SUETRH: \({ }^{\text {S }}\) & \multirow[t]{3}{*}{FINI 9 's CDMPLEMENT USE "RSLT" fS TEMF STDRE IECREMENT BYTE COUHTER} \\
\hline & STA & A & RSLT, \(\times\) & \\
\hline & DEX & & & \\
\hline & EHE & & ISUB1 & LODF UNTIL LAST EYTE \\
\hline & LD* & & +8 & RESTURE B'TE COUNTER \\
\hline & SEC & & & SET EARR'Y TD ADD 1 TD CDMPL \\
\hline & LIA & A & MInduen \({ }^{\text {P }}\) & LDAD MIHUEND \\
\hline & FIIC & H & RSLT \({ }^{\text {P }}\) & GDD EDMPLEMENT SUBTRRHEND \\
\hline & DAH & & & DECIMAL ADJUST \\
\hline & STA & H & RSLT, \({ }^{\text {d }}\) & STDRE DIFFEREMCE \\
\hline & DEX & & & IECREMENT B'TE COUHTER \\
\hline & BHE & & ISUbe & LOUF UHTIL LAST B'YTE \\
\hline & & & & FETURN TO HDST PROGR \\
\hline
\end{tabular}
```

- THE EXECUTIDN TIME DF THIS SUBRDUTINE IS
- 384 MPU CYCLES EXCLUDING THE RTS.

Note that if the subtrahend is less than or equal to the minuend a positive 16 digit difference results. This is known as unsigned 16 decimal digit precision subtraction. The preceding subroutine can also be used for signed (algebraic) subtraction. In this case the precision is 15 decimal digits. The high order digit position is used to indicate the sign of the number. A zero in the high order digit means positive and the remaining 15 decimal digits are in true binary coded decimal format. A 9 in the high order digit means minus and the remaining 15 decimal digits are in 9 's complement binary coded decimal format.

## Q 5. What is the difference between the: <br> BGT and BHI instructions?

BLE and BLS instructions?
A 5. BGT - Branch if Greater Than
BHI - Branch if Higher
BLE - Branch if Less Than or Equal To
BLS - Branch if Less Than or Same

The BGT and BLE instructions are used to test the result of a signed binary operation. The BHI and BLS instruction is used to test the result of an unsigned binary operation.

When using signed binary notation the high order bit of a byte represents the sign of the value. A " 0 " in bit seven means positive and a " 1 " means negative.

In unsigned binary notation, bit 7 of the number implies a weight of 128 .
The correlation between signed and unsigned branch tests subsequent to a subtract or compare instruction is as follows:
$\mathrm{ACC}=$ Accumulator value of tested instruction.
OPRND = Operand value of tested instruction.

|  | SIGNED TEST | UNSIGNED TEST |
| :--- | :---: | :---: |
| ACC $<$ OPRND | BLT | BCS |
| ACC $<$ OPRND | BLE | BLS |
| ACC $>$ OPRND | BGE | BCC |
| ACC $>$ OPRND | BGT | BHI |

Q 6. When using the TSX instruction why is the value in the stack pointer register increased by 1?
A 6. When stacking data in memory the MC6800 first addresses the memory location referenced by the stack pointer register and stores the data. Then the value in the stack pointer register is decremented by one to point to the next stack address.

The TSX instruction adds one to the stack pointer register value as it is transferred to the index register so that the index register is pointing at the last address of the stack that has stacked data. The TXS instruction subtracts one from the index register value as it is transferred to the stack pointer register to reverse the operation.
The value stored in the stack pointer register is not changed due to the execution of the TSX instruction. Likewise, the value stored in the index register is not changed due to the TXS instruction

## Q 7. How fast can data be transferred via a PIA?

A 7. There are two types of data transfer-synchronous and asynchronous. In synchronous data transfer the source of the data transfer clock is derived from the M6800 system timing. In asynchronous data transfer the data transfer clock is derived separately from the M6800 system timing.

In the following examples it is assumed that the number of words transferred is known prior to entry into the data transfer routine.

## EXAMPLE 1: 8-bit Word Synchronous Read Transfer

NOTE: Accumulator B is the word counter.

| LOOP | LDAA | PIAPRA | FETCH DATA |
| :--- | :--- | :--- | :--- |
|  | PSHA |  | STORE DATA |
|  | DECB |  | DECREMENT WORD COUNTER |
|  | BNE | LOOP | LOOP UNTIL DONE |

Executive time @ $1 \mu \mathrm{~s} /$ cycle $=14 \mu \mathrm{~s}$
Max data rate $=71.4 \mathrm{~K}$ words $/ \mathrm{sec}$.

EXAMPLE 2: 8-bit Word Asynchronous Read Transfer
NOTE: a) Accumulator $B$ is the word counter.
b) PIA Control Register A, bit $7=1$ signifies a word is ready for transfer.

LOOP

| LDAA | PIACRA | FETCH CONTROL WORD |
| :--- | :--- | :--- |
| BPL | LOOP | WAIT FOR WORD READY |
| LDAA | PIAPRA | FETCH DATA |
| PSHA |  | STORE DATA |
| DECB |  | DECREMENT WORD COUNTER |
| BNE | LOOP | LOOP UNTIL DONE |

Execution time @ $1 \mu \mathrm{~s} / \mathrm{cycle}=22 \mu \mathrm{~s}$.
Max data rate $=45.4 \mathrm{~K}$ words $/ \mathrm{sec}$.
EXAMPLE 3: 8-bit Word Asynchronous Write Transfer
NOTE: a) Index register is the word counter.
b) PIA Control Register B bit $7=1$ signifies a word transfer is requested by the peripheral.

| LOOP 1 | LDAA | DATA, X | FETCH DATA FROM MEMORY |
| :--- | :--- | :--- | :--- |
| LOOP 2 | LDAB | PIACRB | FETCH CONTROL WORD |
|  | BPL | LOOP 2 | WAIT FOR WORD REQUEST |
|  | STAA | PIAPRB | MOVE WORD TO PIA |
|  | LDAB | PIAPRB | CLR CRB, BIT 7 |
|  | DEX |  | DECREMENT WORD COUNTER |
|  | BNE | LOOP 1 | LOOP UNTIL DONE |

Execution time @ $1 \mu \mathrm{~s} / \mathrm{cycle}=\mu \mathrm{s}$.
Max data rate $=33.3 \mathrm{~K}$ words $/ \mathrm{sec}$.
EXAMPLE 4: 16-bit Asynchronous Word Read Transfer
NOTE: a) Accumulator B is the word counter.
b) PIA Control Register A, bit $7=1$ signifies a word is ready for transfer.

LOOP

| LDAA | PIACRA | FETCH CONTROL WORD |
| :--- | :--- | :--- |
| BPL | LOOP | WAIT FOR WORD READY |
| LDAA | PIAPRB | FETCH HIGH ORDER BYTE |
| PSHA |  | STORE HIGH ORDER BYTE |
| LDAA | PIAPRA | FETCH LOW ORDER BYTE |
| PSHA |  | STORE LOW ORDER BYTE |
| DECB |  | DECREMENT WORD COUNTER |
| BNE | LOOP | LOOP UNTIL DONE |

Execution time @ $1 \mu \mathrm{~s} / \mathrm{cycle}=3 \mu \mathrm{~s}$.
Max data rate $=33.3 \mathrm{~K}$ words $/ \mathrm{sec}$ or 66.7 K bytes $/ \mathrm{sec}$.
The maximum data rates shown in the preceding examples represent simple transfer tasks using software polling rather than interrupt service requests. It should be noted that if any other tasks that must be performed while transferring data would reduce the maximum data rate.


[^0]:    ${ }^{1}$ See Chapter 4 for typical clock and start-up circuits.

[^1]:    (1)
    (Ali) Load Condition Code Register from Stack. (See Special Operations)
    (2) (Bit I) Set when interrupt occurs. If previously set, a Non-Maskable Interrupt is required to exit the wait state.

[^2]:    TABLE 5-4.5-6. Interrupt Driven Seek/Restore Routine (Sheet 2 of 4)

[^3]:    TABLE 5-4.5-6. Interrupt Driven Seek/Restore Routine (Sheet 3 of 4)

[^4]:    TABLE 5-4.5-6. Interrupt Driven Seek/Restore Routine (Sheet 4 of 4)

[^5]:    ${ }^{1}$ Hexadecimal notation is used in reference to the window counter. The counter has a range $0-15$ in decimal which corresponds to $0-\mathrm{F}$ in hexadecimal.

[^6]:    TABLE 5-4.7.4-1. Floppy Disk Write Data Routine (Sheet 3 of 5 )

[^7]:    TABLE 5-4.7.4-1. Floppy Disk Write Data Routine (Sheet 4 of 5)

[^8]:    *Some drives may be $2.2 \pm 0.3 \mathrm{mS}$

[^9]:    ＊pia 1 is nol in read made．

[^10]:    ${ }^{1}$ This memory board was developed for use with Motorola's EXORcisertm system development aid. The memory configuration is described in Section 4-2.5.3 of this manual.
    ${ }^{2}$ MIKbugтм was developed for use in Motorola's MPU Evaluation Module. The principle features of MIKbugтм and the Evaluation Module are described briefly in Section 7-3 and in detail in the MPU Evaluation Module Users Guide.
    ${ }^{3}$ Registered Trademark of the Texas Instruments Corporation.

[^11]:    FIGURE 6－4．2．3－1：XLABEL Assembly Listing（Sheet 1 of 6）

[^12]:    ${ }^{1}$ G.E. plus others to be announced later. The M6800 Cross-Assembler and the other special programs (Simulator, Build Virtual Machine, Help) described in this Chapter are maintained by Motorola and are dynamic programs that are constantly being improved. The descriptions in this Chapter reflect the status as of the time this Manual was printed. All changes are indicated in the Help program and can be obtained at the actual time the programs are to be used.

[^13]:    ${ }^{1}$ It is also possible to simulate programs in a batch-processing mode. Refer to the M6800 Programming Manual for details.

[^14]:    ${ }^{1}$ Because the Assembler operates in the batch mode, to obtain HELP during assembly, the user must exit from the Assembler and enter the Help program by RUN HELP.

[^15]:    ${ }^{1}$ See the M6800 Programming Manual for a detailed description of B VM.

[^16]:    ${ }^{1}$ Teletype is a trademark of the Teletype Corp.
    ${ }^{2}$ Texas Instruments Co.

