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Appendix D - User Manuals, Installation/Maintenance Document,
Shortcomings/Wishlist Document and other documents

User Manual for End Users

When the page loads, the user is going to be able to use the side navigation bar to move through

the website.
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Workflow Management System

Home
Dashboard
Models Product Description

'
Data Our goal is to create the best workflow manager

The airline industry currently does not have the capability to fully utilize the large amounts of data generated every day to enhance customer experience,
Contact increase the efficiency of operations or make better data-driven decisions.

The goal of this project is to create a workflow manager that allows developers working on a data science project to introduce new models s plugins into
the data science pipeline to allow end users to visualize and explore model-generated data.

In this first iteration, we focused on two big parts of the puzzle, the plugin architecture and the interactive dashboard for users interested in analyzing the
different models.

In the main page, the user can read about the goals of the project and the new updates that will be
coming soon. In the navigation bar we can see that there are several links that will direct the user
to information about the different models and about the data sources that we used for training the
model and for the rest of the visualizations.
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(ARIMA)

ARIMA is an acronym that stands for AutoRegressive Integrated Moving Average. It is a class of model that captures a suite of different standard temporal
structures in time series data.

Home

Dashboard

In statistics and econometrics, and in particular in time series analysis, an autoregressive integrated moving average model is a generalization of an

Models autoregressive moving average model. Both of these models are fitted to time series data either to better understand the data or to predict future points in

the series. X
i

We used the python library statsmodels to create the ARIMA class used in the visualizations

Contact Vector autoregression (VAR)

Data

Vector autoregression (VAR) is a stochastic process model used to capture the linear interdependencies among multiple time series. VAR models generaiize
the univariate autoregressive model (AR model) by allowing for more than one evolving variable. We used the python library statsmodels to create the VAR
dlass used in the visualizations and in the controller

Random Forest

Random Forest is a supervised learning algorithm. ... The general idea of the bagging method is that a combination of learning models increases the overall
result. To say it in simple words: Random forest builds multiple decision trees and merges them together to get a more accurate and stable prediction
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The user can go to the dashboard and click on the points that are part of the training data to move
them around using the slide as shown in the picture below.

Average Fare Price with ARIMA Model

Current Date
—e— Average Fare Price (Actual price)
Arima mode! (Predictive moded)

Fare Price

WClick to Train

After the user has achieved a configuration that he believes is the one he was looking for, the
user can click on the train button to train the machine learning model. If the train button is
disabled, then every time the user moves a point up or down, the model will be train with the
changes he made.

The user can also interact with the other graphs in the dashboard by picking a new range for the

visualizations. Using the range selector, the user can go through the months and find exactly the

moment he is looking for. Then the graph will update to show only the points that the user wants
to see.

March 2018
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The user can also change the amount of columns that will be visible in the dashboard. The
default value for this component is 1, but the user can choose to view up to 5 graphs in a single
row. In the picture below we can see the component for changing the number of columns.
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Workflow Manager Dashboard

Predictive Models

The graphs shown in this section use machine learning models to make predictions about the future price of airline tickets. You can find more information about the models in the sidebar.
are interactive so you can dlick on any point in the graph that is part of the data used to train the model and change the price value for that specific date. Then you can move the slider to set the value that
you want for that point.

Vector autoregression Random Forest

Average Fare Price with ARIMA Model

Current Date
—e— Average Fare Price (Actual price)
Arima model (Predictive model)

Fare Price

If the user decides that he prefers to view the dashboard 2 graphs at a time, the application will
look like this.
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The graphs shown in this section use machine learning models to make predictions about the future price of airline tickets. You can find more information about the models in the sidebar. These graphs

are interactive so you can click on any point in the graph that is part of the data used to train the model and change the price value for that specific date. Then you can move the slider to set the value that
you want for that point.
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Random Forest
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User Manual for Data Science Developers
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The workflow manager application allows developers to implement new models using the
classes provided by the wfmg module to quickly and painlessly visualize the results in the web
application.

RandonfForest

tStreandand Ler

arima_input_handler = InputStreamMandler

arima_output_handler = OutputStreamHandle!

arima_model = ARIMA{arima_input_handler,

In this picture we can see that we must import the libraries for the code to work. The user then
must initialize objects for the input stream handler and output stream handler for each model
object that he wants to create so that the model can get access to the training data. Notice that we
need to create a range for the dates that the model will predict. If we run this code, we are going
to get a data frame with the predictions from the ARIMA model from the start date that we
defined to the end date.

In the picture we also see that the VAR model is also available to developers. The VAR model is

interesting because it uses more than one Time Series to predict the future prices.
The regular result for a univariate model such as ARIMA is shown below.
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The VAR model on the other hand is capable of using several data
frames to make it’s predictions like we can see in this picture.

The developers also have access to several scripts that take care of all the preprocessing of the
csv files that we used such as changing the index to a dateindex, changing the name of the
columns etc. Using the wfgm module, developers can also extend the functionality of our models
by creating classes that inherit from the WFMG_model class or the WFMG proc class.

In the project repository there are 3 exameples, the ARIMA model, the VAR model and the
Random Forest Model. Here we decided to show part of the code of the ARIMA model so that
you can get an Idea of how to create subclasses that can be used by the visualization module.

Installation and Maintenance.
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First, you must clone the repo from the bitbucket repository or from the AirLab github repo.
Once the repository is stored locally, you can start to download the dependencies. All
dependencies are stored in the the requrements.txt file. To install all of them at the same time
you must use pip. [ suggest that you use pip3 just in case you still have the old version of pip
laying around somewhere. For the development of this project we used python version 3.6.
Before you install the requirements, I would suggest that you create a virtual environment so that
any new dependency that gets added to the project can be stored in the file requiremets.txt.

It is also good practice to keep the python interpreter that you are using constant throughout the
development process.

You can create a virtual environment by typing this command.

python3 —m venv venv

The second venv is just the name of the folder that the utility venv is going to create in our
current directory. You can change it to anything you want.

After the folder is created, you can activate the virtual environment by typing this command.
source venv/bin/activate

Notice that if you have a folder with a different name, then you should replace the venv in that
last command.

Now, you are ready to install the dependencies and start coding. You can install the requirements
by typing the following command in any bash terminal.

pip3 install -r requirements.txt
Now you are ready to start coding!

For more information on how to maintain the code and how to install everything that you will
need, please refer to the video “FIU SCIS 2019Spring WFMG InstallMaintenanceGuide”

Shortcomings and Wishlist
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The main shortcoming in this first iteration was that we did not get to create a Database to store
the data and models, in order to process the data even more efficiently and also to process new

data automatically.

The main goal of the project was to implement the last few steps of the data science pipeline
as shown below and on the FIU AIRlab website. We mainly focused on the plug-in architecture

and the

interactive dashboard. Future iterations should implement the remaining steps of the pipeline in
reverse order ending with Data collection.

Step 1. Data Collection

eUser authentication
¢Data location

eData profile

*Get and store data

Step 4. Feature Selection

¢ Dimensionality reduction

* Feature importance
(Visualization)

Step 2. Data Validation

¢ Missing values
Corrupt data
Report errors in data
How many attributes/records
Identify data types

Step 5. Plug-in
Architecture
*Baseline modeling

e|ntegration of custom model
eTrain/test validation method

4/28/2019

Step 3. Data Exploration &
Data Cleaning

* Visually inspect the data
* Data filtering

¢ Outlier detection

¢ Handling missing data

Step 6. Interactive
Dashboard

* Shows visualization that users
can filter/explore the data

¢ Visualize the model’s results
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REFERENCES

The Plotly Reference Manual: https://plot.ly/python/reference/

The Dash User Guide with tutorials and many examples: https://dash.plot.ly/

Flask documentation: http://flask.pocoo.org/docs/1.0/
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