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Introduction

VMware Virtual SAN 6.1, shipping with vSphere 6.0 Update 1, introduced a new
feature called VMware Virtual SAN Stretched Cluster. Virtual SAN Stretched
Cluster is a specific configuration implemented in environments where
disaster/downtime avoidance is a key requirement. This guide was developed
to provide additional insight and information for installation, configuration and
operation of a Virtual SAN Stretched Cluster infrastructure in conjunction with
VMware vSphere. This guide will explain how vSphere handles specific failure
scenarios and discuss various design considerations and operational
procedures.

Virtual SAN Stretched Clusters with Witness Host refers to a deployment
where a user sets up a Virtual SAN cluster with 2 active/active sites with an
identical number of ESXi hosts distributed evenly between the two sites. The
sites are connected via a high bandwidth/low latency link.

The third site hosting the Virtual SAN Witness Host is connected to both of
the active/active data-sites. This connectivity can be via low bandwidth/high
latency links.

witness
VM

T (@ 0 O DODOE

=
<
a8

VMV VMVMVM
VVMware vSphere & Virtual SAN

ED B0 BN D D B0 B0 D

EED B0 BN ED EED B0 B0 B
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Each site is configured as a Virtual SAN Fault Domain. The nomenclature used
to describe a Virtual SAN Stretched Cluster configuration is X+Y+Z, where X is
the number of ESXi hosts at data site A, Y is the number of ESXi hosts at data
site B, and Z is the number of witness hosts at site C. Data sites are where
virtual machines are deployed. The minimum supported configuration is 1+1+1
(3 nodes). The maximum configuration is 15+15+1 (31 nodes).
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In Virtual SAN Stretched Clusters, there is only one witness host in any
configuration.

A virtual machine deployed on a Virtual SAN Stretched Cluster will have one
copy of its data on site A, a second copy of its data on site B and any witness
components placed on the witness host in site C. This configuration is
achieved through fault domains alongside hosts and VM groups, and affinity
rules. In the event of a complete site failure, there will be a full copy of the
virtual machine data as well as greater than 50% of the components available.
This will allow the virtual machine to remain available on the Virtual SAN
datastore. If the virtual machine needs to be restarted on the other site,
vSphere HA will handle this task.
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Support Statements

vSphere versions

Virtual SAN Stretched Cluster configurations require vSphere 6.0 Update 1
(U1 or greater. This implies both vCenter Server 6.0 U1 and ESXi 6.0 U1. This
version of vSphere includes Virtual SAN version 6.1. This is the minimum
version required for Virtual SAN Stretched Cluster support.

vSphere & Virtual SAN

Virtual SAN version 6.1 introduced features including both All-Flash and
Stretched Cluster functionality. There are no limitations on the edition of
vSphere used for Virtual SAN. However, for Virtual SAN Stretched Cluster
functionality, vSphere DRS is very desirable. DRS will provide initial placement
assistance, and will also automatically migrate virtual machines to their correct
site in accordance to Host/VM affinity rules. It can also help will locating virtual
machines to their correct site when a site recovers after a failure. Otherwise
the administrator will have to manually carry out these tasks. Note that DRS is
only available in Enterprise edition and higher of vSphere.

Hybrid and All-Flash support

Virtual SAN Stretched Cluster is supported on both hybrid configurations
(hosts with local storage comprised of both magnetic disks for capacity and
flash devices for cache) and all-flash configurations (hosts with local storage
made up of flash devices for capacity and flash devices for cache).

On-disk formats

VMware supports Virtual SAN Stretched Cluster with the v2 on-disk format
only. The vl on-disk format is based on VMFS and is the original on-disk format
used for Virtual SAN. The v2 on-disk format is the version which comes by
default with Virtual SAN version 6.x. Customers that upgraded from the
original Virtual SAN 5.5 to Virtual SAN 6.0 may not have upgraded the on-disk
format for vl to v2, and are thus still using v1. VMware recommends upgrading
the on-disk format to v2 for improved performance and scalability, as well as
stretched cluster support. In Virtual SAN 6.2 clusters, the v3 on-disk format
allows for additional features, discussed later, specific to 6.2.
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Witness host as an ESXi VM

Both physical ESXi hosts and virtual ESXi hosts (nested ESXi) are supported
for the witness host. VMware provides a Witness Appliance for those
customers who wish to use the ESXi VM. A witness host/VM cannot be shared
between multiple Virtual SAN Stretched Clusters.

Features supported on VSAN but not VSAN
Stretched Clusters

The following are a list of products and features support on Virtual SAN
but not on a stretched cluster implementation of Virtual SAN.

SMP-FT, the new Fault Tolerant VM mechanism introduced in
vSphere 6.0, is supported on standard VSAN 6.1 deployments, but
it is not supported on stretched cluster VSAN deployments at this
time. *The exception to this rule, is when using 2 Node
configurations in the same physical location.

The maximum value for NumberOfFailuresToTolerate in a Virtual
SAN Stretched Cluster configuration is 1. This is the limit due to
the maximum number of Fault Domains being 3.

In a Virtual SAN Stretched Cluster, there are only 3 Fault Domains.
These are typically referred to as the Preferred, Secondary, and
Witness Fault Domains. Standard Virtual SAN configurations can
be comprised of up to 32 Fault Domains.

The Erasure Coding feature introduced in Virtual SAN 6.2 requires
4 Fault Domains for RAID5S type protection and 6 Fault Domains
for RAID6 type protection. Because Stretched Cluster
configurations only have 3 Fault Domains, Erasure Coding is not
supported on Stretched Clusters at this time.
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Features supported on vMSC but not VSAN
Stretched Clusters

The following are a list of products and features support on vSphere
Metro Storage Cluster (vMSC) but not on a stretched cluster
implementation of Virtual SAN.

e RR-FT, the original (and now deprecated) Fault Tolerant
mechanism for virtual machines is supported on vSphere 5.5 for
VMSC. It is not supported on stretched cluster Virtual SAN.

e Note that the new SMP-FT, introduced in vSphere 6.0 is not

supported on either vMSC or stretched cluster VSAN, but does
work on standard VSAN deployments.
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New concepts in Virtual SAN -
Stretched Cluster

Virtual SAN Stretched Clusters versus Fault
Domains

A common question is how stretched cluster differs from Fault Domains,
which is a Virtual SAN feature that was introduced with Virtual SAN version
6.0. Fault domains enable what might be termed “rack awareness” where the
components of virtual machines could be distributed amongst multiple hosts
in multiple racks, and should a rack failure event occur, the virtual machine
would continue to be available. However, these racks would typically be
hosted in the same data center, and if there was a data center wide event,
fault domains would not be able to assist with virtual machines availability.

Stretched clusters essentially build on what fault domains did, and now
provide what might be termed “data center awareness”. Virtual SAN Stretched
Clusters can now provide availability for virtual machines even if a data center
suffers a catastrophic outage.

The witnhess host

The witness host is a dedicated ESXi host (or appliance) whose purpose is to
host the witness component of virtual machines objects. The witness must
have connection to both the master Virtual SAN node and the backup Virtual
SAN node to join the cluster. In steady state operations, the master node
resides in the “preferred site”; the backup node resides in the “secondary site”.
Unless the witness host connects to both the master and the backup nodes, it
will not join the Virtual SAN cluster.

Read locality in Virtual SAN Stretched Cluster

In traditional Virtual SAN clusters, a virtual machine’s read operations are
distributed across all replica copies of the data in the cluster. In the case of a
policy setting of NumberOfFailuresToTolerate=1, which results in two copies of
the data, 50% of the reads will come from replical and 50% will come from
replica2. In the case of a policy setting of NumberOfFailuresToTolerate=2 in
non-stretched Virtual SAN clusters, results in three copies of the data, 33% of
the reads will come from replical, 33% of the reads will come from replica2 and
33% will come from replica3.

In a Virtual SAN Stretched Cluster, we wish to avoid increased latency caused
by reading across the inter-site link. To insure that 100% of reads, occur in the
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site the VM resides on, the read locality mechanism was introduced. Read
locality overrides the NumberOfFailuresToTolerate=1 policy’s behavior to
distribute reads across the two data sites.

DOM, the Distributed Object Manager in Virtual SAN, takes care of this. DOM is
responsible for the creation of virtual machine storage objects in the Virtual
SAN cluster. It is also responsible for providing distributed data access paths
to these objects. There is a single DOM owner per object. There are 3 roles
within DOM; Client, Owner and Component Manager. The DOM Owner
coordinates access to the object, including reads, locking and object
configuration and reconfiguration. All objects changes and writes also go
through the owner. The DOM owner of an object will now take into account
which fault domain the owner runs in a Virtual SAN Stretched Cluster
configuration, and will read from the replica that is in the same domain.

There is now another consideration with this read locality. One must avoid
unnecessary vMotion of the virtual machine between sites. Since the read
cache blocks are stored on one site, if the VM moves around freely and ends
up on the remote site, the cache will be cold on that site after the move. Now
there will be sub-optimal performance until the cache is warm again. To avoid
this situation, soft affinity rules are used to keep the VM local to the same
site/fault domain where possible. The steps to configure such rules will be
shown in detail in the vSphere DRS section of this guide.

Virtual SAN 6.2 introduced Client Cache, a mechanism that allocates 0.4% of
host memory, up to 1GB, as an additional read cache tier. Virtual machines
leverage the Client Cache of the host they are running on. Client Cache is not
associated with Stretched Cluster read locality, and runs independently.

STORAGE and AVAILABILITY Documentation / 11



Virtual SAN Stretched Cluster Guide

Requirements

In addition to Virtual SAN hosts, the following is a list of requirements for
implementing Virtual SAN Stretched Cluster.

VMware vCenter server

A Virtual SAN Stretched Cluster configuration can be created and managed by
a single instance of VMware vCenter Server. Both the Windows version and
the Virtual Appliance version (Linux) are supported for configuration and
management of a Virtual SAN Stretched Cluster.

A witness host

In a Virtual SAN Stretched Cluster, the witness components are only ever
placed on the witness host. Either a physical ESXi host or a special witness
appliance provided by VMware, can be used as the witness host.

If a withess appliance is used for the witness host, it will not consume any of
the customer’s vSphere licenses. A physical ESXi host that is used as a witness
host will need to be licensed accordingly, as this can still be used to provision
virtual machines should a customer choose to do so.

It is important that witness host is not added to the VSAN cluster. The witness
host is selected during the creation of a Virtual SAN Stretched Cluster.

The witness appliance will have a unique identifier in the vSphere web client Ul
to assist with identifying that a host is in fact a witness appliance (ESXi in a
VM). It is shown as a “blue” host, as highlighted below:

Note this is only visible when the appliance ESXi witness is deployed. If a
physical host is used as the witness, then it does not change its appearance in
the web client. A witness host is dedicated for each stretched cluster.

([® | @ 8 8
v{j]mg.'nt—'u'cm.rainpole.corn
= [y Stretched-DataCenter
[ stretched-vsan
@esxiDT—s.tea.rainpole.com
@esxiDT-s:—teb.rainpola.cum

G‘l esxil2-sitea rainpole.com
E esxil2-siteb rainpole.com
1 Test-VM-For-Siretched-Cluster-Comp. .
- [lg Witness-DataCenter

> | witness-01 rainpole.com
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Networking and latency requirements

When Virtual SAN is deployed in a stretched cluster across multiple sites using
fault domains, there are certain networking requirements that must be
adhered to.

Layer 2 and Layer 3 support

Both Layer 2 (same subnet) and Layer 3 (routed) configurations are used in a
recommended Virtual SAN Stretched Cluster deployment.

¢ VMware recommends that Virtual SAN communication between the
data sites be over stretched L2.

¢ VMware recommends that Virtual SAN communication between the
data sites and the witness site is routed over L3.

Note: A common question is whether L2 for Virtual SAN traffic across all sites
is supported. There are some considerations with the use of a stretched L2
domain between the data sites and the witness site, and these are discussed in
further detail in the design considerations section of this guide. Another
common question is whether L3 for VSAN traffic across all sites is supported.
While this can work, it is not the VMware recommended network topology for
Virtual SAN Stretched Clusters at this time.

Virtual SAN traffic between data sites is multicast. Witness traffic between a
data site and the witness site is unicast.

Supported geographical distances

For VMware Virtual SAN Stretched Clusters, geographical distances are not a
support concern. The key requirement is the actual latency numbers between
sites.

Data site to data site network latency

Data site to data site network refers to the communication between non-
witness sites, in other words, sites that run virtual machines and hold virtual
machine data. Latency or RTT (Round Trip Time) between sites hosting virtual
machine objects should not be greater than 5msec (< 2.5msec one-way).

Data site to data site bandwidth

Bandwidth between sites hosting virtual machine objects will be workload
dependent. For most workloads, VMware recommends a minimum of 10Gbps
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or greater bandwidth between sites. In use cases such as 2 Node
configurations for Remote Office/Branch Office deployments, dedicated
1Gbps bandwidth can be sufficient with less than 10 Virtual Machines.

Please refer to the Design Considerations section of this guide for further
details on how to determine bandwidth requirements.

Data Site to witness network latency

This refers to the communication between non-witness sites and the witness
site.

In most Virtual SAN Stretched Cluster configurations, latency or RTT (Round
Trip Time) between sites hosting VM objects and the witness nodes should not
be greater than 200msec (100msec one-way).

In typical 2 Node configurations, such as Remote Office/Branch Office
deployments, this latency or RTT is supported up to 500msec (250msec one-
way).

The latency to the witness is dependent on the number of objects in the
cluster. VMware recommends that on Virtual SAN Stretched Cluster
configurations up to 10+10+1, a latency of less than or equal to 200
milliseconds is acceptable, although if possible, a latency of less than or equal
to 100 milliseconds is preferred. For configurations that are greater than
10+10+1, VMware recommends a latency of less than or equal to 100
milliseconds is required.

Data Site to witness network bandwidth

Bandwidth between sites hosting VM objects and the witness nodes are
dependent on the number of objects residing on Virtual SAN. It is important to
size data site to witness bandwidth appropriately for both availability and
growth. A standard rule of thumb is 2Mbps for every 1000 objects on Virtual
SAN.

Please refer to the Design Considerations section of this guide for
further details on how to determine bandwidth requirements.

Inter-site MTU consistency

It is important to maintain a consistent MTU size between data nodes and the
witness in a Stretched Cluster configuration. Ensuring that each VMkernel
interface designated for Virtual SAN traffic, is set to the same MTU size will
prevent traffic fragmentation. The Virtual SAN Health Check checks for a
uniform MTU size across the Virtual SAN data network, and reports on any
inconsistencies.
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Configuration Minimums and Maximums

Virtual Machines per host

The maximum number of virtual machines per ESXi host is unaffected by the
Virtual SAN Stretched Cluster configuration. The maximum is the same as for
normal VSAN deployments.

VMware recommends that customers should run their hosts at 50% of
maximum number of virtual machines supported in a standard Virtual SAN
cluster to accommodate a full site failure. In the event of full site failures, the
virtual machines on the failed site can be restarted on the hosts in the
surviving site.

Hosts per cluster

The minimum number of hosts in a Virtual SAN Stretched Cluster is 3. In such a
configuration, site 1 will contain a single ESXi host, site 2 will contain a single
ESXi host and then there is a witness host at the third site, the witness site.
The nomenclature for such a configuration is 1+1+1. This is commonly referred
to as a 2 Node configuration.

The maximum number of hosts in a Virtual SAN Stretched Cluster is 31. Site 1
contains ESXi 15 hosts, site 2 contains 15 ESXi hosts, and the witness host on
the third site makes 31. This is referred to as a 15+15+1 configuration.

Witness host

There is a maximum of 1 witness host per Virtual SAN Stretched Cluster. The
witness host requirements are discussed in the design considerations section
of this guide. VMware provides a fully supported witness virtual appliance, in
Open Virtual Appliance (OVA) format, for customers who do not wish to
dedicate a physical ESXi host as the witness. This OVA is essentially a pre-
licensed ESXi host running in a virtual machine, and can be deployed on a
physical ESXi host on the third site.

Number Of Failures To Tolerate

Because Virtual SAN Stretched Cluster configurations effectively have 3 fault
domains, the NumberOfFailuresToTolerate (FTT) policy setting, has a
maximum of 1 for objects. Virtual SAN cannot comply with FTT values that are
greater than 1in a stretched cluster configuration.
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Other policy settings are not impacted by deploying VSAN in a stretched
cluster configuration and can be used as per a non-stretched VSAN cluster.

Fault Domains

Fault domains play an important role in Virtual SAN Stretched Cluster. Similar
to the NumberOfFailuresToTolerate (FTT) policy setting discussed previously,
the maximum number of fault domains in a Virtual SAN Stretched Cluster is 3.
The first FD is the “preferred” data site, the second FD is the “secondary” data
site and the third FD is the witness host site.
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Design Considerations

Witness host sizing - compute

When dealing with a physical server, the minimum ESXi host requirements will
meet the needs of a witness host. The witness host must be capable of running
the same version of ESXi as Virtual SAN data nodes.

When using a witness appliance (ESXi in a VM), the size is dependent on the
configurations and this is decided during the deployment process. The witness
appliance, irrespective of the configuration, uses at least two vCPUs. The
physical host that the witness appliance runs on must be at least vSphere 5.5
or greater.

Witnhess host sizing - magnetic disk

The purpose of the witness host is to store witness components for virtual
machine objects. Since a single magnetic disk supports approximately 21,000
components, and the maximum components supported on the witness host is
45,000, a minimum of 3 magnetic disks is required on the witness host if there
is a need to support the maximum complement of components.

If using a physical ESXi host, a single physical disk can support a maximum of
21,000 components. Each witness component in a Virtual SAN stretch cluster
requires 16MB storage. To support 21,000 components on a magnetic disk,
VMware recommends a disk of approximately 350GB in size.

To accommodate the full 45,000 components on the witness host, VMware
recommends 3 magnetic disks of approximately 350GB are needed, keeping
the limit of 21,000 components per disk in mind.

If using the witness appliance instead of a physical ESXi host, there is no
manual storage configuration required. Instead, the desired configuration size
is chosen during deployment. Care will need to be taken that the underlying
datastore for the VMDKs of the witness appliance supports the storage
requirements. This will be highlighted in more detail during the installation
section of the guide.

Witness host sizing - flash device

VMware recommends the flash device capacity (e.g. SSD) on the witness host
should be approximately 10GB in size for the maximum number of 45,000
components is required. In the witness appliance, one of the VMDKs is tagged
as a flash device. There is no requirement for an actual flash device.
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Note that this witness host sizing is for component maximums. Smaller
configurations that do not need the maximum number of components can run
with fewer resources. Here are the three different sizes for the witness
appliance.

Tiny (10 VMs or fewer)
e 2vCPUs, 8 GB vVRAM
e 8 GB ESXi Boot Disk, one 10 GB SSD, one 15 GB HDD
e Supports a maximum of 750 witness components

Normal (up to 500 VMs)
e 2vCPUs, 16 GB vRAM
e 8 GB ESXi Boot Disk, one 10 GB SSD, one 350 GB HDD
e Supports a maximum of 22,000 witness components

Large (more than 500 VMs)
e 2vCPUs, 32 GB vVRAM
e 8 GB ESXi Boot Disk, one 10 GB SSD, three 350 GB HDDs
e Supports a maximum of 45,000 witness components

Note: When a physical host is used for the witness host, VMware will also
support the tagging of magnetic disks as SSDs, implying that there is no need
to purchase a flash device for physical witness hosts. This tagging can be done
from the vSphere web client Ul.

Cluster Compute resource utilization

For full availability, VMware recommends that customers should be running
at 50% of resource consumption across the Virtual SAN Stretched Cluster. In
the event of a complete site failure, all of the virtual machines could be run on
the surviving site (aka fault domain)

VMware understands that some customers will want to run close to 80% and
even 100% of resource utilization because they do not want to dedicate
resources just to protect themselves against a full site failure since site failures
are very rare. In these cases, customer should understand that not all virtual
machines will be restarted on the surviving site.
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Networking Design Considerations

A Virtual SAN Stretched Cluster requires 3 sites; the first site will maintain the
first copy of the virtual machine data (data site 1), the second site will maintain
the second copy of the virtual machine data (data site 2) and the third site will
maintain the witness component(s). The three sites all need to communicate,
both at the management network level and at the VSAN network level. There
also need to be a common virtual machine network between the data sites. To
summarize, the following are the network requirements for a Virtual SAN
Stretched Cluster:

Connectivity

¢ Management network: connectivity to all 3 sites

¢ VM network: connectivity between the data sites (the witness will not
run virtual machines that are deployed on the VSAN cluster)

e vMotion network: connectivity between the data sites (virtual machines
will never be migrated from a data host to the witness host)

e Virtual SAN network: connectivity to all 3 sites

Type of networks

VMware recommends the following network types for Virtual SAN Stretched
Cluster:

¢ Management network: L2 stretched or L3 (routed) between all sites.
Either option should both work fine. The choice is left up to the
customer.

e VM network: VMware recommends L2 stretched between data sites. In
the event of a failure, the VMs will not require a new IP to work on the
remote site

e vMotion network: L2 stretched or L3 (routed) between data sites should
both work fine. The choice is left up to the customer.

e Virtual SAN network: VMware recommends L2 stretched between the
two data sites and L3 (routed) network between the data sites and the
witness site. L3 support for the Virtual SAN network was introduced in
VSAN 6.0.

Considerations related to single default gateway on ESXi hosts

The major consideration with implementing this configuration is that each
ESXi host comes with a default TCPIP stack, and as a result, only has a single
default gateway. The default route is typically associated with the
management network TCPIP stack. Now consider the situation where, for
isolation and security reasons, the management network and the Virtual SAN
network are completely isolated from one another. The management network
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might be using vmkO on physical NIC O, and the VSAN network might be using
vmk2 on physical NIC 1, i.e. completely distinct network adapters and two
distinct TCPIP stacks. This implies that the Virtual SAN network has no default
gateway.

Consider also that the Virtual SAN network is stretched over data site 1 and 2
on an L2 broadcast domain, e.g. 172.10.0.0 and the witness on site 3 the VSAN
network is on another broadcast domain, e.g. 172.30.0.0. If the VMkernel
adapters on the VSAN network on data site 1 or 2 tries to initiate a connection
to the VSAN network on the witness site (site 3), and since there is only one
default gateway associated with the management network, the connection will
fail. This is because the traffic will be routed through the default gateway on
the ESXi host, and thus the management network on the ESXi host, and there
is no route from the management network to the VSAN network.

One solution to this issue is to use static routes. This allows an administrator to
define a new routing entry indicating which path should be followed to reach a
particular network. In the case of the Virtual SAN network on a Virtual SAN
Stretched Cluster, static routes could be added as follows, using the above
example IP addresses:

1. Hosts on data site 1 have a static route added so that requests to reach the
172.30.0.0 witness network on site 3 are routed via the 172.10.0.0 interface
2. Hosts on data site 2 have a static route added so that requests to reach the
172.30.0.0 witness network on site 3 are routed via the 172.10.0.0 interface
3. The witness host on site 3 has a static route added so that requests to
reach the 172.10.0.0 data site 1 and data site 2 network are routed via
the 172.30.0.0 interface

Static routes are added via the esxc/i network ip route or esxcfg-route
commands. Refer to the appropriate vSphere Command Line Guide for more
information.

Caution when implementing static routes

Using static routes requires administrator intervention. Any new ESXi hosts
that are added to the cluster at either site 1 or site 2 needed to have static
routes manually added before they can successfully communicate to the
witness, and the other data site. Any replacement of the witness host will also
require the static routes to be updated to facilitate communication to the data
sites.

Dedicated/Customer TCPIP stacks for VSAN Traffic

At this time, the Virtual SAN traffic does not have its own dedicated TCPIP
stack. Custom TCPIP stacks are also not applicable for Virtual SAN traffic.
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L2 design versus L3 design

Consider a design where the Virtual SAN Stretched Cluster is configured in
one large L2 design as follows, where Site 1and Site 2 are where the virtual
machines are deployed. The Witness site contains the witness host:

CEEEE st Swenz R
Site 1 Site 2
(Active) (Active)
Stretched
Layer 2

Network

In the event of the link between Switch 1 and Switch 2 is broken (the link
between the Site 1 and Site 2). Network traffic will now route from Site 1 to Site
2 via Site 3. Considering VMware will support a much lower bandwidth for the
witness host, customers may see a decrease in performance if network traffic
is routed through a lower specification Site 3.

If there are situations where routing traffic between data sites through the
witness site does not impact latency of applications, and bandwidth is
acceptable, a stretched L2 configuration between sites is supported. However,
in most cases, VMware feels that such a configuration is not feasible for the
majority of customers.
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To avoid the situation previously outlined, and to ensure that data traffic is not
routed through the witness site, VMware recommends the following network
topology:

e Between Site 1 and Site 2, implement either a stretched L2 (same
subnet) or a L3 (routed) configuration.

e Between Site 1and Witness Site 3, implement a L3 (routed)
configuration.

e Between Site 2 and Witness Site 3, implement a L3 (routed)
configuration.

e In the event of a failure on either of the data sites network, this
configuration will prevent any traffic from Site 1 being routed to Site 2
via Witness Site 3, and thus avoid any performance degradation.

N

b Stretched Layer 2 Network =44
e A A TR _
Site 1 Router 1 Site 2

(Active) S (Active)

Router 2

witness
Switch 2

Site 3

Why not L3 between data sites?

It is also important to consider that having different subnets at the data sites is
going to painful for any virtual machines that failover to the other site since
there is no easy, automated way to re-IP the guest OS to the network on the
other data site.
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Configuration of network from data sites to
withess host

The next question is how to implement such a configuration, especially if the
witness host is on a public cloud? How can the interfaces on the hosts in the
data sites, which communicate to each other over the VSAN network,
communicate to the witness host?

Option 1: Physical on-premises witness connected over L3 & static routes

N
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Site 1 Routar 1 Site 2
(Active) H T (Active)
Mgmt VLAN: 10 Mgmt VLAN: 10
VSAN VLAN: 11 VSAN VLAN: 11

Static routes VSAN Network Router 2
Site 1 VLAN 11 to Site 3 VLAN 21 aEsEEREEEEE
Site 2 VLAN 11 to Site 3 VLAN 21 e Site 3
Sile 3 VLAN 21 to Site 1 VLAN 11 ;
Site 3 VLAN 21 to Site 2 VLAN 11 | Witness Host
g D Mgmt VLAN: 20
L & VSAN VLAN: 21
a2

In this first configuration, the data sites are connected over a stretched L2
network. This is also true for the data sites’ management network, VSAN
network, vMotion network and virtual machine network. The physical network
router in this network infrastructure does not automatically route traffic from
the hosts in the data sites (Site 1 and Site 2) to the host in the Site 3. In order
for the Virtual SAN Stretched Cluster to be successfully configured, all hosts in
the cluster must communicate. How can a stretched cluster be deployed in
this environment?

The solution is to use static routes configured on the ESXi hosts so that the
Virtual SAN traffic from Site 1 and Site 2 is able to reach the witness host in
Site 3, and vice versa. While this is not a preferred configuration option, this
setup can be very useful for proof-of-concept design where there may be
some issues with getting the required network changes implemented at a
customer site.
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In the case of the ESXi hosts on the data sites, a static route must be added to
the Virtual SAN VMkernel interface which will redirect traffic for the witness
host on the witness site via a default gateway for that network. In the case of
the witness host, the Virtual SAN interface must have a static route added
which redirects Virtual SAN traffic destined for the data sites’ hosts. Adding
static routes is achieved using the esxcfg-route -a command on the ESXi hosts.
This will have to be repeated on all ESXi hosts in the stretched cluster.

For this to work, the network switches need to be IP routing enabled between
the Virtual SAN network VLANSs, in this example VLANs 11 and 21. Once
requests arrive for a remote host (either witness -> data or data -> witness),
the switch will route the packet appropriately. This communication is
essential for Virtual SAN Stretched Cluster to work properly.

Note that we have not mentioned the ESXi management network here. The
vCenter server will still be required to manage both the ESXi hosts at the data
sites and the ESXi witness. In many cases, this is not an issue for customer.
However, in the case of stretched clusters, it might be necessary to add a
static route from the vCenter server to reach the management network of the
witness ESXi host if it is not routable, and similarly a static route may need to
be added to the ESXi witness management network to reach the vCenter
server. This is because the vCenter server will route all traffic via the default
gateway.

As long as there is direct connectivity from the witness host to vCenter
(without NAT’ing), there should be no additional concerns regarding the
management network.

Also note that there is no need to configure a vMotion network or a VM
network or add any static routes for these network in the context of a Virtual
SAN Stretched Cluster. This is because there will never be a migration or
deployment of virtual machines to the Virtual SAN witness. Its purpose is to
maintain witness objects only, and does not require either of these networks
for this task.
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Option 2: Virtual witness on-premises connected over L3 & static
routes

Requirements: Since the virtual ESXi witness is a virtual machine that will be
deployed on a physical ESXi host when deployed on-premises, the underlying
physical ESXi host will need to have a minimum of one VM network pre-
configured. This VM network will need to reach both the management network
and the VSAN network shared by the ESXi hosts on the data sites. An
alterative option that might be simpler to implement is to have two
preconfigured VM networks on the underlying physical ESXi host, one for the
management network and one for the VSAN network. When the virtual ESXi
witness is deployed on this physical ESXi host, the network will need to be
attached/configured accordingly.

Virtual ESXi
Witness

-

Physical ESXi host

Management
Metwork

VSAN Network

Once the virtual ESXi witness has been successfully deployed, the static route
configuration must be configured.

As before, the data sites are connected over a stretched L2 network. This is
also true for data sites’ management network, VSAN network, vMotion
network and virtual machine network. Once again, physical network router in
this environment does not automatically route traffic from the hosts in the
Preferred and Secondary data sites to the host in the witness site. In order for
the Virtual SAN Stretched Cluster to be successfully configured, all hosts in the
cluster require static routes added so that the VSAN traffic from the Preferred
and Secondary sites is able to reach the witness host in the witness site, and
vice versa. As mentioned before, this is not a preferred configuration option,
but this setup can be very useful for proof-of-concept design where there may
be some issues with getting the required network changes implemented at a
customer site.

Once again, the static routes are added using the esxcfg-route -a command

on the ESXi hosts. This will have to be repeated on all ESXi hosts in the cluster,
both on the data sites and on the witness host.
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The switches should be configured to have IP routing enabled between the
Virtual SAN network VLANs on the data sites and the witness site, in this
example VLANs 11 and 21. Once requests arrive for the remote host (either
witness -> data or data -> witness), the switch will route the packet
appropriately. With this setup, the Virtual SAN Stretched Cluster will form.
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Site 3 VLAN 21 to Site 1 VLAN 11
Site 3 VLAN 21 to Site 2 VLAN 11
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Note that once again we have not mentioned the management network here.
As mentioned before, vCenter needs to manage the remote ESXi witness and
the hosts on the data sites. If necessary, a static route should be added to the
vCenter server to reach the management network of the witness ESXi host,
and similarly a static route should be added to the ESXi witness to reach the
vCenter server.

Also note that, as before, that there is no need to configure a vMotion network
or a VM network or add any static routes for these network in the context of a
Virtual SAN Stretched Cluster. This is because there will never be a migration
or deployment of virtual machines to the VSAN witness. Its purpose is to
maintain witness objects only, and does not require either of these networks
for this task.
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Option 3: 2 Node configuration for Remote Office/Branch Office
Deployment

In the use case of Remote Office/Branch Office (ROBO) deployments, it is
common to have 2 Node configurations at one or more remote offices. This
deployment model can be very cost competitive when a running a limited
number of virtual machines no longer require 3 nodes for Virtual SAN.

|__vShere S VSAN |

Virtual SAN 2 Node configurations are Virtual SAN Stretched Clusters
comprised of two data nodes and one witness node. This is a 1+1+1 Stretched
Cluster configuration. Each data node behaves as a data site, and the two
nodes are typically in the same location. The witness VM could reside at the
primary datacenter or another location.

Management traffic for the data nodes is typically automatically routed to the
vCenter server at the central datacenter. Routing for the VSAN network, as
shown in previous scenarios, will require static routes between the VSAN
interfaces on each data node and the witness VM running in the central
datacenter.

Because they reside in the same physical location, networking between data
nodes is consistent with that of a traditional Virtual SAN cluster. Data nodes
still require a static route to the Witness VM residing in the central datacenter.
The witness VM’s secondary interface, designated for Virtual SAN traffic will
also require a static route to each of data node’s VSAN traffic enabled
VMkernel interface.

Adding static routes is achieved using the esxcfg-route -a command on the
ESXi hosts and witness VM.
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In the illustration above, the central datacenter management network is on
VLAN 10. For vCenter to manage each of the 2 node (ROBO) deployments,
there must be a route to each host’s management network. This could be on
an isolated management VLAN, but it is not required. Depending on the
network configuration, vCenter itself may require static routes to each of the
remote ESXi host management VMkernel interfaces. All the normal
requirements for vCenter to connect to ESXi hosts should be satisfied.

The management VMkernel for the witness VM, in the central datacenter, can
easily reside on the same management VLAN in the central datacenter, not
requiring any static routing.

The VSAN network in each site must also have routing to the respective
witness VM VSAN interface. Because the VMkernel interface with VSAN traffic
enabled uses the same gateway, static routes will be required to and from the
data nodes to the witness VMs. Remember the witness VM will never run an
VM workloads, and therefore the only traffic requirements are for
management and VSAN witness traffic, because its purpose is to maintain
witness objects only.

For remote site VMs to communicate with central datacenter VMs, appropriate
routing for the VM Network will also be required.
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Bandwidth calculation

As stated in the requirements section, the bandwidth requirement between
the two main sites is dependent on workload and in particular the number of
write operations per ESXi host. Other factors such as read locality not in
operation (where the virtual machine resides on one site but reads data from
the other site) and rebuild traffic, may also need to be factored in.

Requirements between Data Sites.

Reads are not included in the calculation as we are assuming read locality,
which means that there should be no inter-site read traffic. The required
bandwidth between the two data sites (B) is equal to the Write bandwidth
(WDb) * data multiplier (md) * resynchronization multiplier (mr):

B=Wb*md* mr

The data multiplier is comprised of overhead for Virtual SAN metadata traffic
and miscellaneous related operations. VMware recommends a data multiplier
of 1.4

The resynchronization multiplier is included to account for resynchronizing
events. It is recommended to allocate bandwidth capacity on top of required
bandwidth capacity for resynchronization events.

Making room for resynchronization traffic, an additional 25% is recommended.

. Data Site to Data Site Example 1
Take a hypothetical example of a 6 node Virtual SAN Stretched Cluster (3+3+1) with
the following:
e A workload of 35,000 IOPS
e 10,000 of those being write IOPS
e A “typical” 4KB size write
(This would require 40MB/s, or 320Mbps bandwidth)

Including the Virtual SAN network requirements, the required bandwidth would be
560Mbps.
B = 320 Mbps * 1.4 * 1.25 = 560 Mbps.

. Data Site to Data Site Example 2
Take a 20 node Virtual SAN Stretched Cluster (10+10+1) with a VDI (Virtual Desktop
Infrastructure) with the following:
e A workloadof 100,000 IOPS
e With a typical 70%/30% distribution of writes to reads respectively, 70,000 of
those are writes. A “typical” 4KB size write
(This would require 280 MB/s, or 2.24Gbps bandwidth)

Including the Virtual SAN network requirements, the required bandwidth would be
approximately 4Gbps.

B =280 Mbps * 1.4 * 1.25 = 3,920 Mbps or 3.92Gbps
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Using the above formula, a Virtual SAN Stretched Cluster with a dedicated
10Gbps inter-site link, can accommodate approximately 170,000 4KB write
IOPS. Customers will need to evaluate their I/O requirements but VMware
feels that 10Gbps will meet most design requirements.

Above this configuration, customers would need to consider multiple 10Gb
NICs teamed, or a 40Gb network.

While it might be possible to use 1Gbps connectivity for very small Virtual SAN
Stretched Cluster implementations, the majority of implementations will
require 10Gbps connectivity between sites. Therefore, VMware recommends
a minimum of 10Gbps network connectivity between sites for optimal
performance and for possible future expansion of the cluster.

Requirements when read locality is not available.

Note that the previous calculations are only for regular Stretched Cluster
traffic with read locality. If there is a device failure, read operations also have
to traverse the inter-site network. This is because the mirrored copy of data is
on the alternate site when using NumberOfFailuresto Tolerate=].

The same equation for every 4K read 10 of the objects in a degraded state
would be added on top of the above calculations. The expected read |O would
be used to calculate the additional bandwidth requirement.

In an example of a single failed disk, with objects from 5 VMs residing on the
failed disk, with 10,000 (4KB) read |IOPS, an additional 40 Mbps, or 320 Mbps
would be required, in addition to the above Stretched Cluster requirements,
to provide sufficient read 10 bandwidth, during peak write IO, and resync
operations.

Requirements between data sites and the witness site

Witness bandwidth isn’t calculated in the same way as bandwidth between
data sites. Because hosts designated as a witness do not maintain any VM data,
but rather only component metadata, the requirements are much smaller.

Virtual Machines on Virtual SAN are comprised of many objects, which can
potentially be split into multiple components, depending on factors like policy
and size. The number of components on Virtual SAN have a direct impact on
the bandwidth requirement between the data sites and the witness.

The required bandwidth between the Witness and each site is equal to ~1138 B x
Number of Components / 5s

71138 B x NumComp / 5 seconds

The 1138 B value comes from operations that occur when the Preferred Site
goes offline, and the Secondary Site takes ownership of all of the components.
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When the primary site goes offline, the secondary site becomes the master.
The Witness sends updates to the new master, followed by the new master
replying to the Witness as ownership is updated.

The 1138 B requirement for each component comes from a combination of a
payload from the Witness to the backup agent, followed by metadata
indicating that the Preferred Site has failed.

In the event of a Preferred Site failure, the link must be large enough to allow
for the cluster ownership to change, as well ownership of all of the
components within 5 seconds.

Witness to Site Examples

Workload 1

With a VM being comprised of
0 3 objects {VM namespace, vmdk (under 255GB), and vmSwap)
o Failure to Tolerate of 1 (FTT=1)
o0 Stripe Width of 1

Approximately 166 VMs with the above configuration would require the
Witness to contain 996 components.

To successfully satisfy the Witness bandwidth requirements for a total of
1,000 components on Virtual SAN, the following calculation can be used:

Converting Bytes (B) to Bits (b), multioly by 8

B=138B *8 *1000 / 5s =1,820,800 Bits per second = 1.82 Mbps
VMware recommends adding a 10% safety margin and round up.

B +10% = 1.82 Mbps + 182 Kbps = 2.00 Mbps

With the 10% buffer included, a rule of thumb can be stated that for every
1,000 components, 2 Mbps is appropriate.

Workload 2

With a VM being comprised of
o0 3 objects {VM namespace, vmdk (under 255GB), and vmSwap)
o Failure to Tolerate of 1 (FTT=1)
o0 Stripe Width of 2

Approximately 1,500 VMs with the above configuration would require 18,000
components to be stored on the Witness.
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To successfully satisfy the Witness bandwidth requirements for 18,000
components on Virtual SAN, the resulting calculation is:

B =138 B *8 *18,000 / 5s = 32,774,400 Bits per second = 32.78 Mbps
B +10% = 32.78 Mbps + 3.28 Mbps = 36.05 Mbps

Using the general equation of 2Mbps for every 1,000 components,
(NumComp/1000) X 2Mbps, it can be seen that 18,000 components does in
fact require 36Mbps.

The role of Virtual SAN heartbeats in Virtual
SAN Stretched Cluster

As mentioned previously, when VSAN is deployed in a stretched cluster
configuration, the VSAN master node is placed on the preferred site and the
VSAN backup node is placed on the secondary site. So long as there are nodes
(ESXi hosts) available in the “preferred” site, then a master is always selected
from one of the nodes on this site. Similarly, for the “secondary” site, so long
as there are nodes available on the secondary site.

The VSAN master node and the VSAN backup node send heartbeats every
second. If communication is lost for 5 consecutive heartbeats (5 seconds)
between the master and the backup due to an issue with the backup node, the
master chooses a different ESXi host as a backup on the remote site. This is
repeated until all hosts on the remote site are checked. If there is a complete
site failure, the master selects a backup node from the “preferred” site.

A similar scenario arises when the master has a failure.

When a node rejoins an empty site after a complete site failure, either the
master (in the case of the node joining the primary site) or the backup (in the
case where the node is joining the secondary site) will migrate to that site.

If communication is lost for 5 consecutive heartbeats (5 seconds) between the
master and the witness, the witness is deemed to have failed. If the witness
has suffered a permanent failure, a new witness host can be configured and
added to the cluster.
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Cluster Settings - vSphere HA

Certain vSphere HA behaviors have been modified especially for Virtual SAN.
It checks the state of the virtual machines on a per virtual machine basis.
vSphere HA can make a decision on whether a virtual machine should be failed
over based on the number of components belonging to a virtual machine that
can be accessed from a particular partition.

When vSphere HA is configured on a Virtual SAN Stretched Cluster, VMware
recommends the following:

vSphere HA Turn on
Host Monitoring Enabled
Host Hardware Monitoring - VM Disabled (default)

Component Protection: “Protect
against Storage Connectivity Loss”

Virtual Machine Monitoring Customer Preference - Disabled by
default

Admission Control Set to 50%

Host Isolation Response Power off and restart VMs

Datastore Heartbeats “Use datastores only from the

specified list”, but do not select any
datastores from the list. This disables
Datastore Heartbeats

Advanced Settings:

das.usedefaultisolationaddress False
das.isolationaddressO IP address on VSAN network on site 1
das.isolationaddress] IP address on VSAN network on site 2
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Turn on vSphere HA

To turn on vSphere HA, select the cluster object in the vCenter
inventory, Manage, then vSphere HA. From here, vSphere HA can be
turned on and off via a check box.

[ stretch.vsan - Edit Cluster Settings (2) b

vSphere DRS [ Turn on vSphere HA

ESXESX hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that
might cause isolation responses.

[ Host Monitoring

Host Hardware Monitoring - VM Component Protection

ESM/ESK hosts have the capability to detect various failures that do not neces sarily caus e virtual machines to go down, but
tould deem them unusable (for example, losing network/disk communication)

[] Protect against Storage Connectivity Loss

Virtual Machine Monitoring

WM Monitoring restarts individual Ws if their ViWware Tools heartbeats are not received within a settime. Application Monitoring
restarts individual WWs If their in-guest application heartbeats are not recelved within a settime.

|_ Disabled L]
Fallure conditions and VM Expand for details
response
» Admission Control Expand for details
v Dataslore for Hearlbeating Expand for details
v Advanced Options Expand for advanced options

[ ok ][ cancel |

Host Monitoring

Host monitoring should be enabled on Virtual SAN stretch cluster
configurations. This feature uses network heartbeat to determine the status of
hosts participating in the cluster, and if corrective action is required, such as
restarting virtual machines on other nodes in the cluster.

Host Monitoring

ESXESX hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that
might cause isolation responses.

[w] Host Monitoring
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Admission Control

Admission control ensures that HA has sufficient resources available to restart
virtual machines after a failure. As a full site failure is one scenario that needs
to be taken into account in a resilient architecture, VMware recommends
enabling vSphere HA Admission Control. Availability of workloads is the
primary driver for most stretched cluster environments. Sufficient capacity
must therefore be available for a full site failure. Since ESXi hosts will be
equally divided across both sites in a Virtual SAN Stretched Cluster, and to
ensure that all workloads can be restarted by vSphere HA, VMware
recommends configuring the admission control policy to 50 percent for both
memory and CPU.

VMware recommends using the percentage-based policy as it offers the most
flexibility and reduces operational overhead. For more details about admission
control policies and the associated algorithms we would like to refer to the
vSphere 6.0 Availability Guide.

The following screenshot shows a vSphere HA cluster configured with
admission control enabled using the percentage based admission control
policy set to 50%.

®)

[k site-a - Edit Cluster Settings

vSphere DRS

~ Admission Control

Admission control is a policy used by vSphere HA to ensure failover capacity within a
cluster. Raising the proportion of ensured host failures increases the availability
constraints and capacity reserved in the cluster.

() Define failover capacity by static number of hosts.

(=) Define failover capacity by resenving a percentage of the cluster resources

Reserved failover CPU capacity: 50 ;] % CPU

Reserved failover Memory capacity. 50 % % Memory

() Use dedicated failover hosts

@F

Failover Hosts

() Do notreserve failover capacity.
Allow virtual machine power-ons that violate availability constraints

It should be noted that VSAN is not admission-control aware. There is no way
to inform VSAN to set aside additional storage resources to accommodate
fully compliant virtual machines running on a single site. This is an additional
operational step for administrators if they wish to achieve such a configuration
in the event of a failure.
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Host Hardware Monitoring - VM Component
Protection

vSphere 6.0 introduces a new enhancement to vSphere HA called VM
Component Protection (VMCP) to allow for an automated fail-over of virtual
machines residing on a datastore that has either an “All Paths Down” (APD) or
a “Permanent Device Loss” (PDL) condition.

A PDL, permanent device loss condition, is a condition that is communicated
by the storage controller to ESXi host via a SCSI sense code. This condition
indicates that a disk device has become unavailable and is likely permanently
unavailable. When it is not possible for the storage controller to communicate
back the status to the ESXi host, then the condition is treated as an “All Paths
Down” (APD) condition.

In traditional datastores, APD/PDL on a datastore affects all the virtual
machines using that datastore. However, for VSAN this may not be the case.
An APD/PDL may only affect one or few VMs, but not all VMs on the VSAN
datastore. Also, in the event of an APD/PDL occurring on a subset of hosts,
there is no guarantee that the remaining hosts will have access to all the
virtual machine objects, and be able to restart the virtual machine. Therefore, a
partition may result in such a way that the virtual machine is not accessible on
any partition.

Note that the VM Component Protection (VMCP) way of handling a failover is
to terminate the running virtual machine and restart it elsewhere in the cluster.
VMCP/HA cannot determine the cluster-wide accessibility of a virtual machine
on Virtual SAN, and thus cannot guarantee that the virtual machine will be
able to restart elsewhere after termination. For example, there may be
resources available to restart the virtual machine, but accessibility to the
virtual machine by the remaining hosts in the cluster is not known to HA. For
traditional datastores, this is not a problem, since we know host-datastore
accessibility for the entire cluster, and by using that, we can determine if a
virtual machine can be restarted on a host or not.

At the moment, it is not possible for vSphere HA to understand the complete
inaccessibility vs. partial inaccessibility on a per virtual machine basis on
Virtual SAN; hence the lack of VMCP support by HA for VSAN.

VMware recommends leaving VM Component Protection (VMCP) disabled.
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Datastore for Heartbeating

vSphere HA provides an additional heartbeating mechanism for determining
the state of hosts in the cluster. This is in addition to network heartbeating,
and is called datastore heartbeating. For Virtual SAN configurations, including
stretched cluster configurations, this functionality should be disabled. If there
are other datastores available to the ESXi hosts (i.e. NFS or VMFS datastores),
then heartbeat datastores should be disabled. If there are no additional
datastores available to the ESXi hosts other than the VSAN Datastore, then
this step isn’t necessary.

To disable datastore heartbeating, under HA settings, open the Datastore for
Heartbeating section. Select the option “Use datastore from only the specified
list”, and ensure that there are no datastore selected in the list, if any exist.

« Diataslore for Hearlbealing

vSphere HA uses datasiores to monitor nosts and vinual machines when management
network has failed. vCenter Server selects two datastores for each host using the policy
and datastore preferences specifiied below.
Heanbeal datastore selection policy:

| Automatically select datastores accessible from the host
) Use datastores anly from the specified list

| Use datastores from the specified list and complement autamatically if needed
Ayailable heartbeat datasiores

Namse Datestore Clusiss Hasks Mounting Daetasione

Datastore heartbeats are now disabled on the cluster. Note that this may give
rise to a notification in the summary tab of the host, stating that the number of
vSphere HA heartbeat datastore for this host is O, which is less than required:2.
This message may be removed by following KB Article 2004739 which details
how to add the advanced setting das.ignoreinsufficientHbDatastore = true.

Why disable heartbeat datastores?

If you have a heartbeat datastore and only the VSAN traffic network fails,
vSphere HA does not restart the virtual machines on another host in the
cluster. When you restore the link, the virtual machines will continue to run. If
virtual machine availability is your utmost concern, keeping in mind that a
virtual machine restart is necessary in the event of a host isolation event, then
you should not setup a heartbeat datastore. Any time the VSAN network
causes a host to get isolated, vSphere HA will power on the virtual machine on
another host in the cluster.

Of course, with a restart the in-memory state of the apps is lost, but the virtual

machine has minimal downtime. If you do not want a virtual machine to fail
over when there is a VSAN traffic network glitch, then a heartbeat datastore
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should be configured. Of course, you will need other non-VSAN datastores to
achieve this.

Virtual Machine Response for Host Isolation

This setting determines what happens to the virtual machines on an isolated
host, i.e. a host that can no longer communicate to other nodes in the cluster,
nor is able to reach the isolation response IP address. There is a chance that
communication could be completely lost to the host in question, so requests
to shutdown the virtual machines may not success. Therefore, VMware
recommends that the Response for Host Isolation is to Power off and restart
VMs.

)
¥

[ % standard - Edit Cluster Settings

vSphere DRS [ Turn on vSphere HA *

ESXESX hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that might cause isolation
responses.

[w] Host Monitoring

Host Hardware Monitoring - VM Component Protection

ESXESX hosts have the capability to detect various failures that do not necessarily cause virtual machines to go down, but could deem them unusable (for
example, losing network/disk communication)

[] Protect against Storage Connectivity Loss

Virtual Machine Monitoring

WM Monitoring restarts individual Vs iftheir Viiware Tools heartbeats are notreceived within a settime. Application Monitoring restarts individual Vs if
their in-guest application heartoeats are not received within a settime.

[ Disabled [+]
Failure conditions and VM
-
response
Failure | Response Details
Host failure Restart Vs Restart Wis using W restart pricrity ordering.
Host Isolation Power off and restart Vs WMs on Isolated hosts will be powered off
and restarted on available hosts.
Datastore with Permanent  Disabled Datastore protection for All Paths Down and
Device Loss Permanent Device Loss is disabled.
Datastore with Al Paths Disabled Datastore protection for All Paths Down and
Down Permanent Device Loss is disabled.
Guest not heartbeating Disabled WMand application monitoring disabled.
VM restart priority [ Medium [*]

When Disabled is selected, virtual machines are not restarted in the event of a host failure. In addition, they
remain Protected when Turn on vSphere HA s enabled.

( Response for Host Isolation [ Pawer off and restart Vs ‘ = D
Response for Datastore with I
Permanent Device Loss (PDL) Disshied ‘ = J
Response for Datastore with Al — )
Paths Down (APD) \Disabied [-)
R for AP ! f 1
esponse for APD recovery Disabled ] -

after APD timeout
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Advanced Options

When vSphere HA is enabled on a VSAN Cluster, uses a heart beat
mechanisms to validate the state of an ESXi host. Network heart beating is the
primary mechanism for HA to validate availability of the hosts.

If a host is not receiving any heartbeats, it uses a failsafe mechanism to detect
if it is merely isolated from its HA master node or completely isolated from the
network. It does this by pinging the default gateway.

In VSAN environments, vSphere HA uses the VSAN traffic network for
communication. This is different to traditional vSphere environments where
the management network is used for vSphere HA communication. Howevetr,
even in VSAN environments, vSphere HA continues to use the default gateway
on the management network for isolation detection responses. This should be
changed so that the isolation response IP address is on the VSAN network.

In addition to selecting an isolation response address on the VSAN network,
additional isolation addresses can be specified manually to enhance reliability
of isolation validation.

Network Isolation Response and Multiple Isolation Response
Addresses

In a Virtual SAN Stretched Cluster, one of the isolation addresses should reside
in the site 1 datacenter and the other should reside in the site 2 datacenter.
This would enable vSphere HA to validate complete network isolation in the
case of a connection failure between sites.

VMware recommends enabling host isolation response and specifying an
isolation response addresses that is on the VSAN network rather than the
management network. The vSphere HA advanced setting
das.usedefaultisolationaddress should be set to fa/se. VMware recommends
specifying two additional isolation response addresses, and each of these
addresses should be site specific. In other words, select an isolation response
IP address from the preferred Virtual SAN Stretched Cluster site and another
isolation response IP address from the secondary Virtual SAN Stretched
Cluster site. The vSphere HA advanced setting used for setting the first
isolation response IP address is das.isolationaddressO and it should be set to
an |IP address on the VSAN network which resides on the first site. The
vSphere HA advanced setting used for adding a second isolation response IP
address is das.isolationaddress] and this should be an IP address on the VSAN
network that resides on the second site.

For further details on how to configure this setting, information can be found
in KB Article 1002117.
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Cluster Settings - DRS

vSphere DRS is used in many environments to distribute load within a cluster.
vSphere DRS offers many other features which can be very helpful in
stretched environments.

If administrators wish to enable DRS on Virtual SAN Stretched Cluster, there is
a requirement to have a vSphere Enterprise license edition or higher.

There is also a requirement to create VM to Host affinity rules mapping VM to
Host groups. These specify which virtual machines and hosts reside in the
preferred site and which reside in the secondary site. Using Host/VM groups
and rules, it becomes easy for administrators to manage which virtual
machines should run on which site, and balance workloads between sites. In
the next section, Host/VM groups and rules are discussed. Note that if DRS is
not enabled on the cluster, then VM to Host affinity “should” rules are not
honored. These soft (should) rules are DRS centric and are
honored/rectified/warned only when DRS is enabled on the cluster.

Another consideration is that without DRS, there will be considerable
management overhead for administrators, as they will have to initially place
virtual machines on the correct hosts in order for them to power up without
violating the host affinity rules. If the virtual machine is initially placed on the
incorrect host, administrators will need to manually migrate them to the
correct site before they can be powered on.

Another consideration is related to full site failures. On a site failure, vSphere
HA will restart all virtual machines on the remaining site. When the failed site
recovers, administrators will have to identify the virtual machines that should
reside on the recovered site, and manually move each virtual machine back to
the recovered site manually. DRS, with affinity rules, can make this operation
easier.

With vSphere DRS enabled on the cluster, the virtual machines can simply be
deployed to the cluster, and then the virtual machine is powered on, DRS will
move the virtual machines to the correct hosts to conform to the Host/VM
groups and rules settings. Determining which virtual machines should be
migrated back to a recovered site is also easier with DRS.

Another area where DRS can help administrators is by automatically migrating
virtual machines to the correct site in the event of a failure, and the failed site
recovers. DRS, and VM/Host affinity rules, can make this happen automatically
without administrator intervention.

VMware recommends enabling vSphere DRS on Virtual SAN Stretched
Clusters where the vSphere edition allows it.
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Partially Automated or Fully Automated DRS

Customers can decide whether to place DRS in partially automated mode or
fully automated mode. With partially automated mode, DRS will handle the
initial placement of virtual machines. However any further migration
recommendations will be surfaced up to the administrator to decide whether
or not to move the virtual machine. The administrator can check the
recommendation, and may decide not to migrate the virtual machine.
Recommendations should be for hosts on the same site.

With fully automated mode, DRS will take care of the initial placement and on-
going load balancing of virtual machines. DRS should still adhere to the
Host/VM groups and rules, and should never balance virtual machines across
different sites. This is important as virtual machines on Virtual SAN Stretched
Cluster will use read locality, which implies that they will cache locally. If the
virtual machine is migrated by DRS to the other site, the cache will need to be
warmed on the remote site before the virtual machine reaches it previous
levels of performance.

One significant consideration with fully automated mode is a site failure.
Consider a situation where a site has failed, and all virtual machines are now
running on a single site. All virtual machines on the running site have read
locality with the running site, and are caching their data on the running site.
Perhaps the outage has been a couple of hours, or even a day. Now the issue
at the failed site has been addressed (e.g. power, network, etc.). When the
hosts on the recovered rejoin the VSAN cluster, there has to be a resync of all
components from the running site to the recovered site. This may take some
time. However, at the same time, DRS is informed that the hosts are now back
in the cluster. If in fully automated mode, the affinity rules are checked, and
obviously a lot of them are not compliant. Therefore DRS begins to move
virtual machines back to the recovered site, but the components may not yet
be active (i.e. still synchronizing). Therefore virtual machines could end up on
the recovered site, but since there is no local copy of the data, I/O from these
virtual machines will have to traverse the link between sites to the active data
copy. This is undesirable due to latency/performance issues. Therefore, for this
reason, VMware recommends that DRS is placed in partially automated mode
if there is an outage. Customers will continue to be informed about DRS
recommendations when the hosts on the recovered site are online, but can
now wait until VSAN has fully resynced the virtual machine components. DRS
can then be changed back to fully automated mode, which will allow virtual
machine migrations to take place to conform to the VM/Host affinity rules.

[ AF-VSAN-Stretch - Edit Cluster Settings () W

41 Turn ON vSphere DRS

vSphere HA

» DRS Automation | Partially Automated | ~ |
» Power Management | Off ‘ hd |

» Advanced Options None
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VM/Host Groups & Rules

VMware recommends enabling vSphere DRS to allow for the creation of
Host-VM affinity rules to do initial placement of VMs and to avoid unnecessary
vMotion of VMs between sites, and impacting read locality. Because the
stretched cluster is still a single cluster, DRS is unaware of the fact that it is
made up of different sites and it may decide to move virtual machines
between them. The use of VM/Host Groups will allow administrators to “pin”
virtual machines to sites, preventing unnecessary vMotions/migrations. If
virtual machines are allowed to move freely across sites, it may end up on the
remote site. Since Virtual SAN Stretched Cluster implements read locality, the
cache on the remote site will be cold. This will impact performance until the
cache on the remote site has been warmed.

Note that Virtual SAN Stretched Cluster has its own notion of a preferred site.
This is setup at the configuration point, and refers to which site takes over in
the event of a split-brain. It has no bearing on virtual machine placement. It is
used for the case where there is a partition between the two data sites *and*
the witness agent can talk to both sites. In that case, the witness agent needs
to decide which side’s cluster it will stick with. It does so with what has been
specified as the “preferred” site.

Host groups

When configuring DRS with a Virtual SAN Stretched Cluster, VMware
recommends creating two VM-Host affinity groups. An administrator could
give these host groups the names of preferred and secondary to match the
nomenclature used by VSAN. The hosts from site 1 should be placed in the
preferred host group, and the hosts from site 2 should be placed in the
secondary host group.

| P site-A | Actions

Gefting Started  Summary  Monitor | Manage | Related Objects

Setings. ‘ Scheduled Tasks. ‘ Aarm Definisons | Tags | Pemissions |

“ VMHost Groups
vSphere DRS "

o >
ikl [0 Preferred-Site-Hosts Host Group

)econdarySiteHosts iost Group
Si garySiteHost: Host G
B preferredm-group Vi Group

Disk = dary-sit VM Group
Fault Domains

~ Virtual SAN
General

Health

~ Configuration
General
Licensing
VMware EVC
VMiHost Rules
VM Overrides

Host Options VMHost Group Members

Prefemed-Site Hests Group Members

Profiles

@ cs-ie-genozizlocal
[ cs-ie-delio is local
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VM Groups

Two VM groups should also be created; one to hold the virtual machines
placed on site 1 and the other to hold the virtual machines placed on site 2.
Whenever a virtual machine is created and before it is powered on, assuming a
NumberOfFailuresToTolerate policy setting of 1, the virtual machine should be
added to the correct host affinity group. This will then ensure that a virtual
always remains on the same site, reading from the same replica, unless a site
critical event occurs necessitating the VM being failed over to the secondary
site.

Note that to correctly use VM groups, first off all create the VM, but do power
it on. Next, edit the VM groups and add the new VM to the desired group.
Once added, and saved, the virtual machine can now be powered on. With
DRS enabled on the cluster, the virtual machine will be checked to see if it is
on the correct site according to the VM/Host Rules (discussed next) and if not,
it is automatically migrated to the appropriate site, either “preferred” or
“secondary”.

VM/Host Rules

When deploying virtual machines on a Virtual SAN Stretched Cluster, for the
majority of cases, we wish the virtual machine to reside on the set of hosts in
the selected host group. However, in the event of a full site failure, we wish the
virtual machines to be restarted on the surviving site.

To achieve this, VMware recommends implementing “should respect rules” in
the VM/Host Rules configuration section. These rules may be violated by
vSphere HA in the case of a full site outage. If “must rules” were implemented,
vSphere HA does not violate the rule-set, and this could potentially lead to
service outages. vSphere HA will not restart the virtual machines in this case,
as they will not have the required affinity to start on the hosts in the other site.
Thus, the recommendation to implement “should rules” will allow vSphere HA
to restart the virtual machines in the other site.
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) site-A  Actions v =
Gefling Started  Summary  Monitor | Manage | Related Objects
[SSHAGET scheauied Tasks | am Defnisons | Tags [ Pemissions |
“ VMiHost Rules
Vophers RS Name Type Enatiea Conflicts Defines By
vapnere HA & PrefleredHGlorvMs Run ¥Ms on Hosts Yes 0 User
Vi Beal SAM § SecondanHGlorvids Run Vis on Hosts Yes 0 User
General
Disk Management
Fault Domains
Health
~ Configuration
General
Licensing
Viware EVC
VM/Host Groups )
VMHost Rule Details
VMMHost Rules
Vi i . 0
VM Overrides Virtual Machines that are members of the VM Group should run on hests that are members of the Host Group.
Host Options:
e (oo ][ Remee [pod. ][ Remore |
pratened-im-group Group Members Prefemes.Sits-Hosts Group Memosrs
G prefum @ cs-e-gelozietocal
[ cs-ie-dellot.ietocal
vSphere HA Rule Settings
vSphere HA can enforce VIWHost rules when restarting virual machines
M anti-affinity rules Ignore rules
VI to Hostaffinity rules: vSphera HA should respect rulas during failover

The vSphere HA Rule Settings are found in the VM/Host Rules section. This
allows administrators to decide which virtual machines (that are part of a VM
Group) are allowed to run on which hosts (that are part of a Host Group). It
also allows an administrator to decide on how strictly “VM to Host affinity
rules” are enforced.

As stated above, the VM to Host affinity rules should be set to “should respect”
to allow the virtual machines on one site to be started on the hosts on the
other site in the event of a complete site failure. The “should rules” are
implemented by clicking on the “Edit” button in the vSphere HA Rule Settings
at the bottom of the VM/Host Rules view, and setting VM to Host affinity rules
to “vSphere HA should respect rules during failover”.

vSphere DRS communicates these rules to vSphere HA, and these are stored
in a “compatibility list” governing allowed startup behavior. Note once again
that with a full site failure, vSphere HA will be able to restart the virtual
machines on hosts that violate the rules. Availability takes preference in this
scenario.
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Installation

The installation of Virtual SAN Stretched Cluster is almost identical to how
Fault Domains were implemented in earlier VSAN versions, with a couple of
additional steps. This part of the guide will walk the reader through a
stretched cluster configuration.

Before you start

Before delving into the installation of a Virtual SAN Stretched Cluster, there
are a number of important features to highlight that are specific to stretch
cluster environments.

What is a Preferred domain/preferred site?

Preferred domain/preferred site is simply a directive for Virtual SAN. The
“preferred” site is the site that Virtual SAN wishes to remain running when
there is a failure and the sites can no longer communicate. One might say that
the “preferred site” is the site expected to have the most reliability.

Since virtual machines can run on any of the two sites, if network connectivity
is lost between site 1 and site 2, but both still have connectivity to the witness,
the preferred site is the one that survives and its components remains active,
while the storage on the non-preferred site is marked as down and
components on that site are marked as absent.

What is read locality?

Since virtual machines deployed on Virtual SAN Stretched Cluster will have
compute on one site, but a copy of the data on both sites, VSAN will use a
read locality algorithm to read 100% from the data copy on the local site, i.e.
same site where the compute resides. This is not the regular VSAN algorithm,
which reads in a round-robin fashion across all replica copies of the data.

This new algorithm for Virtual SAN Stretched Clusters will reduce the latency
incurred on read operations.

If latency is less than 5ms and there is enough bandwidth between the sites,
read locality could be disabled. However please note that disabling read
locality means that the read algorithm reverts to the round robin mechanism,
and for Virtual SAN Stretched Clusters, 50% of the read requests will be sent
to the remote site. This is a significant consideration for sizing of the network
bandwidth. Please refer to the sizing of the network bandwidth between the
two main sites for more details.

The advanced parameter VSAN.DOMOwnerForceWarmCache can be enabled
or disabled to change the behavior of read locality. This advanced parameter
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is hidden and is not visible in the Advanced System Settings vSphere web
client. It is only available the CLI.

Caution: Read locality is enabled by default when Virtual SAN Stretched
Cluster is configured - it should only be disabled under the guidance of
VMware’s Global Support Services organization, and only when extremely low
latency is available across all sites.

Witness host must not be part of the VSAN cluster

When configuring your Virtual SAN stretched cluster, only data hosts must be
in the cluster object in vCenter. The witness host must remain outside of the
cluster, and must not be added to the cluster at any point. Thus for a 1+1+1
configuration, where there is one host at each site and one physical ESXi
witness host, the configuration will look similar to the following:

w [ Jie-vcza-10.elocal
w [Ig stretch-DC
'§' stretch-vsan p
[\ ce-ie-dell01.ielocal
[, ce-ie-dell0d.ie local
O w2k 12-r2-vm
b [ cs-ie-daliD2islocal

Note that the witness host is not shaded in blue in this case. The witness host
only appears shaded in blue when a witness appliance (OVA) is deployed.
Physical hosts that are used as witness hosts are not shaded in blue.
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Virtual SAN Health Check Plugin for
Stretched Clusters

Virtual SAN 6.1, shipped with vSphere 6.0U1, has a health check feature built in.
This functionality was first available for Virtual SAN 6.0. The updated 6.1
version of the health check for Virtual SAN has enhancements specifically for
Virtual SAN stretched cluster.

Once the ESXi hosts have been upgraded or installed with ESXi version 6.0U1,
there are no additional requirements for enabling the VSAN health check. Note
that ESXi version 6.0U1 is a requirement for Virtual SAN Stretched Cluster.

Similarly, once the vCenter Server has been upgraded to version 6.0U1, the
VSAN Health Check plugin components are also upgraded automatically,
provided vSphere DRS is licensed, and DRS Automation is set to Fully
Automated. If vSphere DRS is not licensed, or not set to Fully Automated, then
hosts will have to be evacuated and the Health Check vSphere Installable
Bundle (vib) will have to be installed manually.

Please refer to the 6.1 Health Check Guide got additional information. The
location is available in the appendix of this guide.
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New Virtual SAN health checks for Stretched Cluster configurations

As mentioned, there are new health checks for Virtual SAN Stretched Cluster.
Select the Cluster object in the vCenter inventory, click on Monitor > Virtual
SAN > Health. Ensure the stretched cluster health checks pass when the
cluster is configured.

Note that the stretched cluster checks will not be visible until the stretch
cluster configuration is completed.

“ Virtual SAN Health (Last checked: Today at 12:38)
Physical Disks Test st Teat Mo
Virtual Disks & Passged »  Data health
Resyncing Components @ Passed v Limits health
m & Passed ¥ Metwork health
Proactive Tests @ Passed ¥ Physical disk health
& Passed + Stretched cluster healih
& Passed Cluster with multiple unicast agents
& Passed Fault domain number check
& Passed Host without configured unicast agent
@ Passed Some hosis do not support stretched cluster
& Passed Stretched cluster with no disk mapping witness host
& Passed Stretched cluster without a witness host
& Passed Witness hostinside one of the fault domains
@ Passed Witness host part of cluster
@ Passed Witness host with invalid preferred fault domain
& Passed Witness host with non-existing fault domain
]
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Using a witness appliance

Virtual SAN stretched cluster supports the use of a ESXi virtual machine as a
witness host. This is available as an OVA (Open Virtual Appliance) from
VMware. However this witness ESXi virtual machine needs to reside on a
physical ESXi host, and that requires some special networking configuration
for the witness ESXi virtual machine.

Physical ESXi preparation for witness
deployment

The witness ESXi virtual machine contains two network adapters. One of the
network adapters is used to connect to the ESXi/vCenter management
network whilst the other network adapter is used to connect to the VSAN
network. Therefore, there is a requirement to have two virtual machine
network created on the physical ESXi host so that the witness ESXi virtual
machine can communicate to the rest of the cluster. One of the virtual
machine networks should be able to reach the management network and the
other virtual machine network should be able to reach the VSAN network.

A note about promiscuous mode

In many nested ESXi environments, there is a recommendation to enable
promiscuous mode to allow all Ethernet frames to pass to all VMs that are
attached to the port group, even if it is not intended for that particular VM.
The reason promiscuous mode is enabled in many nested environments is to
prevent a virtual switch from dropping packets for (nested) vmnics that it
does not know about on nested ESXi hosts.

If the MAC address of the virtual machine network adapter matches the MAC
address of the nested ESXi vmnic, no packets are dropped. The witness ESXi
virtual machine OV A has been configured to have the MAC addresses match,
then promiscuous mode would not be needed.

—
o

[ Neestod ESXI
As long as .
these match Werwes VM
thera is no e ! ey
B A sairves B
need for
promiscuous - "'M -
mode ; -

Virtual Switch

Management
Hetwark

WEAN Neswork
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Setup Step 1: Deploy the Witness ESXi OVA

The first step is to download and deploy the witness ESXi OVA, or deploy it
directly via a URL, as shown below. In this example it has been downloaded:

Depioy OVF Template (70 0
1 Sourca Select source
Selectthe source location
1a Select source
LY 4 1b Rewview details Enter a LURL to download and install the OVF package from the Internet, or browse to 3 location accessible fom your computer,
such as a local hard drive, @ network share, or a CD/DVD drive
Accept License
Agreements VURL
2 Destination ' | - |— I
£
i = = (=) Local file
20 Sale [ Browse_. | Zitemp\poriordansretch-vsaniviware-VifualSAN-Winess-6 0.0.updata01-2900780 ova
Next ST Cancel
Examine the details. Note that it states that this is the VMware Virtual SAN
Witness Appliance, version 6.1.
Depioy OVF Tempiate (3

1 Sourca Review delails

Werify the CAVF template details
+  1a Selecisource

1b Revew details

Product Viare Vinual SAN wimass Appliance
¢ agreements Version 6.1
2 Destination Vendar Viware, Inc
3 Selectname and foldsr Publisher @ Unknown (Trusted cerificate)

Selec] configuration Download size. 3442 MB

Linkmown (thin provsioned)

SERSTOES 368.0 GB (thick provsioned)

Description Widware Virual SAN Witness Appliance

3 Ready to complete

Back Next I Cancel

STORAGE and AVAILABILITY Documentation / 5 O



Virtual SAN Stretched Cluster Guide

Accept the EULA as shown below:

Deploy OVF Template o

1 Source Accepl License Agreements

‘fou mustread and accept the license agreements associated with this template before continuing
+  1a Selectsource

+  1b Revew details

VIIWARE END LISER LICENSE AGREEMENT =

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE OF THE
SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE

Selec] configuratior IMPORTANT-READ CAREFULLY: BY DOWHLOADING. INSTALLING, OR USING THE SOFTWARE., YOU (THE INDIVIDUAL OR
LEGAL ENTITY} AGREE T BE BOUND BY THE TERMS OF THIS EMD USER LICEMSE AGREEMENT ["EULA™). IF ¥OU DO NOT
L RO AGREE TO THE TERMS OF THIS EULA, YOU MUST HOT DOWNLOAD, INSTALL, CR USE THE SOFTWARE, AND YOU MUST

g DELETE OR RETURN THE UNMUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACOUIRED IT WITHIN THIRTY (30)
DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT YOLU PAID FOR THE SOFTWARE.

EVALUATION LICENSE. If You are licensing the Sﬂﬂwlre for evaluation purposes, Your use of the Software is only permitied in a
non-production envdronmant and for the period limited by the Licanse Key. Notwithstanding any other provision in this EULA, an
Ewaluation License of the Software is provided "AS-15" without indemnification, suppor or warranty of any kind, expressed or
implied.

3 Ready to complete

1. DEFINITICRNS.

1.1 Affiliate™ means, with respact to a pary at a given time, an entity that then is directly or indirectly conirolled by, is under
common canfrof with, or controls that party, and here “confrol” means an ewnership, voling or similar interest representing fifty
percent (50%) or more of the total interests then outstanding of that entity. -

[ Accent |

Back Next ist Cancel

Give the witness a name (e.g. witness-01), and select a folder to deploy it to.

Depioy OVF Template :r‘ »

Select name and folder
Specify a name and locaton for the deployed tempiate

1 Source

v  1a Selecisource
«  1b Revew details Name: Iwrh'less.-D§| T I
o 4 FctepiLicense
Agreements Select a folder or datacenter
2 Destination [a

2a Selectname and folder

» ) le-vcsa-11 de local
+  2b Selectconfiguration + [Ig Datacenter

wvirtual machine P
2c Selecta resource it = The folder you select is where the entity will be located, and
will be used to apply parmissions to it

2a Custamize tamplate The namsa of the entity must be unigue within each vCeantar

3 Ready to complete Server VM folder

Back Next ist Cancel

At this point a decision needs to be made regarding the expected size of the
stretched cluster configuration. There are three options offered. If you expect
the number of VMs deployed on the Virtual SAN Stretched Cluster to be 10 or
fewer, select the Tiny configuration. If you expect to deploy more than 10 VMs,
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but less than 500 VMs, then the Normal (default option) should be chosen.
For more than 500VMs, choose the Large option. On selecting a particular
configuration, the resources consumed by the appliance and displayed in the
wizard (CPU, Memory and Disk):

Deploy OVF Template \TP »l
1 Source Select configuration
Selecta deployment configuration

+  1a Selectsource
+  1b Review details Confguration [Norm.al {up 10 500 WMs ) [~]
ActeptLicense ] i
R e, Configuration ¥ (10 Vs or fewer) >
5 Dot Naormal {up to 500 WME)
" 2WCPUs Large (more than 500 Ws)

«  2a Selectname and folder * 16GE vRAM

T — * 1x 8GB ESXi Bool Digk

oEH) RAEC CoyI MIaNOR * 1x 350GE Magnetic Disk

2t Selecta resource * 1x 10GE Salid-State Disk

* Maximum of 22K Components

3 Ready to complete

Back Next I Cancel

Select a datastore for the witness ESXi VM. This will be one of the datastore
available to the underlying physical host. You should consider when the
withess is deployed as thick or thin, as thin VMs may grow over time, so
ensure there is enough capacity on the selected datastore.
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Deploy OVF Template (7L

1 Source Select storage

Select iocaton o store the files for the deployed template
W 1a Select source

+  1b Revew defails

Select virtual disk format | Thin Provision | =
v 4 Mcceptlicense =
Agreements WM Storage Pelicy: | Datastore Detault [ ®
2 Destination The following dalastores are accessible from the destination resource that you selected. Select the destination datastore for the

virtual machine configuration files and all of the virtual disks

~  2a Selectname and foider
+  2b Selectconfiguration Madre Capadily Prowisioned Fres Type ki
o o Salecta reeoures H ds-vmis-lc-vmx5500-01-lun-24 10237568 104TB 102281 GB VMFS
7 Hos -wrus-ic:wnrﬁ%ﬂ‘l-lun-zz 1.023.75 68 1.80 GB 1.021.95G8 VMES
B dsvmisdcneS500-01-lun-14 1,023.76 GB 1206 GB 101189 GB VMFS
ZE-HOLE TE OIS B DS-YMFS-VIXD1-RAIDS-LUNTY 1,023.756GB 1235 GB 1,011.40 GB VMFS
e L B weluns 1,02375 GB 1785 GB 1,005.30 GB WNFS
3 Ready to complede H DS-VMFS-VNN01-RAIDS-LUN12 10237568 18.29 GB 1,005.46 GB WMFS
B vwnlung 10237568 2784 GB 99591 GB VMFS
B vwelun? 102375 GB 28.07 CB 995,58 GB VMFS
B ds-vmis-femeS500-01-lun-00 10237568 234,92 GB 946,61 GB VMFS
[= B 10237568 BB3EGE 93540 GB VYMFS
B DS-VMFS-VHX01-RAIDS-LUN13 10227568 12348 GB 900.27 GB YMFS
« £ [
Back Next Firi Cancal

Select a network for the management network. This gets associated with botH
network interfaces (management and VSAN) at deployment, so later on the
VSAN network configuration will need updating.

[ Deploy OVF Template (7] b

1 Source Setup networks

Configure the networks the deployed lempiate should use
L4 1a Select source

v  1b Revew defails

Sgurce Destination Configuration
v 1 ﬁ;ﬁ:g:;xfe VLANT0-147.70.0.0 | -
2 Destination
2a Sebect name and foider
2b Sefect configuration
Z¢ Selecta resource IFprotocal. 1P IP aliocation:  Statc - Manual @

2d Select storage

L A8 LK

2e Selup networks

Source: sc-build-vapp - Description

AT A S The sc-build-app network

3 Ready to complete

Destmation: VLANTO-147.70.0.0 - Prolocol setlings
Ma configuration nesded for this network

Back Hext Firi Cancel

Give a root password for the witness ESXi host:
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Deploy OVF Template e
1 Source Customize template
Customize the deployment properbes of this software solution
»  1a Seleclsource
v 1b Revew details O % properties have valid values Shownesi.  Collapseall..
] Accapt License
Agreements » Uncategorized 1 sefting
2 Destination Rootpassword  Setpassword for root account.
¥ 2a Selectname and folder Avalid password should be a mix of upper and lower case letiers,
digits. and other characters. You can use a 7 character long
V' 2b Sekectconfguration password with characters from atbeast 3 of these 4 classes.
e SaisctarespiTca An upper tase latier that begins the passmgéana a digitthat
ends it do not tount towards the number of aracter classes used.
v 20 Select siorage Enter passwond ——— T
W Ze Selup networks
Confirm password I..........1 I
v
~" 3 Ready to complete
Back Hext Finish Cancal

At this point, the witness appliance (ESXi VM) is ready to be deployed. You
can choose to power it on after deployment by selecting the checkbox below,
or power it on manually via the vSphere web client Ul later:

Deploy OVF Tempiate

1 Source

' 13 Selectsource

<

1b Revew detalls

AccaptLicansa
Agraements

2 Destination

S

2a Selectname and folder
2b Select configuration

2t Selecta resource

2d Selectsiorage

2e Selup networks

2f Customize template

S8 8 € S Kus

Ready to complete

Revew your seflings selections before tnishing the wizard.

OVF file Z\tempiponiordanistretch-vsanividware-VinualSaN-Witness-6.0.0.updated1-2990780.ova
Doawnload size 3442 F.%

Size on sk 368.0GB

Name witness-01

Deployment configuration Mormal (up to 500 Vs )

Targat Cluster

Datastore ds-vmifs-fownx5500-01-lun-24

Falder Datacentar

Disk storage
Metwork mapping
P allecation
Properties

[/ Power on ater daploymant

Thick Provision Lazy Zeroad
sec-build-vapp to VLANTO-147.70.0.0
Static - Manual, IPva

Back hhaxt Finish Cancel

Once the witness appliance is deployed and powered on, select it in the
vSphere web client Ul and begin the next steps in the configuration process.
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Setup Step 2: Configure Witness ESXi VM
management network

Once the witness ESXi virtual machine has been deployed, select it in the
vSphere web client Ul, and edit the settings. As mentioned previously, there
are two virtual networks adapters. Both adapters will be assigned to the
management network that was selected during the OVA deploy. At this time,
there is no way to select alternate networks, such as the VSAN network)
during the deployment. Administrators will have to edit the network for
network adapter 2 to ensure that it is attached to the correct VSAN network.

1 witness-01 - Edit Settings 2 »
[ Wirtual Hardware | VI Options | SDRS Rules | vApp Options
~ [l Metwork adapler 1 [ VLANTO-147.70.0.0 (stratched-vewil |~ | B Connected -
Slalus ¥ Connect &t Power On
Por iD 130
Adapter Type MM -
DirectPath 10 ! Enasle
dy This type of network adapter is not supported by {01Vkware
ESXi 5.a
MAC Address 50-56-06-aT it “
Shares | Mormal I~ 7
Resenation | 0 |+ | Mpits |~
Limit | Unilimitad [+] [moits [+
- [l Network adapler 2 [ VLANB0—147.80.0.0 (sretchedvewi - | B connected
Status [¥ Connect &t Power On
Por I0 48
Adapter Type IET -
DireciPatn V0 # Enable
dy This type of network adapter is not supported by {0)Vidware
ESHiSx
MAC Address 5 et J i "
Sharas | Marmal _v | -
Reseration | 0 =] | Motz |-
Limit [ Uniimited v| [Moits |
» [ video card pedly cu el -
Mew device | S - Y — [ - i
Compatibility: ESXI 5.5 and later (VM version 10} oK Cancel
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At this point, the console of the witness ESXi virtual machine should be access
to add the correct networking information, such as IP address and DNS, for
the management network.

On launching the console, unless you have a DHCP server on the management
network, it is very likely that the landing page of the DCUI will look something
similar to the following:

VHuare ESKi 6.8.08 (VHKernel Release Build 29987683
VHuare, Inc. VMuare Virtual Platforn

2 x InteliR) Xeon(R) CPU XS658 @ 2.67GH=z
16 GiB Hemory

Dounload tools to manage this host from:
http://sc-a01-049-251/
http://169.254.89.32/ (Haiting for DHCP...)
http://[feB0: 250 :560F fe96:a7831/ (STATIC)

Harning: DHCP lookup failed. You may be unable to access this system until you customize its
netuork conf iguration.

<F2> Customize Systen/View Logs <F12> Shut Doun/Restart

Use the <F2> key to customize the system. The root login and password will
need to be provided at this point. This is the root password that was added
during the OV A deployment earlier.

Select the Network Adapters view. There will be two network adapters, each
corresponding to the network adapters on the virtual machine. You should
note that the MAC address of the network adapters from the DCUI view match
the MAC address of the network adapters from the virtual machine view.
Because these match, there is no need to use promiscuous mode on the
network, as discussed earlier.
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Select vmnicO, and if you wish to view further information, select the key <D>
to see more details.

Hetwork Adapters

the adopters for this host’s default management network
e tuwo or pore adepters For foult-tolerance and

Device Mame Harduare Label (MAC Address)
[¥] vnnich Ethernetl (...0:56:96:a¢:83) Connected (...)
Ethernetl (...0:56:96:fb:ec)

<D> Vieu Details <Space> Toggle Selected <Enter> 0K <Esc> Cancel

Navigate to the IPv4 Configuration section. This will be using DHCP by default.
Select the static option as shown below and add the appropriate IP address,
subnet mask and default gateway for this witness ESXi’s management network.

IPvd Conf igurat ion

[his host can obtain network settings automatical ly iF your neteor
inc ludes a DHCP seroe If it doeas not. the Mollowing settimngs must be

spec il ied

€ 3 Disable IPv4 conf iguration for managerent network
( ) Use dynamic IPv4 address and network conf iguration

IPvd Address [ 147.70.8.15 1
Subnet Hask [ 255.255.255.8 1
Default Gatewm) [ 147.78.8.1 1
Up/Doun? Select <(Spaced Mork Selected <Enter> DK <Esc} Cancel
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The next step is to configure DNS. A primary DNS server should be added and
an optional alternate DNS server can also be added. The FQDN, fully qualified
domain name, of the host should also be added at this point.

DRSS Conf igurat ion

{ ) Dbtain DNS server addresses and a hostname automat ically
(o) Use the Following DNS server addresses and hostname :

Primary DHS Server [ 172.38.8.252
Alternate DNS Server [ 172.30.0.253

lostnane [ witness-B1.rainpole.con

ot d

{Up/Doun> Select <Space> Mark Selected {Enter> 0K <Esc> Cancel

One final recommendation is to do a test of the management network. One
can also try adding the IP address of the vCenter server at this point just to
make sure that it is also reachable.

Test ing Management Hetuwork

Pinging address #1 (147.78.8.1). (1748
Pinging address #2 (172.38.8.252). DE.
Pinging address B3 (172.38.8.5). oK.
Resolving hostnane (Witness-Bl.rainpole.cond. DE.

Enter? 0K

When all the tests have passed, and the FQDN is resolvable, administrators
can move onto the next step of the configuration, which is adding the witness
ESXi to the vCenter server.
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Setup Step 3: Add Witness ESXi VM to
vCenter Server

There is no difference to adding the witness ESXi VM to vCenter server when
compared to adding physical ESXi hosts. However there are some interesting
items to highlight during the process. First step is to provide the name of the
witness to. In this example, vCenter server is managing multiple data centers,
so we are adding the host to the witness data center.

rﬂ Add Host 7 »]

Bl 1 Name and location Enter the name or IP address of the hostie add to wCenber Server

2 Connection seftings Host name o IP address [-mbn-essm rainpaie.comy T l
51 o L
3 Host summary Location [y Witness-DataCenter
4 M jocation
Tpe. ¥ Li]

5 Ready to complels

Next Cancel

Provide the appropriate credentials, in this example root user and password:

T Add Host (7]

' 1 Hame and location Enter the administratve account imfermation for the hast The vSphers Web Client will use this information 1o conned to the host
and establish 3 parmanent account for s operaions

eChon seftings

En
3 Host symmary User nama raot

4 VM lncation Password:

5 Ready to complele

Back lleb Cancel
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Acknowledge the certificate warning:

Thie cemacate S10re of voanar Seres COnnob wnty e
cerificate.

Thie SHAT thumBprint of this Cemincale |s:
ASBAOT1Z137386.82:50:0C 10:88.98:E0:49:A5.5C.9E. 30
54

Click Vas to réplace 1he hosls cemiicals with a]:m cartificale
signed by the Vidware Certificate Sener and proceed with the
workdiow,

Click Mo 1o cancal connadiing be the host

There should be no virtual machines on the witness appliance. Note that it can
never run VMs in a Virtual SAN Stretched Cluster configuration. Note also the
mode: VMware Virtual Platform. Note also that builds number may differ to the

one shown here.

Add Host. e
+ 1 Name and location Nama wilness-01 rainpale com
2 Connection semings Vendar VMware, Inc.
o osisamman——— J sVt rasom
4 Assign license Version Wiware ESX §.0.0 build-2000780
5 Lockdown mode
Virtual Machines
& VM lecation
7 Ready to compheta
I
Back Hext Cancel |
A
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The witness appliance also comes with its own license. You do not need to
consume vSphere licenses for the witness appliance:

T AddHost (7
+" 1 Hame and kocation Licenses
» 2 Connection saltings + | 2 H Q Fifler -
w 3 Hosi SUMIMany Liomras Licenss bey Progoa Lusge Capacaty
WY 4 Assion license 2 © License1 OHO1 O0CO-.  VMwarevSphere5. ZCPUs  2CPUs
1 B F . . =
P () &= vEphers A28 45-280P0 Whtwae vEphing w BCPUs 4 CPUs

] Evaluation License - = o -

6 VM locabon

7 Ready 1o comphas

M Iitems [~

Assignment Vafidation for License 1

» Thieliconse assignmaent is valid

Back Hext Cancal

Lockdown mode is disabled by default. Depending on the policies in use at a
customer’s site, the administrator may choose a different mode to the default:

T hdd Host (70
+~ 1 Name and kecation When enabled, lockdown mode pravents remaote users from legging directly info thiz host The hostwill only be accesaibie through
T settings local consale oran auihorzed centralized management application
+ 3 Hostsummary ¥ 50U Ar8 UNSUre What 1o 40, [aave |ScBown Mase disabled You can configure Ickacwn mode [ater By s6ung Soecurity Profile in
S hosl seftings
+ 4 Assign license
=) Disabled
i ¢ Lockdown mode R
" & VM location The host s accessible only hrough the local console or vCenter Senver
7 Ready to complete g

The hostis accessible only firough wCenter Server. The Direct Console LA senice is stopped

?\a\m Hext Cancel
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The next step is to choose a location for VMs. This will not matter for the
witness appliance, as it will never host virtual machines of its own:

ﬁ Add Host (7 »

1 Hame and location S Sadeth

e [ e vinessDatscener |

'
v

v 3 Host summary
4 Assign license
~ 5 Lockdown mode
v
W

7 Ready 1o compite

Back Hext Finish Cancel

I~

Click finish when ready to complete the addition of the witness to the vCenter

server:

1 wouHost (%)
~ 1 Hame and location Mame witness-01 rainpole com
= 2 Connection settings Version Wilware ES30 6.0 0 build-2380780
w3 Hosi summary Licenss License 1
« 4 Assign license Hetwarks WM Metwork
v 5 Lockdown mode Lockdown made  Disabled
«" & VM location Vi location Winggs-DataCenter
B R iocompots

Back 2 Fﬂsh Cancel
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One final item of note is the appearance of the witness appliance in the
vCenter inventory. It has a light blue shading, to differentiate it from standard
ESXi hosts. It might be a little difficult to see in the screen shot below, but
should be clearly visible in your infrastructure. (Note: the “No datastores have
been configured” message is because the nested ESXi host has no VMFS
datastore. This can be ignored, or if necessary a small 2GB disk can be added
to the host and a VMFS volume can be built on it to remove the message
completely).

vmware: vSphere Web Client  #=

Wewmor B [Lweessotamoecom st
| <4 Home o | Gefting Staned | summary | Montor  Manags  Relsted Otjects

o ] =) a

. ‘witnes3-01.1ampobe com (=1} FREE: 533 GHz
« [ mgmive01 rainpole com — Type o e iy
[l Stretched DataCenter : uosel Vhware, e Ulware Vrtus Patform i
[ shetched-san _‘_ Processor Type:  WhelR) XeandR) CPU XSE50 @ 2670H: oy rem 11
[f. esnid1-sitea rainpole. com ‘E Logical Processars: 2 USED 0.00 8 CAPACITY: 1458 G
[§. essi0 1-sited rainpole.com Cs 2 SToAAGE FREE 000 8
(3 essi02-sitea rainpole.com Vitoal Machines: @ h—cz v e ]
(3 esi02-sitab rainpole.com
= [Jy Wilness-DataCenter State Connecied X
i cor M oo

Ho dalasiores have been configured

* Hardware O = Confguration a

= et o | Eswesuversion Vidware £520, 5.0.0, 2990780

gt Yo by P Image Prafila ESH-6.0,0-20150802001-standard
Thiz listis amety. vEphere HA Siate @ s

+ Faull Telerance (Legacy) Unsupported

» Faull Tolgrance Unsuppored
» BuiC Mada Dusatled
* Related Objects =]

Assign
o Mora Rolated Ohjects

One final recommendation is to verify that the settings of the witness
appliance matches the Tiny, Normal or Large configuration selected during
deployment. For example, the Normal deployment should have an 8GB HDD
for boot, a 10GB Flash that will be configured later on as a cache device and
another 350 HDD that will also be configured later on as a capacity device.

|| [, witness.o1.cainpote.com | Actons - =

Getling Started Summary  Monitor | Manage | Related Objects

Setlings !Blmm Networking ‘ Alarm Definitions | Tags { Permissions |

“ Storage Devices
Storage Adapters = - s » o B —
e BL 78 1 @ o m|@udni- (@ Fine: z
Name Type Capaoty Ogerational State Hardware Acosleration Drive Type Transport
Host Cache Configuration 'y o) yMware Disk (mpxvmhbat:COTOLO)  disk 800GE Aftached ot supported HDD Paraliel SCSI
Protocol Esdnomts Local Viware Disk (mpxvmhbai:CO.T2L0)  disk 1000GE  Attached [\ Not supported Flash Parallel SCSI
Local VMware Disk (mpxvmhba1:COT1:LO) disk 35000 GE Aftached Mot supported HDD Paralle! SCSI

Once confirmed, you can proceed to the next step of configuring the VSAN
network for the witness appliance.
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Setup Step 4: Configure VSAN network on
Witnhess host

The next step is to configure the VSAN network correctly on the witness ESXi
VM. When the witness is selected, navigate to Manage > Networking > Virtual
Switches as shown below. The witness has a portgroup pre-defined called
witnessPg. Here the VMkernel port to be used for VSAN traffic is visible. If
there is no DHCP server on the VSAN network (which is likely), then the
VMkernel adapter will not have a valid IP address, nor will it be tagged for
VSAN traffic.

vmware' vSphere Web Client  #=
% | [ miness ot cmpscom_cens
Geling Started  Summary Monflor | Manage | Refaled Objects

nnnnn

| | setings | Storage ['NeBWodEng | Alarm Definibons | Tags | Permissions.

Wirtual switches

e
it switend

P configuration £ winessswicn ~

Standard switc!

heamarxe

h: witness Switch (witnessPg)

P

| [+ Prsicat asapters

 winessPy 0 ] |

T | f— &1+ w1 16000 Fus (]}

* Wlkemet Bort (1) e ——
i [i]

—

Select the witnhessPg portgroup (which has a VMkernel adapter), and then
select the option to edit it. Tag the VMkernel port for VSAN traffic, as shown
below:
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Vilkernel part sellings

TCPAP stack: Detaull LN ; ]

Available services

Enable 3rices ] wction traffic
] Provisioning iraflic
U Fault Tolerance logging
] Management rattic
[]vSphere Replication rasic
[C1v&phere Replication NFC traffic

ﬁm‘ual SAN traffic

| ok || Cancel

In the NIC settings, ensure the MTU is set to the same value as the Stretched
Cluster hosts’ VSAN VMkernel interface.

vk 1 - Edit Settings

Port properties WTU 1500 =
-

IPv4 settings

IPv6 settings

Analyze impact

[ o [ carce ]

In the IPV4 settings, a default IP address has been allocated. Modify it for the
VSAN traffic network.
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() No IPv4 seftings

() Optain iPvd semings sulomatcally

Pvd sedtings (o) Use static IPvd selings
1Pv6 settings 1Pv4 address 160 . 254 . 112 23
Analyze impact Subnet mask 256 255 0 0
Defaull gateway for IPv4: 147.70.0.1
DNS server addresses 172.30.0.252
172300253

ok |[ canca |
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Once the VMkernel has been tagged for VSAN traffic, and has a valid IP, click

il vkt - Edit Settings { _?',;]
Port properties i) No IPvs setlings
HIC settings (. Oblain IPvé seftings automabically
hPvd setlings =) Use stalic IPvd selings
P settings IPvd address: 147 . B0 1] 15 l} l
SAEE S Subnet mask 255 255 265 0 |
Defaull gateway for IPv4 14770009
DNE sefvel addresses 172.30.0.252
172.30.0.253

[ ok Cancal | |
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Setup Step 5: Implement Static Routes

The final step before we can configure the Virtual SAN Stretched Cluster is to
ensure that the hosts residing in the data sites can reach the witness host’s
VSAN network, and vice-versa. In the screen shots below, there are SSH
sessions opened to a host in data site 1, a host in data site 2 and the witness
host. Due to the reasons outlined earlier, with ESXi hosts having a single
default TCPIP stack, and thus a single default gateway, there is no route to the
VSAN networks from these hosts. Pings to the remote VSAN networks fail.

P i1 s PuTTY ERCI .fmzrsm‘mmum—mm === =
e Ory

= | e

To address this, administrators must implement static routes. Static routes, as
highlighted previously, tell the TCPIP stack to use a different path to reach a
particular network. Now we can tell the TCPIP stack on the data hosts to use a
different network path (instead of the default gateway) to reach the VSAN
network on the witness host. Similarly, we can tell the witness host to use an
alternate path to reach the VSAN network on the data hosts rather than via
the default gateway.

Note once again that the VSAN network is a stretched L2 broadcast domain
between the data sites as per VMware recommendations, but L3 is required to
reach the VSAN network of the witness appliance. Therefore, static routes are
needed between the data hosts and the witness host for the VSAN network,
but they are not required for the data hosts on different sites to communicate
to each other over the VSAN network.
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P witness 01 rainpole.com - PuTTY

The esxcli commands used to add a static route is:

esxcli network ip route ipv4 add -n <remote network> -g <gateway to
use>

Other useful commands are esxcfg-route -n, which will display the network
neighbors on various interfaces, and esxc/i network ip route ipv4 list, to
display gateways for various networks. Make sure this step is repeated for all
hosts.

P 4l -vtanrnnpale com - 34TV

The final test is a ping test to ensure the remote VSAN network can now be
reached, in both directions. Now the Virtual SAN Stretched Cluster can now be
configured.

STORAGE and AVAILABILITY Documentation / 6 9



Virtual SAN Stretched Cluster Guide

Configuring Virtual SAN Stretched
Cluster

There are two methods to configure a Virtual SAN Stretched Cluster. A new
cluster can be stretched or an existing cluster can be converted to a stretched
cluster.

Creating a new Virtual SAN stretched cluster

Creating a Virtual SAN stretched cluster from a group of hosts that doesn’t
already have Virtual SAN configured is relatively simple. A new Virtual SAN
cluster wizard makes the process very easy.

Create Step 1: Create a Cluster

The following steps should be followed to install a new Virtual SAN stretched
cluster. This example is a 3+3+1 deployment, meaning three ESXi hosts at the
preferred site, three ESXi hosts at the secondary site and 1 witness host.

In this example, there are 6 nodes available: esxO1-sitea, esx02-sitea, esx03-
sitea, esxOl-siteb, esx02-siteb, and esx03-siteb. All six hosts reside in a
vSphere cluster called stretched-vsan. The seventh host witness-01, which is
the witness host, is in its own datacenter and is not added to the cluster.

To setup Virtual SAN and configure stretch cluster navigate to the Manage >
Virtual SAN > General. Click Configure to begin the Virtual SAN wizard.

[ stretchedvsan | Actions ~ =

Summary  Monitar ‘ Manage | Related Objects

[Seﬂings ‘ Scheduled Tasks |Alarm Definitions |Tags | Permissions | Update Manager

“ Virtual SAN is Tumed OFF

« Senvices

vSphere DRS

vSphere HA
 Virtual SAN

Disk Management

Fault Domains & Stretched
Cluster

Health and Performance
+ Configuration
General Virtual SAN is not enabled.
Licensing
Mware EVC
VMHost Groups
\/MHost Rules
VM Overrides
Host Options
Profiles
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Create Step 2 Configure Virtual SAN as a stretched cluster

The initial wizard allows for choosing various options like disk claiming method,
enabling Deduplication and Compression (All-Flash architectures only), as well
as configuring fault domains or stretched cluster. Select Configure stretched
cluster.

ﬁ stretched-wsan - Configure Virtual SAN

1 Select VSAN capabilities Select VSAN capabiliies

Select how you want your Virtual SAN cluster to behave
2 Network validation

3 Claim disks Disk Claiming

4 Create faultdomains Add disks 1o storage |—-Manua| ‘ . I

5 Selectwimess host ) ’ )
Renquires rmanual claiming of any new disks on the included hosts to the shared storage.

6 Claim disks for withess host

7 Readyto complete Deduplication and Compression

[] Enable

Deduplication and compression will irmprove the total cost of cwnershin by reducing the data stored on your
physical disks. Deduplication and compression only works for all-flash disk groups. Creating hybrid disk groups is
not allowed when Deduplication and compression is furned on.

FaultDomains and Stretched Cluster

() Do not configure
) Configure two host Virtual SAN cluster

) Configure stretched cluster ()

() Configure fault domains @

Licensing

/by Alicense must be assigned to the cluster in order o create disk groups or consume disks autoratically.

Back Next Finish Cancel

Create Step 3 Validate Network
Network validation will confirm that each host has a VMkernel interface with
Virtual SAN traffic enabled. Select Next.
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ﬁ stretched-vsan - Configure Virtual SAN ®
+ 1 SelectVSAN capabilities Network validation
Check the Virtual SAN network settings on all hosts in the cluster.
S @Imdis View: \.V\rlual SAN VMkemel adapters ‘ - J lQ Filter '
& EEH BTN Mame Netork IF Address VSAN Enabled
5 Selectwimess host + [, esx0i-sitearainpole.com @ ves
6 Claim disks for withess host wrnk0 Management Metwark 192168.1.71 Yes
7 Readyto complete - E& esxi2-sitea rainpole com 0 Yes
vk Managerment Metwark 192168172 Yes
- @ esx03-sitearainpole.com 0 Wes
wvmk0 Management Metwark 192.168.1.73 Yes
- @ esxyl3-siteb.rainpole.com 0 es
wvmk0 Management Metwark 192.168.1.76 Yes
- @ esxlZ-siteb.rainpole.com @ Yes
wimk0 Management Mebwork 192.168.1.75 Yes
- @ esxll-siteb.rainpole.com @ Yes
wimk0 Management Mebwork 192.168.1.74 Yes
] 12items [~
@ Allthe hosts in this cluster have a ViMkernel adapter with VSAN traffic enahled. Review the list helow for more
details
Back Next Finish Cancel

Create Step 4 Claim Disks

If the Claim Disks was set to Manual, disks should be selected for their
appropriate role in the Virtual SAN cluster.

[l stretched-vsan - Configure Virtual SAN (7)

+ 1 SelectVSAN capabilifies Claim disks

Select disks to contribute to the Virtual SAN datastore.
~ 2 Network validation

3 Claim disks Selectwhich disks should be claimed for cache and which for capacity in the ¥SAN cluster. The disks below are grouped
4 Create fault domains by model and size ar by host. The recommended selection has been made hased on the available devices inyour

efviranment

5 Selectwimess host The number of capacity disks must be greater than or equal to the number of cache disks claimed per host.

6 Claim disks for withess host g g | m | = Group by | Disk modelisize ‘ - J \Q Filter v]
0 L DEarEE Disk odel/Serial Number Claim Far Diive Type Totsl Caf
v Whhiare Vitual disk | G0.00 GB disks B Capacity tier HOD 300.00
3 Whtware Virtual disk |, 10.00 GB disks iﬁ Cache tier Flash 60.00 G

4 i 13

[ 2items [~

Total cache: 6000 GB Total capacity: 30000 GB

Caonfiguration validation:

~ Canfiguration correct

Back Next Finigh Cancel

Select Next.

Create Step 5 Create Fault Domains

The Create fault domain wizard will allow hosts to be selected for either of the
two sides of the stretched cluster. The default naming of these two fault
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domains are Preferred and Secondary. These two fault domains will behave as
two distinct sites.

ﬁ stretched-vsan - Configure Yirtual SAN @
+ 1 SelectVSAN capabilities Create fault domains
Divide the hosts in 2 fault domains that will be used for configuring VSAN stretched cluster.
~ 2 Network validation
+ 3 Claim disks Preferred fault domain € Secondary fault domain €
4 Create fault domains
Name: |Preferred Name: |Secondary
5 Selectwimess host
& Claim disks for withess host QFiter  ~) (@ Filter
Fault Pomain/Host Fault DomainHost
7 Readyto complete
@ esk01-sitea rainpole com @ esxD3-siteb rainpole.com
@ esklz-sitea rainpole com @ esxD2-siteb rainpole.com
@ esk03-sitea rainpole com @ esx01-siteb rainpole.com
7] Dof3hosts [4+ 7] Dof3hosts [4+
Back Next Finish Cancel

Select Next.

Create Step 6 Select witness host

The witness host detailed earlier must be selected to act as the witness to the
two fault domains.

ﬁ stretched-wsan - Configure Virtual SAN (?)

+ 1 SelectVSAN capabilities Select witness host

Select a witnass host for the Stretched Virtual SAN cluster.
+ 2 Network validation

+ 3 Claim disks

|‘ Q Search |
+ 4 Create fault domains .

mgrtve01 rainpole com
3 5 selectwitess host ~Eims P

» [iq Stretched-DataCenter
+ [l Wilness-DataCenter

6 Claim disks for withess host
Requirements for witness host:
= Nat part of any VSAN enabled cluster
= Hawe atleast one W\Mkernel adapter with VSAN traffic
enabled
= That adapter must be connected to all hosts in the
Stretched cluster

7 Ready to complete

Compatibility

0 Compatibility checks succeeded

Back Hext Finish Cancel
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Create Step 7 Claim disks for witness host

Just like physical Virtual SAN hosts, the witness needs a cache tier and a
capacity tier. *Note: The witness does not actually require SSD backing and
may reside on a traditional mechanical drive.

[ stretched-vsan - Configure Virtual SAN (z)
+ 1 SelectVSAN capabiliies Claim disks for withess host
Selectdisks on the witness hostto be used for staring witness components.
~ 2 Network validation
~ 3 Claim disks First, select a single disk to serve as cache tier.
+ 4 Create faultdomains [ Filter v:
+ 5 Selectwitness host Mame Drive Type Capacity Transport Type Adapter
6 Claim disks for withess host =) & Local Whiware Disk (mpxymhhatl:CO.T2:.L0) Flash 10.00 GB Parallel .. vmhbal
7 Readyto complete
i 1items [~
Then, select one or more disks to serve as capacity tier.
Capacitytype: [ HDD [*] (Q Filter -
Name Drive Type Capacity Transport Type Adapter
[ &4 Local Yhweare Disk (mpevmhbat: COT1LD) HDD 350,00 GB Parallel 5. wvmhhal
« i »
[k 1items [~
Back Next Finish Cancel

Select Next.

Create Step 8 Complete
Review the Virtual SAN Stretched Cluster configuration for accuracy and
select Finish.

[ stretched-vsan - Configure Virtual SAN (?)
+ 1 SelectVSAN capabilities Readyto complete
Review your settings selections before finishing the wizard.
~/ 2 Network validation
~/ 3 Claim disks Deduplication and Compression Mo
+~ 4 Create fault domains Add disks to starage Manual
+ 5 Selectwilness host Claim disks Hyhrid disk groups
o ~ Total WA datastore capacity 300.00 GB
~ B Claim disks for withess host
Total VEARN datastore cache B0.00 GB
hd 7 Readyio complete Fault Domaing ahd Stretched Configure stretched cluster
Cluster
Fault domains Preferred
Secondary
Witness host withess-01 rainpale.com
Prefarred fault dormain Prefarred

Back Hext Finish Cancel
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Converting an Existing Cluster to a Stretched
Cluster

The following steps should be followed to convert an existing Virtual SAN
cluster to a stretched cluster. This example is a 3+3+1 deployment, meaning
three ESXi hosts at the preferred site, three ESXi hosts at the secondary site
and 1 witness host.

Consider that all hosts are properly configured and Virtual SAN is already up
and running.

Convert Step 1 Fault Domains & Stretched Cluster

Configuring fault domains and stretched cluster settings is handled through
the Fault Domains & Stretched Cluster menu item. Select > Manage > Settings
> Fault Domains & Stretched Cluster.

] stretchedasan | Actions ~

il
K

Summany  Monitar | Manage | Related Objects

[s:mings | Scheduled Tasks | Alarm Definitions ‘ Tags | Permissions | Update Manager

“ Stretched Cluster
« Services
Status Disabled
vSphere DRS
Preferred fauft domain - —
wSphere HA
wiitness host -
w Virtual SAN
General Fault Domains
Disk Management
Configuration can tolerate maximur 2 hostfailures @
Fault Domains & Stretched
@lisiizn —E=Eg (@ Fitter -
Health and Performance Fault DomainiHost
~ Configuration [ esu0i-sitearainpole.com
General [ esx02-sitearainpole.com
Licensing [ eswoz-sitearainpale com
Viware EVC [ esx03-gitebrainpole.com
VMHost Groups [ esx0z-gitebrainpole.com
=D [ esui-siteh.rainpole.com

WM Overrides
Host Options

Profiles

Ty DofGhosts [g~

Convert Step 2 Selecting hosts to participate
Select each of the hosts in the cluster and select Configure.
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EJ stretched-vsan ‘ Actions ~

il
"

Summary  Monitor | Manage \ Related Objects

lsallings ‘ Scheduled Tasks | Alarm Definitions ‘ Tags | Permissions | Update Manager

“

~ Senvices
vShhere DRS
uSphere HA

~ Virtual SAN
General

Disk Management

Fault Domains & Stretched
Cluster

Health and Performance
~ Configuration

General

Licensing

Wware EVC

VMHoSt Groups

VMHost Rules

WM Overrides

Host Options:

Profiles

Stretched Cluster

Status Disabled

Frefarrad fault domain - —

Witness host -~

Fault Domains

Configuration can tolerate maximum

+/B"EC
Fault Damain/Host

[ esu01-sitearainpale com
[ esw02-sitearainpale com
[ eswo3-sitearainpale com
[ esxo3-siteb.rainpole.com
[@ esx0z-siteb.rainpale.com
[ esx01-gitebrainpole.com

2 hostfailures @

(@ Filter -]

DofGhosts [o~

Convert Step 3 Configure fault domains

The Create fault domain wizard will allow hosts to be selected for either of the
two sides of the stretched cluster. The default naming of these two fault
domains are Preferred and Secondary. These two fault domains will behave as

two distinct sites.

ﬁ stretched-vsan - Configure VYSAN Stretched Cluster

1 Configure fault domains Configure fault domains
Divide the hosts in 2 fault domains that will be used for configuring VSAN streiched cluster.
2 Selecta witness host
Claim a disk group on . .
3 wimess host Prefered fault domain € Secondary faultdomain )
G ESLADEEITEE Name: | Preferred Name: |Secondary
| Q@ Fitter ~) | Q@ Fitter ~)

Fault Bomain/Host
Q esx01-sitea.rainpole.com
E esx0Z-sitea.rainpole.com

Q esx03-sitea.rainpole.com

Fault DomainiHost
Q esx03-siteb rainpole.com
Q esx02-siteb.rainpole.com

Q esx01-siteb rainpole.com

Oof3hosts (3~ Oof3hosts [3+

Back Next Finish Cancel

Convert Step 4 Select a witness host
The witness host detailed earlier must be selected to act as the witness to the

two fault domains.
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[} stretched-vsan - Configure VSAN Stretched Cluster @

+ 1 Configure fault domains Selecta withess host
Select a hostwhich will store all the witness components for this VSAN Stretched Cluster.
R4 2 Selecta wilness host

Claim a disk group on =
wimess host (@ Search

4 Readyto complets v@ mamt-ve01 rainpole.com

} [ Strefched-DataCenter

v Flgitness-DataCenter Requirements for witness host

- Not part of any VSAN enabled cluster

- Have at least one Wikernel adapter with VSAN
traffic enabled

* That adapter must be connected to all hosts in the
Stretched cluster

Compatibility

(-] Compatibility checks succeeded.

Back Next Finish Cancel

Convert Step 5 Claim disks for witness host

Just like physical Virtual SAN hosts, the witness needs a cache tier and a
capacity tier. *Note: The witness does not actually require SSD backing and
may reside on a traditional mechanical drive.

[J stretched-vsan - Configure WSAN Stretched Cluster @
+ 1 Configure faultdomains Claim a disk group on witness host
Claim disks 50 a valid VSAN disk group can be created on the witness host. The minimal requirements for the witness
v 2 Selecta wimess host hostare 100 GB of storage space
3 Claim a disk group on
winess host First, select a single disk to serve as cache tier
4 Readyto complete (Q Fitter v:
Name Drive Type Capacity Transport Type Adapter
(O] Local Wiwrare Disk (mpryvmhbal.COTZ:L0) Flash 10,00 GB Parallel 8...  vmhbal
M litems [mp v
Then, select one or more disks to serve as capacity tier.
Capacitytype: | HOD [+) (@ Fitter -
Hame Diive Type Capasity Transport Type  Adapter
¥ & Local Whiware Disk (mpvmhbat:COT1LO} HDD 350.00 GB Parallel 5 wmhbal
4 i C
b 1items [+
Back Next Finish Cancel

Convert Step 6 Complete

Review the Virtual SAN Stretched Cluster configuration for accuracy and
select Finish.
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[[J stretched-vsan - Configure VSAN Stretched Cluster @

+ 1 Configure fault domains Readyto complete
Review your settings selections before finishing the wizard.
~ 2 Selecta wilness host
v 3 ‘Claim a disk group on
winess host

Y 4 Ready io compiets Hosts in preferred fault domain esxl1-sitea.rainpole.com

esxl2-sitea.rainpale.com

Preferred fault domain name: Preferred

el 3-gitea.rainpole.com
Secondary fault domain nanme Secondary
Hosts in secandary fault domain esul3-siteb.rainpole.com
esxl2-siteb.rainpale.com
esxl1-siteb.rainpale.com

Wyitness host. witness-01 rainpole.com
Cache disk: mpxymhbal GOT2:L0
Storage disks mpymhbal COT1:LO

Back Next Finish H Cancel

STORAGE and AVAILABILITY Documentation / 7 8



Virtual SAN Stretched Cluster Guide

Configure stretched cluster site affinity

Configure Step 1 Create Host Groups

At this point, there needs to be a way of specifying which site a VM should be
deployed to. This is achieved with VM Groups, Host Groups and VM/Host
Rules. With these groups and rules, and administrator can specify which set of
hosts (i.e. which site) a virtual machine is deployed to. The first step is to
create two host groups; the first host groups will contain the ESXi hosts from
the preferred site whilst the second host group will contain the ESXi host from
the secondary site. In this setup example, a 3+3+1 environment is being
deployed, so there are two hosts in each host group. Select the cluster object
from the vSphere Inventory, select Manage, then Settings. This is where the
VM/Host Groups are created.

Navigate to cluster > Manage > VM/Host Groups. Select the option to “add” a
group. Give the group a name, and ensure the group type is “Host Group” as
opposed to “VM Group”. Next, click on the “Add” button to select the hosts
should be in the host group. Select the hosts from site A.

Add VM Host Group Member

J. Filter | (31 Selected Objects

(a Fitter -
Mame
esxl1-sitea.rainpale.com
esxlZ-sitea.rainpole.com
esxl3-sitea.rainpole.com
esxl3-siteb.rainpale.com

esxl2-siteb.rainpale.com

OD0D0O0WNME

esxl1-siteb.rainpale.com

Once the hosts have been added to the Host Group, click OK. Review the
settings of the host group, and click OK once more to create it:
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T‘} stretched-vsan - Create YMHost Group

Marme: |site-a-hostgr0up

Type: | HostGroup

Members
Q esxl1-sitea.rainpole.com
[ esw0z-sitearainpole.com

@ esxl3-sitea.rainpole.com

This step will need to be repeated for the secondary site. Create a host group
for the secondary site and add the ESXi hosts from the secondary site to the
host group.

VM/Host Groups

[ Add. |[ Edit. |[ Delet

Mame
Y site-a-hostgroup
2 site-b-hostgroup

VMHost Group Members

site-a-hostgroup Group Members
@ esxl2-sitea.rainpole.com
@ eskll-sitea.rainpole.com

Q esyl3-sitea.rainpole.com

Type
Host Group
Host Group

When hosts groups for both data sites have been created, the next step is to
create VM groups. However, before you can do this, virtual machines should

be created on the cluster.
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Configure Step 2: Create VM Groups

Once the host groups are created, the initial set of virtual machines should
now be created. Do not power on the virtual machines just yet. Once the
virtual machines are in the inventory, you can now proceed with the creation
of the VM Groups. First create the VM Group for the preferred site. Select the
virtual machines that you want for the preferred site.

% stretched.vsan - Create VMHost Group QN
Marme: |pref—vms |
Type: [ M Group [~ |
Members
h prefsite-vm
=)
.

In the same way that a second host group had to be created previously for the
secondary site, a secondary VM Group must be created for the virtual
machines that should reside on the secondary site.
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Configure Step 3: Create VM/Host Rules

Now that the host groups and VM groups are created, it is time to associate
VM groups with host groups and ensure that particular VMs run on a particular
site. Navigate to the VM/Host rules to associate a VM group with a host group.

In the example shown below, The VMs in the sec-vms VM group with the host
group called site-b-hostgroup, which will run the virtual machines in that
group on the hosts in the secondary site.

[ stretched-vsan - Create YMHost Rule ) »

Mame: |sec-vm-hnsts |

[+] Enable rule.
Type: | Virtual Machines to Hosts | v |
Description:

Yirtual machines that are members of the Cluster WM Group sec-vrms should run an
host group site-h-hostgroup.

Wi Group:

[ sec-vms B3
————
Host Group:

|' site-b-hostgroup | - |

[ OK ][ Cancel l

One item highlighted above is that this is a “should” rule. We use a “should”
rule as it allows vSphere HA to start the virtual machines on the other side of
the stretched cluster in the event of a site failure.

Another VM/Host rule must be created for the primary site. Again this should
be a "should” rule. Please note that DRS will be required to enforce the
VM/Host Rules. Without DRS enabled, the soft “should” rules have no effect on
placement behavior in the cluster.
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Configure Step 4: Set vSphere HA rules

There is one final setting that needs to be placed on the VM/Host Rules. This
setting once again defines how vSphere HA will behave when there is a
complete site failure. In the screenshot below, there is a section in the
VM/Host rules called vSphere HA Rule Settings. One of the settings is for VM
to Host Affinity rules. A final step is to edit this from the default of “ignore”
and change it to “vSphere HA should respect VM/Host affinity rules” as shown
below:

ﬁ stretched-vsan - Edit vSphere HA Rule Settings @ 113

[ vSphere HAmust respect Vi anti-affinity rules during failover
E vSphere HAshould respect W to Host affinity rules during failover

This setting can be interpreted as follows:

e If there are multiple hosts on either sites, and one hosts fails, vSphere
HA will try to restart the VM on the remaining hosts on that site,
maintained read affinity.

e If there is a complete site failure, then vSphere HA will try to restart the
virtual machines on the hosts on the other site. If the “must respect”
option shown above is selected, then vSphere HA would be unable to
restart the virtual machines on the other site as it would break the rule.
Using a “should” rule allows it to do just that.
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Verifying Virtual SAN Stretched Cluster
component layouts

That completes the setup of the Virtual SAN Stretched Cluster. The final steps
are to power up the virtual machines created earlier, and examine the
component layout. When NumberOfFailuresToTolerate = 1is chosen, a copy of
the data should go to both sites, and the witness should be placed on the
witness host.

In the example below, esx01-sitea and esx02-sitea resides on site 1, whilst
esx01-siteb and esx02-siteb resides on site 2. The host witness-01 is the
witness. The layout shows that the VM has been deployed correctly.

vmware* vSphere Web Client #= Updatedat 1332 ) | AdministralonGVSPHERE LOCAL ~ ety
Navigatar - X 4 TesLVM.For-Streiched. Chester Componsnt Placemant  Acieais = u |
o) Geming Started  Summary | Moanior | Manage  Related Objects

L 8 a Q9
(3 momi-wo0 ringole com
w [13 Steicheo-DataCender

Issues | Pertormance [PORSRR| Tasks | Events | Utzaton

L a
- ) strascheavesn | ¢ % &
a a2 raingols com Vit Sherage By Camptiancn Sna
b [ Vi homa [ Virnial SAN Detault Sorage Pabicy « Compliznt 18082015 1535
By Hard ek 1 R Vinual SAN Detault Sorage Pobcy W Cornpliant 1B0RR015 1535
» [{ wiinezs-01 rainpoie com L] Thems (9~
Camphance Failures | Prysical Disk Placement
Test- Vit For-Stretched Chuster Component Placement - VM Bome : Physical Disk Pacement
— g a
e Comporent  best Flaws s Harmm
- RAD1T
Component [ Acve [ esu02-stearainpolecom 3 Local ATA Disk (110.ATA Micion_P420m2DMTFD S210M524-2096-8004-3044-835.
Component [ Acve | [ esu0t-siedsainpotecom O Local ATADiSK (MOATA___ Micron_PA20MZOMTFDGA. S2afedd-0cdd-esSe-1148-08a. |
winess @ Adve [ winess-Otrmnpolecom O3 Local ViMware Disk (mpnmnsal COT2L0) £2¢160CT-080-4504-1840- T80 |
] ditems [

As we can clearly see, one copy of the data resides on storage in sitel, a
second copy of the data resides on storage in site2 and the witness
component resides on the witness host and storage on the witness site.
Everything is working as expected.

Warning: Disabling and re-enabling of VSAN in a stretched cluster
environment has the following behaviors:

The witness configuration is not persisted. When recreating a stretched cluster
VSAN, the witness will need to be re-configured. If you are using the same
witness disk as before, the disk group will need to be deleted. This can only be
done by opening an SSH session to the ESXi host, logging in as a privileged
user and removing the disk group with the esxc/i vsan storage remove
command.
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The fault domains are persisted, but VSAN does not know which FD is the
preferred one. Therefore, under Fault Domains, the secondary FD will need to
be moved to the secondary column as per of the reconfiguration.

Upgrading a Virtual SAN 6.1 Stretched
Cluster to Virtual SAN 6.2

Upgrading a Virtual SAN 6.1 Stretched Cluster is very easy. It is
important though to follow a sequence of steps to ensure the upgrade
goes smoothly.

Upgrading Step 1: Upgrade vCenter Server

As with any vSphere upgrades, it is typically recommended to upgrade
vCenter Server first. While vCenter Server for Windows installations are
supported, the steps below describe the process when using the vCenter
Server Appliance.

Log into the VAMI interface and select Update from the Navigator pane to
begin the upgrade process.

s Conirailer

bétoe: gt -veli. ranpoke.con: S4B inde.henl

*Refer to the documentation for vCenter Server for Windows to properly
upgrade from vCenter Server 6.0 Update 1to vCenter Server 6.0 Update 2.

After the upgrade has completed, the VCSA will have to be rebooted for the
updates to be applied. It is important to remember that that Virtual SAN
Health Check will not be available until after hosts have been upgraded to
ESXi 6.0 Update 2.
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=

[\, Stretched-Cluster | Actions ~

Getting Started  Summary | Monitor ‘ Manage Related Objects

[ Issues ‘ Performance | Profile Compliance | Tasks ‘ Events | Resource Reservation | vSphere DRS | vSphere HA | Virtual SAN ‘ Ulwlwzatmn]

Virtual SAN Health (Last checked: Today at 11:00 AM)

Test Result Test Hame

Physical Disks

Virtual Disks © Failed ~ Cluster

Resyncing Components © Failed ESX Virtual SAM Health service installation

Capacity
Proactive Tests

Upgrading Step 2: Upgrade hosts in each site
Upgrading hosts at each site is the next task to be completed. There are
a few considerations to remember when performing these steps.

As with any upgrade, hosts will be required to be put in maintenance
mode, remediated, upgraded, and rebooted. It is important to consider
the amount of available capacity at each site. In sites that have
sufficient available capacity, it would be desirable to choose the “full
data migration” Virtual SAN data migration method. This method is
preferred when site locality is important for read operations. When the
“ensure accessibility” method is selected, read operations will traverse
the inter-site link. Some applications may be more sensitive to the
additional time required to read data from the alternate site.

With vSphere DRS in place, as hosts are put in maintenance mode, it is
important to ensure the previously described vm/host groups and
vm/host rules are in place. These rules will ensure that virtual machines
are moved to another host in the same site. If DRS is set to “fully
automated” virtual machines will vMotion to other hosts automatically,
while “partially automated” or “manual” will require the virtualization
admin to vMotion the virtual machines to other hosts manually.

It is recommended to sequentially upgrade hosts at each site first,
followed by sequentially upgrading the hosts at the alternate site. This
method will introduce the least amount of additional storage traffic.
While it is feasible to upgrade multiple hosts simultaneously across sites
when there is additional capacity, as data is migrated within each site,
this method will require additional resources.

Upgrading Step 3: Upgrade the withess appliance

After both data sites have been upgraded, the witness will also need to
be upgraded. The Health Check will show that the witness has not been
upgraded to vSphere 6.0 Update 2.
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[, Stretched Cluster | Actions -

Getting Started  Summary | Monitor | Manage Related Objects

[ Issues | Performance | Profile Compliance | Tasks ‘ Events ‘ Resource Reservation | vSphere DRS | vSphere HA | Virtual SAN ‘ Utilization l

“ Virtual SAN Health (Last checked: Today at 12:50 PM)
Physical Disks Test Result Test Name.
Virtual Disks © Failad ~ Cluster
Resyncing Components @ Failed ESX Virtual SAN Health senvice installation
e “ 2items D'
Proactive Tests

ESX Virtual SAN Health service installation

Ask VMware

Checks if all the hosts in the Virtual SAN cluster have the Virtual SAN Health Service installed. Note that other VSAN health check will be Li ]
performed only when all the host are upgraded to 6.0U2 release.
Host Virtual 3AN Health senice installation
Host Status Error
sxl13-siteb rainpole corm @ Passed
02-sitea rainpole.com ® Passed
[ esx03-sitea rainpole.com @® Passed
[ esx0z-siteb.rainpole.com @ Passed
[@ esx01-sited rainpole com ® Passed
@ esu0i-sitearainpole.com @ Passed
@ winess-01 rainpole.com & Failed Host not updated to 6.0 U2 Health checks disabled
fih sitems [=p~

Upgrading the witness is done in the same way that physical ESXi hosts
are updated. It is important to remember that before the witness is
upgraded, the witness components will no longer be available and
objects will be noncompliant. Objects will report that the witness
component is not found.

(5 win10j | Adtions -

i
I1

Getting Started  Summary | Monitor ‘ Manage Related Objecls

l Issues | Performance ‘ Policies ‘ Tasks ‘ Events ‘ Umizatiunl

After the upgrade is complete, the witness component will return, and

will reside on the witness.
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[ (@ Filier -
Mame VM Storage Falicy Compliance Status Last Chedked
7] VM home E 08R=10% € Noncompliant 1/20/2016 12:42 PM
&5 Hard disk 1 % 08R=10% € Noncompliant 1/20/2016 12:42 PM
[ 2items [~
Compliance Failures | Physical Disk Placement |
win10j - VM home : Physical Disk Placement
=B | Filter -
Type Component State Host Fault Domain Cache Disk Name Cache Disk Uuid
Witness Apsent Object not found = Object not found Object not found
~ RAD1
Component @ Active Q esxi-d-scnd.r. Secondary 23 Local ATADisk (110.ATA___... | 52b059d9-bcB0-9011-9931-3a¢
Component [l Active Q esxi-a-prefrai.. Preferred 3 Local ATADisk (110.ATA___...  523a2616-f090-d5d0-8519-30:
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l
Il

(35 win10d | Actions ~

Gafting Started _ Summary | Monitor | Manage _Related Cbiects

[155ues | Pedormance [[Folicies | Tasks | Events | Utiization |

[ (@ Filter -
Name WM Storage Policy Compliance Status Last Chedied

[ VM home ER Virual SAN Default Storage Policy + Compliant 1121/2016 1:55 P

& Hard disk 1 R Virtual SAN Default Storage Policy + Compliant 21/2016 1:55 PU

(] 2items (o~

Compliance Failures | Physical Disk Placement

win10d - VM home : Physical Disk Placement

= (< Filter -l
Type ComponentState  Host Fault omain Gache Disk Name Gacne Disk Uuid Gapacity Disk Name.

Witness W Active g 10275119 (3 Local VMware Disk (mpxym... | 52383590-de4cfebb-1736-e15.. (2 Local VMware Disk (mpx
+ RAD1

Companent W Active [ esvi-oprefrai.. Prefered (2 Local ATADISK (MOATA__..  52509682-5a03-c2a¢-D0e5-155.. (2 Local ATA Disk (naa.500:

Companent W Active [ esxi-cscndr.  Secondary (2 Local ATADISK (MOATA__..  523dc400-befd-abca-1780-8c0c... (2 Local ATA Disk (naa.500:

Upgrading Step 4: Upgrade the on-disk format

The final step in the upgrade process, will be to upgrade the on-disk
format. To use the new features of Virtual SAN 6.2 like deduplication
and compression or checksum, the on-disk format must be upgraded to
version 3.0. The Health Check will assuming that vSphere 6.0 Update 2
hosts would prefer a version 3.0 on-disk format, and as a result, it will
throw an error until the format is upgraded.

Virtual SAN Health (Last checked: Today at 1:56 PM)

Test Result Test Name

Ay Warning v MNetwork -
Ay Warning ~ Cluster

A Warning Disk format version

& Passed Advanced Virtual SAM configuration in sync

& Passed Deduplication and compression configuration consistency

& Passed Disk group with incorrect deduplication and compression configuration

@ Passed ESX Virtual SAN Health service installation

@ Passed Software version compatibility

. Passed Wirtual SAKN C1 OMD liveness M
[ 47 itame [ -
4 L3
Disk format version Upgrade On-disk Format | [ Ask Viware |
Checks format version of all in-use Virtual SAN disks, expected formatversion is 3. i ]

Detailed Virtual SAN disks format status

Virtual SAN host Disks with clder format Chedk Result Recommendation

g esx-b-prefrainpole com 8i8 A, Warning On-disk format upgrade is recommended -
@ 10.27.51.19 22 Ay, Warning On-disk format upgrade is recommended

E| esyi-d-scnd.rainpole.com 8/ Ay Warning On-disk format upgrade is recommended

[@ esxi-a-prefrainpole.com 88 A, Warning On-disk format upgrade is recommended

[ es¥-c-scndrainpole.com 8/8 A, Warning On-disk format upgrade is recommended -
[ Sitems [mb~

To upgrade the on-disk format from version 2.0 to version 3.0, select Manage
> then General under Virtual SAN. Then select Upgrade under the On-disk
Format Version section.
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[, StreichedCluster ‘ Actions = =T

Getting Started  Summary  Monitor ‘ Manage | Related Objects

[samngs ‘ Scheduled Tasks ‘ Alarm Definitions | Tags ‘ Permissions

“
w Services

vSphere DRS

vSphere HA
w Virtual SAN
Disk Management

Fault Domains & Stretched
Cluster

Health and Performance
~ Configuration

General

Licensing

VMware EVC

Virtual SAN is Turned ON

Add disks to storage Manual
Deduplication and compression  Disabled

Applying configuration Done

Internet Connectivity
Status Disabled
Proxy -
Username —

On-disk Format Version

Disk format version A\ 2.0 (update to 3.0 suggested)

Disks with outdated version Ay 32 of32

VM/Host Groups
VM/Host Rules
VM Qverrides
Host Options

Profiles

The on-disk format upgrade will perform a rolling upgrade across the hosts in
the cluster within each site. Each host’s disk groups will be removed and
recreated with the new on-disk format. The amount of time required to
complete the on-disk upgrade will vary based on the cluster hardware
configuration, how much data is on the cluster, and whatever over disk
operations are occurring on the cluster. The on-disk rolling upgrade process
does not interrupt virtual machine disk access and is performed automatically
across the cluster.

The withess components residing on the witness appliance will be deleted and
recreated. This process is relatively quick given the size of witness objects.

Once the on-disk format is complete, the cluster has been upgraded to Virtual
SAN 6.2.

Management and Maintenance

The following section of the guide covers considerations related to
management and maintenance of a Virtual SAN Stretched Cluster
configuration.

Maintenance Mode Consideration

When it comes to maintenance mode in the Virtual SAN Stretched Cluster
configuration, there are two scenarios to consider; maintenance mode on a
site host and maintenance mode on the witness host.

Maintenance mode on a site host

Maintenance mode in Virtual SAN Stretched Clusters is site specific. All
maintenance modes (Ensure Accessibility, Full data migration and No data
migration) are all supported. However, in order to do a Full data migration,
you will need to ensure that there are enough resources in the same site to
facilitate the rebuilding of components on the remaining node on that site.
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Maintenance mode on the witness host

Maintenance mode on the witness host should be an infrequent event, as it
does not run any virtual machines. Maintenance mode on the witness host only
supports the No data migration option. Users check that all virtual machines
are in compliance and that there is no ongoing failure before doing
maintenance on the witness
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Failure Scenarios

In this section, we will discuss the behavior of the Virtual SAN Stretched
Cluster when various failures occur. In this example, there is a 1+1+1 Stretched
VSAN deployment. This means that there is a single data host at site 1, a single
data host at site 2 and a witness host at a third site.

Virtual SAN Cluster Fault Domains

You can group Virtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it. Failure of all hosts within a single fault domain is
treated as one failure. If fault domains are specified, Virtual SAN will never put more than one replica ofthe same object in the same fault domain.
—=Ed (@ Filter -
Fault DomainfHest
Hosts notin fault domain (0 hosts)
~+ Secondary (1 host)
[ cs-ie-dell0d e local
~ Preferred (1 host) (Preferred fault domain for VSAN Stretched Cluster)
[, cs-ie-dell0 ie local
~ Exernal witness host for VSAN Stretched Cluster
[ cs-ie-dell03.ie.local

A single VM has also been deployed. When the Physical Disk Placement is
examined, we can see that the replicas are placed on the preferred and
secondary data site respectively, and the witness component is placed on the
witness site:

Havgator x .:nmlmm. At v ;'-

Cotting Stated  Summaly | Mositor | Manage  Reiatea Objects

taues | Penoimance [POICKS | Tasis | Events | Uk

£3 WM heme .5,

i $44 Dafanit Storage Poticy

FOTRE 1415
sy Hard disk 1 [ vimial S04 Dataut Stoeape Poliey 2T 1495
M 2mems [
Compllance Fathees | Prysical Oisk Macement
WEK1Z 12 v - Hard disk 1 ; Physical Disk Placement
- &
Toe S e Flash Didi Marme 1 . P Sk L. HEE Dk Mams
Wiriess [ @ csedum0dseion 05 Locsl FUBID..  AZB48715-1002.4260.8218-003. [ Local ATA Disx M10T4__
= RAC1
compossnt [ Aets e5-lg-cub04 84 Inesl 0 LoesiFUSID . E2431404-6013-0500-0062-7260 i
comporwnt [l Actie [ covimcordt wiocal O LocAlFUSID . SCOIZ4O0NMACE-GOS0-6340.  [3 Local ATA DISE HOATA

The next step is to introduce some failures and examine how Virtual SAN
handles such events. Before beginning these tests, please ensure that the
Virtual SAN Health Check Plugin is working correctly, and that all VSAN Health
Checks have passed.

Note: In a 1+1+1 configuration, a single host failure would be akin to a complete
site failure.

The health check plugin should be referred to regularly during failure scenario
testing. Note that alarms are now raised in version 6.1 for any health check that
fails. Alarms may also be reference at the cluster level throughout this testing.

Finally, when the term site is used in the failure scenarios, it implies a fault
domain.
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How read locality is established after failover to other
site?

A common gquestion is how read locality is maintained when there is a failover.
This guide has already described read locality, and how in a typical Virtual
SAN deployment, a virtual machine reads equally from all of its replicas in a
round-robin format. In other words, if a virtual machine has two replicas as a
result of being configured to tolerate one failure, 50% of the reads come from
each replica. This algorithm has been enhanced for stretch clusters so that
100% of the reads comes from the local storage on the local site, and the
virtual machine does not read from the replica on the remote site. This avoids
any latency that might be incurred by reading over the link to the remote site.
The result of this behavior is that the data blocks for the virtual machine are
also cached on the local site.

In the event of a failure or maintenance event, the virtual machine is restarted
on the remote site. The 100% rule continues in the event of a failure. This
means that the virtual machine will now read from the replica on the site to
which it has failed over. One consideration is that there is no cached data on
this site, so cache will need to warm for the virtual machine to achieve its
previous levels of performance.

When the virtual machine starts on the other site, either as part of a vMotion
operation or a power on from vSphere HA restarting it, Virtual SAN
instantiates the in-memory state for all the objects of said virtual machine on
the host where it moved. That includes the “owner” (coordinator) logic for
each object. The owner checks if the cluster is setup in a “stretch cluster”
mode, and if so, which fault domain it is running in. It then uses the different
read protocol — instead of the default round-robin protocol across replicas (at
the granularity of IMB), it sends 100% of the reads to the replica that is on the
same site (but not necessarily the same host) as the virtual machine.
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Single data host failure - Secondary site

The first test is to introduce a failure on a host on one of the data sites, either
the “preferred” or the “secondary” site. The sample virtual machine deployed
for test purposes currently resides on the preferred site.

Site 1 Site 2
(Active) (Active)

Site 3

In the first part of this test, the secondary host will be rebooted, simulating a
temporary outage.

[J cs-ie-dellod.ieocal - Reboot Host

You have chosen to reboot host cs-ie-dell04 e local

Log a reasan for this reboot operation:

secondary site test ...

This hostis notin maintenance mode.

& Shutting down or rebooting a hastthatis notin maintenance maode will not
safely stop the running virtual machines on this host. Ifthe hostis part of a
Yirtual SAM cluster, you might lose access to the Virtual 34N data on the host
Futthe hostin maintenance mode before you reboot or shut down the host

Reboot the selected host?

[ oK H Cancel ]

There will be some power and HA events related to the secondary host visible
in the vSphere web client Ul. Change to the Physical Disk Place view of the
virtual machine. After a few moments, the components that were on the
secondary host will go “Absent”, as shown below:
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| Madgatoe X Gywaizazem | Acwom - —
j -4 Homd o Gamng Started  Summary | Moanor | Manage  Related Oojects
oA 8 8 e s— :
1s3ues | Periomance [PONCREY Tasks | Evenss | Uniizason

| ~ B0t 10smoca
- [l s¥etchoc

Q Filt -
[, stretenaman ¢ %
B cod0-9001 i Jocal e VU Sraga Policy Comgliancs frata Lo Cacind
a8l I8 Iocal in (=R B Vimsal S48 Defavit Storage Poscy « Comphiant 220772018 13,18
5 Hara disk 1 Ey virmaal SAR Delit Storge Polcy o Compliant JOTRNS 1478
] 2nems [~

Compliance Failutes | Physical Disk Placement

WK 2024 - Hard disk 11 Physical ek Placement

—— Q Filt
Typa 1% Componant Sl [ Fianh Dist liama Flaai O Uik HOD Dt Harma HOO Dk Uil

WSS [ ] B csee-genozieioca o3 Local FUSRID.. | S2BASTIS094-2250-4216-003 . I3 LOGal ATADisk{10.ATA $2051992-9850- 2080 Teca-0151c0c410,
- RAD1

component [ Actve @ cse-genot igioea [ Lo FUSIOD . SRCAINM0-RUNCIS-GO50-6040 O Local ATADISK{MOATA__ 534571605-C743.0M0005-507 40361500

Component B Acsent Qcject not found & Ouednatfo Coredt not bound & Otfectnot foung £224fo2e-8T40-18a8-a0c 148002782l

However, the virtual machine continues to be accessible. This is because there
is a full copy of the data available on the host on the preferred site, and there

are more than 50% of the components available. Open a console to the virtual
machine and verify that it is still very much active and functioning.

Since the ESXi host which holds the compute of the virtual machine is
unaffected by this failure, there is no reason for vSphere HA to take action.

At this point, the VSAN Health Check plugin can be examined. There will be
quite a number of failures due to the fact that the secondary host is no longer
available, as one might expect.

vmware vSphere Web Client #= Upasted a1 1308 ) | Asministralor@VSPHERELOCAL = | Help
l_"""'“"' x ' Gmm Actons = -
4 Home (o) Gemng Staded  Summary | monsor | Manags  Related Cibjects
o |8 a8 @
. issues | Perbmance | Profie Complance | Tasks | Ewns | Resouce Reseraton | Lisizaion vl
- [(iearss-10is locsl i ! | I 3 :W
w [l stredch-DC
& s - Virtual SAN Health (Last checked: Today a1 1342} Folst
3 co-le-galot ieecal Physical Disks Yot Robent Ta itarnd
Eu-ue-uelmduelo:xm Wirtmal Desks  Faee » Cluster haaim
By w12 em
ﬂ::;";} pil Rasyncing Components © Faied » Data health
« [ es-ie-gen0die tocal _ © Failed » Limits health
Proactie Tests O Faieo * Ntwork heam
© Fanea b FTisical Gisk haaim
A, Warming b VIS SR HOL hasm
@ Fassed » Swelched cluster heamn
] Taems [

Further testing should not be initiated until the secondary host has completed
a reboot and has successfully rejoined the cluster. All “Failed” health check
tests should show OK before another test is started. Also confirm that there
are no “Absent” components on the VMs objects, and that all components are
once again Active.
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Single data host failure - Preferred site

This next test will not only check VSAN, but it will also verify vSphere HA
functionality, and that the VM to Host affinity rules are working correctly. If
each site has multiple hosts, then a host failure on the primary site will allow
vSphere HA to start the virtual machine on another host on the same site. In
this test, the configuration is 1+1+1 so the virtual machine will have to be
restarted on the secondary site. This will also verify that the VM to Host
affinity “should” rule is working.

Site 1
(Active)

witness

Site 3

A reboot can now be initiated on the preferred host. There will be a number of
vSphere HA related events. As before, the components that were on the
preferred host will show up as “Absent”:

Haagater & ChwIiZolam | Actens = LS
4 Homi k<] Gafing Staflad  Summary | Moador | Manage  Related Objects
v 8@ B 8 S —
B ieeso- 0t l0cal Issues | Peromance [Policies’) Tasks | Evenss | Usicason
w [y stratcnnc "
a Fis
« [ sretenazan ¢ %
[ VM nome [} Vimsal S50 Default Sorago Policy an F2OTR018 1827
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Since the host on which the virtual machine’s compute resides is no longer
available, vSphere HA will restart the virtual machine on another the host in
the cluster. This will verify that the vSphere HA affinity rules are “should” rules
and not “must” rules. If “must” rules are configured, this will not allow vSphere
HA to restart the virtual machine on the other site, so it is important that this
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test behaves as expected. “Should” rules will allow vSphere HA to restart the
virtual machine on hosts that are not in the VM/Host affinity rules when no
other hosts are available.

Note that if there were more than one host on each site, then the virtual
machine would be restarted on another host on the same site. However, since
this is a test on a 1+1+1 configuration, there are no additional hosts available on
the preferred site. Therefore the virtual machine is restarted on a host on the
secondary site after a few moments. If you are testing this behavior on

As before, wait for all issues to be resolved before attempting another test.
Remember: test one thing at a time. Allow time for the secondary site host to
reboot and verify that all absent components are active, and that all health
check tests pass before continuing.
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Single witness host failure - Witness site

This is the final host failure test. In this test, the witness host (or virtual

machine depending on the implementation) will be rebooted, simulating a
failure on the witness host.

Site 3

This should have no impact on the run state of the virtual machine, but the
withess components residing on the witness host should show up as “Absent”.

First, verify which host is the witness host from the fault domains

configuration. In this setup, it is host cs-ie-dellO3.ie.local. It should be labeled
“External witness host for Virtual SAN Stretched Cluster”.

Virtual SAN Cluster Fault Domains

You can group Virual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it. Failure of all hosts within a single fault domain is
treated as one failure. IFfault domains are specified, Virtual SAN will never put more than one replica of the same object in the same fault domain

b— e

= (@ Fitter -
Fault Domain/Host

Hosts notin fault domain (0 hosts)
+ Secondary (1 host)

[E, cs-ie-dellDd e local
+ Preferred (1 host) (Preferred fault domain for VSAM Stretched Cluster)

[E, cs-ie-dellnt elocal
+ External witness host for VSAN Stretched Cluster

[3, cs-ie-delliZielocal

After verifying that there are no absent components on the virtual machine,
and that all health checks have passed, reboot the witness host:
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@ cs-ie-dell03.ie.local - Reboot Host @

You have chosen to reboot host cs-ie-dell03.ie.local

Log a reason for this reboot aperation:

WEAM stretched cluster witness test..

This hostis notin maintenance mode.

& Shutting down or rebooting a hostthat is notin maintenance mode will not
safely stop the running virtual machines on this host. Ifthe hostis partofa
Virtual SAN cluster, you might lose access to the Virtual SAM data an the haost.
Putthe hostin maintenance mode before you reboot ar shut down the host.

Febootthe selected host?

[ 0K ][ Cancel l

i

After a short period of time, the witness component of the virtual machine will
appear as “Absent”:

- _____ — /|
uliovignior A4, o2 R Kotoma T =
4 Home k] Gelting Slated  Summany | Monor | Manage  Relaled Objects
8 E | : :
sues | Perlormance [PORCHS| Tasks | Bwens | Ubeaatan
% a -
wiocal | M VA Stsage Pty Comelisnce Sissa Luit Chached
[, ca-ie-canns se docal £2 Vi home 3 Virtuad 34N Dedauft Ssorage Policy o Compliant 22072015 15:33
Il &eeveewn > JEEPSITS TR [ Virtial SAN Detault Storage Policy  Comegant Z0TR015 1533
w [ ca-te-deildd e jocal
» [ ca-ie-delld e Jocal
[ ] 2items [~
Compliance Faiues | Physical Disk Placement
W2k12.2.9m - Hard disk 1 1 Physical Disk Placemant
-z a -
Trim Comporet St e P Dom tarrn P Do ke OO D e 1D O (ke
winess B Aosent Objectnotfouns  J3 Object notfound Cenyect not founa = Objsctnotfound S2050934-9580-
= RAD1
Camponant W et @ code-denoal I Local FUSICHIO Disk (4 | 2431200600 BEG0-DIGE-7060 0 Local ATA DIsk (HOATA, £224m20-8740-*
Companant W e [ csdecenni. @ MEK{BE . BRCBIMO-SUONLC-UBS0-674n [ Locl ATADISK(MOATA__ .  63851ess-c7a3-

The virtual machine is unaffected and continues to be available and accessible.

Rule for virtual machine object accessibility: at least one full copy of the data

must be available, and more than 50% of the components that go to make up
the object are available.

Wait for the witness host to reboot. Verify that all virtual machine components

are Active and that all of the Virtual SAN Health Checks pass before
continuing with further testing.
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Network failure - Data Site to Data Site

Before beginning this test, please revisit the vSphere HA configuration settings
and ensure that the Host Isolation Response and Host Isolation address are
configure correctly. Also, if there are non-VSAN datastores in your
environment (NFS, VMFS), ensure that Datastore Heartbeats are disabled
using the instructions earlier in this guide. As before, this test is on a 1+1+1
Virtual SAN Stretched Cluster. This test will simulate a network failure on a
data site with a running virtual machine.

b4

Site 3

To test this functionality, there are various ways to cause it. Once could simply
unplug the VSAN network from the host or indeed the switch. Alternatively,
the physical adapter(s) used for VSAN traffic are moved from active to
“unused” for the VSAN VMkernel port on the host running the virtual machine.
This can be done by editing the “Teaming and failover” properties of the
VSAN traffic port group on a per host basic. In this case, the operation is done
on a host on the “preferred” site. This results in two components of the virtual
machine object getting marked as absent since the host can no longer
communicate to the other data site where the other copy of the data resides,
nor can it communicate to the witness.

vmware: vSphere Web Client  #= Updated at 1431 ) | Adminishalon@VaPHERE LOCAL = | Hilp

| navgatar X pwonazcam  sctons - » |

patens L Getting Stated  Summary | Monior | Manage  Relalnd Objects
Issoes | Perormance rPeluil:lus'-z Events | Uicaton
..... VAl Srmeage Bainy Camphands Baata

[ VM Bame Virlual SAN Detaul Slorage Policy  Gompliant ZHOTROTS 18:38
=) ]
£ Hara 3k 7 Vertual SAN Defaa® Blorage Poicy ~ Compliant FHOTRNG 1638

] Zitems [~
Compliance Falwes | Physical Disk Placemsant

W2K12..2.9m - Hard sk 1 : Physical Cesk Placamant
=" a -
Type 17 Camaanant B ot Fissh Gt Hame Fissn O Ui

Witness T [ ceie-oantse. O3 Local FUSIONID Desk feul 0. | S2BAGT15-1094-4250-4296-03 3 Local ATA Disk {HOATA

Ctld-golind | I Local FUSIOH £7431400-608-0580-

TRED. [ Local ATADISK (MDATA__

o
§
£
3
]
L 2
[ =l =]

G cade-celioll. OB LocalFUSICHIO Disk (sulc . E2083240-000f4ciS-0050-8240 [0 Local ATADISK (HOATA__ . S2dntesd-cTds.
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From a vSphere HA perspective, since the host isolation response IP address is
on the VSAN network, it should not be able to reach the isolation response IP
address. The console to the virtual machine is also inaccessible at this time.

Note: Simply disabling the VSAN network service will not lead to an isolation
event since vSphere HA will still be able to use the network for communication.

This isolation state of the host is a trigger for vSphere HA to implement the
isolation response action, which has previously been configured to “Power off
VMs and restart’. The virtual machine should then power up on the other site.
If you navigate to the policies view after the virtual machine has been
restarted on the other host, and click on the icon to check compliance, it
should show that two out of the three components are now available, and
since there is a full copy of the data, and more than 50% of the components
available, the virtual machine is accessible. Launch the console to verify.

Note: It would be worth including a check at this point to ensure that the
virtual machine is accessible on the VM network on the new site. There is not
much in having the virtual machine failover to the remaining site and not being
able to reach it on the network.

Remember that this is a simple 1+1+1 configuration of Virtual SAN Stretched
Cluster. If there were additional hosts on each site, the virtual machine should
be restarted on hosts on the same site, adhering to the VM/Host affinity rules
defined earlier. Because the rules are “should” rules and not “must” rules, the
virtual machine can be restarted on the other site when there are no hosts
available on the site to which the virtual machine has affinity.

Once the correct behavior has been observed, repair the network.

Note that the VM/Host affinity rules will trigger a move of the virtual
machine(s) back to hosts on the preferred site. Run a VSAN Health Check test
before continuing to test anything else. Remember with
NumberOfFailuresToTolerate =1, test one thing at a time. Verify that all absent
components are active and that all health check tests pass before continuing.
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Data network test with multiple ESXi hosts per site

If there is more than one host at each site, you could try setting the uplinks for
the VSAN network to “unused” on each host on one site. What you should
observe is that the virtual machine(s) is restarted on another host on the same
site to adhere to the configured VM/Host affinity rules. Only when there is no
remaining host on the site should the virtual machine be restarted on the other
site.

Data network test on host that contains virtual machine data only

If the network is disabled on the ESXi host that does not run the virtual
machine but contains a copy of the data, then the virtual machines on the
primary site will only see one absent component. In this case the virtual
machine remains accessible and is not impact by this failure. However, if there
are any virtual machines on the secondary host running on the VSAN
datastore, these will suffer the same issues seen in the previous test.

vmware: vSphere Web Client #= Updaled st 1431 L) | Adminishalorn@VSPHERELOCAL = | Haip
Havigator B | (g wanizciam | Actons - =- |
Home O Oemng S2aMed  Summan | Momilor | Manage  Relatad Objects
o |2 8 8§ . —— : :
= B e 68 Tasks | Buents Bleatan
v hvera i oc Bsus | P romance [POUEEEY Tasks | Ewents | Uticata
¢% LS
[ A1 Strage P Compliance Stake Lk Chachad
[ WM home I Virtual 34N Detauf Storage Pallcy w Compliant TR0 1631
{2 Hard digk 1 £ Virtust SAN Detaul Storage Policy + Comphiant 22075 1631
w [o] ca-te-annz e local
« [ es-e-2ei0diniceal M 2mema [~
I Comphance Fallires | Physical Disk Placemen t
WEKI2.r2vm - Hard disk 1 : Plyaical Disk Plscamont
- Qi
W e B cotecema o Local FUSIONSO Disk(puld  SZBA3T1S.1094.-228042180T8 o) Local ATA Disk T0.ATA, S2084094-08504
RAID 1
Componsnt W retee B cow-oemni I3 Local FUSONO Diskpuic,  E2653240-09004cP5-B050-6240 ) LocalATA DSk MOATA__ 524870480743
Component B Assent [ codecemial [ Local FUSIONSO Disk(suld  52431400-60f23580-0M2-7260. ) Local ATA Disk (HOATA__ 837480 Te-AT40--

After the test, repair the network, and note that the VM/Host affinity rules will
trigger a move of the virtual machine(s) back to hosts on the preferred site.
Run a VSAN Health Check test before continuing to test anything else.
Remember with NumberOfFailuresToTolerate = 1, test one thing at a time.
Verify that all absent components are active and that all health check tests
pass before continuing.
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Network failure - Data Site to Witness Site

In this test, the VSAN network is disabled on the witness site.

Site 3

As per the previous test, for physical witness hosts, the VSAN network can be
physical removed from either the host or the network switch. Alternatively, the
uplinks that are used for the VSAN network can be set to an “unused” state in
the “Teaming and failover” properties of the VSAN network port group.

If the witness host is an ESXi VM, then the network connection used by VSAN
can simply be disconnected from the virtual machine.

The expectation is that this will not impact the running virtual machine since
there is one full copy of the data must be available, and more than 50% of the
components that go to make up the object are available.

Once the behavior has been verified, repair the network, and run a VSAN
Health Check test before continuing with further tests. Test one thing at a time.
Verify that all absent components are active and that all health check tests
pass before continuing.
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Disk failure - Data Site host

In this test, a disk is failed on one of the hosts on the data site. This disk will
contain one of the components belonging to an object that is part of the
virtual machine. The expectation is that this will not impact the running virtual
machine since there is one full copy of the data still available, and more than
50% of the components that go to make up the object are available. The
missing data component will show up as absent in the vSphere web client UL.

Disk failure - Witness host

In this test, a disk is failed on the host on the witness site. The expectation is
that this will not impact the running virtual machine since both copies of the
data are still available, and more than 50% of the components that go to make
up the object are available. The witness component will show up as absent in
the vSphere web client UL

VM provisioning when a sites is down

If there is a failure in the cluster, i.e. one of the sites is down; new virtual
machines can still be provisioned. The provisioning wizard will however warn
the administrator that the virtual machine does not match its policy as follows:

Compatibility;

fflk_\ Datastore does not match current VM policy,
This storage policy requires at least 3 fault domains with hosts contributing storage but only 2 were found

In this case, when one site is down and there is a need to provision virtual
machines, the ForceProvision capability is used to provision the VM. This
means that the virtual machine is provisioned with a
NumberOfFailuresToTolerate = 0, meaning that there is no redundancy.
Administrators will need to rectify the issues on the failing site and bring it
back online. When this is done, Virtual SAN will automatically update the
virtual machine configuration to NumberOfFailuresToTolerate = 1, creating a
second copy of the data and any required witness components.
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Replacing a failed witness host

Should a witness host fail in the Virtual SAN stretch cluster, a new witness host
can easily be introduced to the configuration. If the witness host fails, there
will be various health check failures, and all witness components will show up
as absent, but all virtual machine continue to be available since there is a full
copy of the virtual machine object data available as well as greater than 50%
of the components (consider NumberOfFailuresToTolerate=1, there will be 2
replica copies available, implying 66% component availability).

At this point, the failed witness needs to be removed from the configuration.
Navigate to Cluster > Manage > Virtual SAN > Fault Domains. For this
particular test, a 2+2+1 configuration is used, implying two ESXi hosts in the
“preferred” data site, two ESXi hosts in the “secondary” data site and a single
witness host.

[ AF-VSAN-Stretch | Actions ~ ==

Getting Started  Summary  Monitor | Manage | Related Objects

[Seﬂings |Scneﬂuled Tasks |Alarm Definitions ‘ Tags | Permissions

“" Virtual SAN Cluster Fault Domains

~ Services You can group Yirtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it

vSphere DRS Failure of all hosts within a single fault domain is treated as one failure. Iffault domains are specified, Virtual SAN will naver put
more than one replica of the same objectin the same fault domain.
vSphere HA
— = T —
~ Virtual SAN x =¢ (@ Filter

General Fault Domain/Host

Disk Management Hosts notin fault domain (0 hosts)

S

[\ ce-le-dellDd e local
Health
[\ ce-e-dell0Zielocal

~ Configuration X
~ Preferred (2 hosts) (Preferred fault domain for VSAN Stretched Cluster)

General [\ ce-e-dell0t.ielocal
Licensing B cee-dellnzielocal
VMware EVC

~ Extenal witness host for VSAN Stretched Cluster
VMHost Groups [& ievsanwitness-02.je local

VM/MHost Rules

VM Overrides

Host Options

Profiles

i 5 hosts D'

The failing witness host can be removed from the Virtual SAN Stretched
Cluster via the Ul (red X in fault domains view).

Confirm Witness Host Removal

Remaving the Witness haost from the VAN Stretched Cluster will
leave itin @ misconfigured state. You will still be able to use the

& twa fault domains.

Remaove witness host from VSAN Stretched Cluster?

Yes
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The next step is to rebuild the VSAN stretched and selecting the new witness
host. In the same view, click on the “configure stretched cluster” icon. Align
hosts to the preferred and secondary sites as before. This is quite simple to do
since the hosts are still in the original fault domain, so simply select the
secondary fault domain and move all the hosts over in a single click:

[| AF-VSAN-Stretch - Configure VSAN Stretched Cluster (3)
1 Configure fault domains Configure fault domains
Divide the hosts in 2 fault domains that will be used for configuring VSAN stretched cluster.
2 Selectawitness host
Claim a disk group on Preferred fault domain Secondary fault domain
witness host i v Lid
4 Ready to complete Name: | Preferrad Name:  Secondary
[ Fitter - [ Fitter -
Fault Demain/Host Fault Domain/Hest
- Preferred (2 hosts) ~ Secondary (2 hosts)
[ cs-ie-dell01.ie.local [ cs-ie-dell0d.ie local
[J cs-ie-dell0Zielocal [ cs-ie-dello3.je local
[ 2hosts [~ [ 2hosts [~
Next Finish Cancel

Select the new witness host:

[ AF-VSAN-Stretch - Configure VSAN Stretched Cluster (?)

+ 1 Configure fault domains Select a witness host

Selecta hostwhich will store all the witness components for this WSAN Stretched Cluster.
Yl 2 Selecta witness host

Claim a disk group on
witness host [ @ Search

4 Ready to complete - [Jisvcsa-10.ie.local

~ [fg stretch-DC
b G AF-vSAN-Stretch

Select a hostto act as witness for the VSAN Stretched
[@ ie-vzanwitness-02 je.local

The witness host must not be in any VSAN enabled

cluster and must have atleast one VMkemel adapter

with VSAN traffic enabled, with connection to all hosts

in the cluster.

Compatibility

@ Compativility checks succeeded.

Back Next Finish Cancel

Create the disk group and complete the Virtual SAN Stretched Cluster
creation.
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On completion, verify that the health check failures have resolved. Note that
the Virtual SAN Object health test will continue to fail as the witness
component of VM still remains “Absent”. When Clomd timer expires after a
default of 60 minutes, witness components will be rebuilt on new witness host.
Rerun the health check tests and they should all pass at this point, and all
witness components should show as active.

Recovering from a complete site failure

The descriptions of the host failures previously, although related to a single
host failure, are also complete site failures. VMware has modified some of the
Virtual SAN behavior when a site failure occurs and subsequently recovers. In
the event of a site failure, Virtual SAN will now wait for some additional time
for “all” hosts to become ready on the failed site before it starts to sync
components. The main reason is that if only some subset of the hosts come up
on the recovering site, then Virtual SAN will start the rebuild process. This may
result in the transfer of a lot of data that already exists on the nodes that
might become available at some point in time later on.

VMware recommends that when recovering from a failure, especially a site
failure, all nodes in the site should be brought back online together to avoid
costly resync and reconfiguration overheads. The reason behind this is that if
Virtual SAN bring nodes back up at approximately the same time, then it will
only need to synchronize the data that was written between the time when the
failure occurred and the when the site came back. If instead nodes are
brought back up in a staggered fashion, objects might to be reconfigured and
thus a significant higher amount of data will need to be transferred between
sites.
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Appendix A: Additional Resources

A list of links to additional Virtual SAN resources is included below.

e Virtual SAN 6.0 Proof Of Concept Guide
e Virtual SAN 6.1 Health Check Plugin Guide

e Virtual SAN Stretched Cluster Bandwidth Sizing Guidance
e Tech note: New VSAN 6.0 snapshot format vsanSparse

e Virtual SAN 6.0 Design and Sizing Guide

e Virtual SAN 6.0 Troubleshooting Reference Manual
e RVC Command Reference Guide for Virtual SAN

e Virtual SAN Administrators Guide

e Virtual SAN 6.0 Performance and Scalability Guide

Location of the Witness Appliance OVA

The Witness appliance OVA is located on the Drivers & Tools tab of VSAN
download page. There you will find a section called VMware Virtual SAN tools
& plug-ins. This is where the "Stretch Cluster Witness VM OV A" is located. The
URL is:

https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastruct
ure/vmware_virtual _san/6_O#tdrivers_tools
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Appendix B: CLI Commands for Virtual
SAN Stretched Cluster

ESXCLI

New ESXCLI commands for Virtual SAN Stretched Cluster.

esxcli vsan cluster preferredfaultdomain

Display the preferred fault domain for a host:

[root@cs-ie-dell04:~] esxcli vsan cluster preferredfaultdomain
Usage: esxcli vsan cluster preferredfaultdomain {cmd} [cmd options]

Available Commands:
get Get the preferred fault domain for a stretched cluster.
set Set the preferred fault domain for a stretched cluster.

[root@cs-ie-dell04:~] esxcli vsan cluster preferredfaultdomain get
Preferred Fault Domain Id: aO54ccb4-ff68-4c73-cbc2-d272d45e32df
Preferred Fault Domain Name: Preferred

[root@cs-ie-dell04:~]

esxcli vsan cluster unicastagent

An ESXi host in a Virtual SAN Stretched Cluster communicated to the witness
host via a unicast agent over the VSAN network. This command can add,
remove or display information about the unicast agent, such as network port.

[root@cs-ie-dell02:~] esxcli vsan cluster unicastagent
Usage: esxcli vsan cluster unicastagent {cmd} [cmd options]

Available Commands:

add Add a unicast agent to the Virtual SAN cluster configuration.
list List all unicast agents in the Virtual SAN cluster configuration.
remove Remove a unicast agent from the Virtual SAN cluster configuration.

[root@cs-ie-dell02:~] esxcli vsan cluster unicastagent list
IP Address Port

172.3.0.16 12321
[root@cs-ie-dell02:~]

STORAGE and AVAILABILITY Documentation / 108



Virtual SAN Stretched Cluster Guide

RVC - Ruby vSphere Console

The following are the new stretched cluster RVC commands:

vsan.stretchedcluster.config_witness

Configure a witness host. The name of the cluster, the witness host and the
preferred fault domain must all be provided as arguments.

/localhost/Site-A/computers> vsan.stretchedcluster.config_witness -h
usage: config_witness cluster witness_host preferred_fault_domain
Configure witness host to form a Virtual SAN Stretched Cluster
cluster: A cluster with virtual SAN enabled
witness_host: Witness host for the stretched cluster
preferred_fault_domain: preferred fault domain for witness host
--help, -h: Show this message
/localhost/Site-A/computers>

vsan.stretchedcluster.remove_witness

Remove a witnhess host. The name of the cluster must be provided as an
argument to the command.

/localhost/Site-A/computers> vsan.stretchedcluster.remove_witness -h
usage: remove_witness cluster

Remove witness host from a Virtual SAN Stretched Cluster

cluster: A cluster with virtual SAN stretched cluster enabled

--help, -h: Show this message

vsan.stretchedcluster.witness_info
Display information about a witness host. Takes a cluster as an argument.

/localhost/Site-A/computers> s
O Site-A (cluster): cpu 100 GHz, memory 241 GB
1 cs-ie-dellO4.ie.local (standalone): cpu 33 GHz, memory 81 GB

/localhost/Site-A/computers> vsan.stretchedcluster.witness_info O
Found witness host for Virtual SAN stretched cluster.

e
| Stretched Cluster | Site-A |
S

| Witness Host Name | cs-ie-dellO4.ie.local |

| Witness Host UUID | 55684ccd-4ea7-002d-c3a9-ecf4bbd59370 |
| Preferred Fault Domain | Preferred |
| Unicast Agent Address |172.3.0.16 |

oo b e 4
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