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Abstract

We investigate the impact of knowledge spillovers and R&D cooperation on innovation activities in three German regions.
We begin by estimating the knowledge-production function in order to test for interregional difference with regard to the
efficiency of innovation activities. In a second step, we analyze the contribution of spillovers from R&D effort of other private
firms and of public research institutions to explain these differences. The inclusion of variables for R&D cooperation in the
model indicates that R&D cooperation is only of relatively minor importance as a medium for knowledge spillover.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction: how do knowledge spillovers
become effective?

In recent years, it has become increasingly recog-
nized in the literature that ‘spillovers’ of knowledge
from external sources may have an important impact
on innovation processes and economic development.1

A number of theoretical arguments as well as some
empirical findings suggest that such knowledge
spillovers are concentrated in spatial proximity from
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1 This is a fundamental issue in recent approaches to growth
theory (cf.Krugman, 1991; Romer, 1994) or the concept of (na-
tional or regional) innovation systems (cf.Edquist, 1997; Lundvall,
1992; Metcalfe, 1995; Nelson, 1993).

their respective source.2 Therefore, it can be assumed
that knowledge spillovers constitute an important fac-
tor in shaping the regional conditions for innovation
activities. Accordingly, the “new” growth theory has
devoted considerable attention to the regional dimen-
sion of innovation and economic development (cf.
Krugman, 1999). The recognition that geographical
space is of crucial importance for the spillover of
knowledge leads us to the question of how and why
such spillovers become effective and what are the
primary means for their diffusion.3 It has become a

2 Empirical evidence that knowledge spillovers are concentrated
in spatial proximity to the respective source is provided inAcs
et al. (1992), Audretsch and Feldman (1996), Anselin et al. (1997)
andJaffe et al. (1993). The theoretical explanation is based on the
notion that in most cases face-to-face-contacts are necessary for
transferring ‘tacid’ knowledge.

3 SeeBreschi and Lissoni (2001)and Feldman (1999)for an
overview of the evidence.
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popular hypothesis in the literature that cooperative
relationships between regional actors may be an im-
portant vehicle for such spillovers.4 Consequently, a
number of authors argue that policy could contribute
to a wider and faster diffusion of knowledge spillovers
by actively stimulating cooperative relationships or
at least by not hindering them, motivated, e.g. by the
desire to secure a competitive market structure (cf.
Jorde and Teece, 1990).

In this paper, we analyze the impact of spillovers
on innovation activities in a region and examine the
significance of R&D cooperation for these knowl-
edge spillovers. Following a brief introduction to the
database (Section 2) and a discussion of the analytical
framework (Section 3), we first investigate the impact
of location on innovation activities (Section 4). Next,
we assess how far knowledge spillovers generated
by other economic actors in the region may explain
these interregional differences in R&D (Section 5).
By introducing variables that describe cooperation
with other actors, we finally test for the contribu-
tion of R&D cooperation in the diffusion of such
spillovers (Section 6). In the last section (Section 7),
we draw some conclusions for policy and for further
research.

2. Data

The main data source of our analysis is information
gathered by postal questionnaires from manufacturing
enterprises in three German regions.5 We expected
these regions to be characterized by considerable

4 This constitutes a main hypothesis in the literature on “indus-
trial districts” (for an overview, seePorter, 1998and the contri-
butions in Pyke et al., 1990), “innovation networks” (Camagni,
1991; Grabher, 1993) and “innovative milieu” (Aydalot and
Keeble, 1988; Crevoisier and Maillat, 1991; Ratti et al., 1997).
The role of R&D cooperation for innovation processes has also
been intensively discussed in the competition policy literature (cf.
Jorde and Teece, 1990; Katz and Ordover, 1990).

5 Because the focus of the questions was on innovation, one
could expect a relatively low representation by non-innovative
enterprises in the data. A non-response analysis for the survey
taken in Saxony revealed that there was no such bias with respect
to the share of innovative enterprises. However, the innovative
enterprises in the sample tended to have a slightly higher share
of R&D personnel than the entire population of enterprises. The
survey was conducted between September and December of 1995.

differences with regard to the local conditions for
innovation activities. The regions were:

• Baden, the western part of the state of Baden-
Wuerttemberg, a prosperous region characterized
by considerably above-average performance with
regard to innovation. According to conventional
wisdom, transfer institutions and cooperative rela-
tionships are well developed in this region (Cooke,
1996; Heidenreich and Krauss, 1998).

• The region Hanover–Brunswick–Goettingen in the
state of Lower Saxony. The region has a high share
of employment in large-scale manufacturing (e.g.
automobiles, steel) and the proportion of employ-
ment in new innovative industries is comparatively
low. Despite various policy attempts to improve
innovation performance in this region, its innova-
tion system is said to have considerable deficiencies
(Schasse, 1995).

• Saxony, one of the new German states, until 1990
under a socialist regime. The region has a long tra-
dition in manufacturing, particularly in the mechan-
ical engineering industry. Due to the breakdown of
the manufacturing sector after the fall of the Iron
Curtain, small establishments predominate. Large
establishments are rather rare in this region.

The questionnaire was sent to all enterprises with
ten or more employees. The resulting data set contains
rather detailed information about the innovation input
and output of the enterprises. Additional information
collected included the number of cooperative rela-
tionships with other private sector firms and public
research institutions. For the three German regions,
our data set comprises more than 1800 cases consti-
tuting a quite representative random sample of the
entire population of manufacturing enterprises.6 An-
alyzing differences between the regions with regard
to innovation activities of manufacturing enterprises
(Franke, 2002; Fritsch et al., 1999; Fritsch, 2000),
we find Baden in first place, Hanover in the second
position and Saxony ranked third lagging somewhat

6 The response rate amounted to 17.8% in Baden, 20.6% in the
Hanover region and 27.7% in Saxony. The sample is characterized
by a relatively high share of small enterprises that do not belong to
a larger multi-plant firm. The share of enterprises with less than 20
employees in 1995 amounted to 24% and the share of enterprises
with 200 and more employees in 1995 made about 13%.
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behind. Other data used in the analysis comes from
a complimentary postal inquiry of business oriented
services suppliers that was conducted in the same
regions at about the same time7 and from official
statistics.8

3. Estimation procedure

For an empirical analysis of interregional differ-
ences of innovation activities, the estimation of a
knowledge-production function appears to be an ade-
quate approach.9 The knowledge-production function
expresses the relationship between R&D input and
R&D output within the overall framework of a pro-
duction function (seeGriliches, 1979). The basic as-
sumption is that the output of the innovation process
constitutes the result of R&D capital or investment
respectively, that is

R&D output= f(R&D input) (1)

Adopting the Cobb–Douglas form of a production
function, the basic relationship can be written as

R&D output= a(R&D input)b (2)

where the terma represents a constant factor andb the
elasticity by which R&D output varies in relation to
the input to the R&D process. If the elasticity equals
1, a 100% increase in R&D expenditure would lead
to a doubling of innovative output. An elasticity value
lower than 1 indicates that innovative output does not
increase in proportion to rising R&D input. Taking the
natural logarithms of both sides, we get

ln(R&D output) = ln a + b(ln(R&D input)) (3)

This equation can be estimated by applying standard
regression methods. We choose R&D expenditure here
as a measure of innovative input that includes inputs
purchased from other firms. The output elasticity of
R&D expenditure can be interpreted as an indicator

7 The data have been raised in the first stage of the European
Regional Innovation Survey (ERIS) project. For an overview of
the project design, the different inquiries carried out as well as
the main aims and hypotheses, seeSternberg (2000).

8 For a more detailed description of the data, seeFranke (2002).
9 For some other approaches to analyzing interregional differ-

ences of R&D activities, seeFritsch (2000).

for the productivity of the input to the innovation pro-
cess and, hence, for the efficiency of the innovation
system in a certain region. In particular, this elasticity
should be relatively high if a location is characterized
by good availability of inputs to the R&D process, an
intense division of innovative labor and pronounced
knowledge spillovers between the actors in the region,
whether they are public research institutions or private
sector firms.10

Much less clear is the interpretation of the resulting
constant term. If the number of innovations is used as
an indicator for the success of R&D activities, the con-
stant term denotes how many innovations have been
generated without a corresponding R&D input on be-
half of the enterprise during the period for which R&D
input was measured. Assuming that the generation of
innovations necessitates some R&D input, there are
two possible explanations for the existence of a posi-
tive constant term. One explanation would be that the
innovation is not based on current input but on an ex-
isting stock of ‘old knowledge,’ i.e. that the respective
input had been spent in earlier periods. The second
possible explanation could be that the innovation was
completely the result of knowledge spillovers from
other sources without any R&D effort on the part of
the firm that claimed to have generated it. In the latter
case, the constant term of the knowledge-production
function describes innovations that is ‘falling
from heaven’ on a particular economic sector or
region.

We use two forms of indicators for the output of
R&D activities. Both are based on the information
about an enterprise’s patenting activity. The first in-
dicator is whether or not an enterprise had registered
an innovation for patenting in the preceding three
years. Logit analysis was applied to estimate the mod-
els for this dichotomous variable.11 A second type of
model uses information about the number of innova-
tions registered for patenting as a dependent variable.
Assuming that a Poisson-like process generates the
number of patents, Poisson-regression analysis may
be applied as the estimation method. However, we
used negative-binomial (negbin) regression because it

10 SeeFritsch (2002)for a more detailed treatment of this issue.
11 The variable assumes the value “1” if the enterprise has reg-

istered at least one innovation for patenting and it is ‘’0” if no
innovation has been registered for patenting.
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is based on somewhat more general assumptions than
Poisson regression.12 The estimations, which included
the number of patents as an explanatory variable, were
restricted to those enterprises that had registered at
least one innovation for patenting during the preced-
ing 3 years. This avoids the problem of having ‘too
many’ zero-values in the model, which would imply a
violation of the distribution assumptions of the estima-
tion procedure. Taken together, both models constitute
a count-data-hurdle model of patenting behavior. The
logit estimation analyzes the impact of diverse factors
to overcome the ‘hurdle’ to participate in the patenting
process. Based on that, the negbin-regression model
investigates the factors that determine the number of
patents applied for.

4. Regional differences in the production of
knowledge

In the empirical analysis, we investigated first if
any differences exist with regard to the efficiency of
innovation activities between the three regions un-
der inspection. Among the explanatory variables that
were included in the model (model I inTable 1), an
enterprise’s R&D expenditure can be expected to have
a relatively strong impact on innovation output.13 In
the negbin-part of the model, we also included the log-
arithm of a firm’s own R&D expenditure in its squared
form, which proved to have a statistically significant
influence. The significant impact of the squared R&D
expenditure indicates that output elasticity with re-
gard to R&D input is not constant but rises slightly
with increased R&D activity. No such significant im-
pact could be found in the logit part of the model,
so the squared variable was omitted here. An index
for the degree of agglomeration in the region where
the enterprise is located was supposed to control for
all kinds of regional factors that are associated with
population density and the rank in the spatial hierar-
chy (e.g. price levels, agglomeration economies and

12 Negative binomial regression allows for a greater variance of
observations than is assumed for a Poisson process. For a more
detailed description of these estimation methods, seeGreene (1997,
pp. 931–939).
13 The data on R&D expenditure and the patents generated relate

to the 1992–1995 period.

diseconomies).14 The agglomeration index is included
on the level of the 13 planning regions that make up
the three regions under analysis.15 The Herfindahl in-
dex measures the degree of market concentration in the
respective industry and controls for industry-specific
effects.16 We attempt to measure two kinds of differ-
ences in the knowledge-production functions in the
regions under inspection. Dichotomous dummy vari-
ables for a location in the West German regions of
Baden or Hanover17 indicate differences with regard to
the constant term of the knowledge-production func-
tion. Estimates of the impact of R&D expenditure in-
teracting with the regional dummies are supposed to
reflect distinctive slopes of the function and, therefore,
to show differences with regard to the efficiency of
R&D activities.

Looking at the coefficients for the regional dummy
variables, which are meant to indicate differences in
the constant term of the knowledge-production func-
tion, we find significant positive signs for the two
West German regions Baden and Hanover. There are
at least two interpretations for this result. One inter-
pretation is that there are higher levels of spillover
in these regions than in Saxony. Another explanation

14 This index is a classification of German regions into seven
categories according to their degree of congestion and their position
in the spatial hierarchy. A relatively high value of this index
indicates a correspondingly high degree of agglomeration. For a
detailed description of this index, seeBundesamt für Bauwesen
und Raumordnung (1998).
15 Planning regions (“Raumordnungsregionen”) are widely used

for regional analyses in Germany. They are functional regions
that consist of at least one center and the respective periphery.
Planning regions are somewhat larger than labor market regions.
According to the current definition, there are 94 such planning
regions in Germany. Baden consists of three planning regions
while the Hanover region and Saxony both comprise five planning
regions.
16 The higher the value of the Herfindahl index, the more con-

centrated the supply side in the respective industry. The data were
taken fromMonopolkommission (1996). Including industry dum-
mies together with the Herfindahl index reveals a high degree of
multicollinearity between these variables, so that only one type
of industry-specific variable should be incorporated in the model.
We choose the Herfindahl index here because estimations based
on this variable led to better results than models with dummy
variables for the different industries.
17 The regional dummy variables assume the value “1” if an

enterprise is located in the respective region and are otherwise
“0.” The enterprises located in Saxony constituted the reference
group here.
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Table 1
Models with regional dummies and spillover variables

Model I Model II

Logit Negbin Logit Negbin

Constant −0.79a (4.03) 1.43a (11.03) −10.87a (3.20) −3.71 (1.63)
ln R&D expenditure 0.42a (5.43) 0.49a (8.18) 0.49a (5.03) 0.47a (7.82)
(ln R&D expenditure)2 – 0.06a (3.63) – 0.06a (3.57)

Regional spillovers
ln R&D expenditure in the same industry – – 0.19a (2.66) 0.08 (1.52)
ln R&D expenditure in business related services – – 0.28c (1.66) 0.19c (1.68)
ln external funds attracted by public research institutions – – 0.03b (1.96) 0.002 (0.12)

Regional dummies
Baden 0.82a (3.89) 0.25b (2.05) 0.52b (2.16) 0.09 (0.67)
Hanover 0.61a (3.25) 0.21c (1.76) 0.11 (0.42) −0.004 (0.02)

Dummy Badenc × log R&D expenditure 0.27c (1.95) −0.01 (0.14) 0.27c (1.89) −0.01 (0.14)
Dummy Hanoverc × log R&D expenditure −0.05 (0.42) −0.12 (1.60) −0.03 (0.22) −0.13c (1.71)
Agglomeration index −0.03 (0.58) 0.02 (0.68) −0.25a (2.63) −0.02 (0.31)
Herfindahl index 0.002 (1.63) −0.001b (2.42) 0.001 (1.27) −0.002a (2.74)

Alpha – 0.53a (10.37) – 0.52a (10.29)

Number of cases 961 349 961 349
PseudoR2 0.12 0.11 0.13 0.11
χ2 151 224 166 230

Asymptotic t-values of the coefficients in parentheses.
a Statistically significant at the 1% level.
b Statistically significant at the 5% level.
c Statistically significant at the 10% level.

could be that firms in Hanover and Baden are better
able to exploit their longer existing knowledge stock.
Both interpretations are quite plausible. Given that
the innovation system in the East German region of
Saxony had to be more or less completely reorganized
during the last ten years, one may expect the level
of spillovers to be significantly lower there. Even
more important, a considerable part of the knowledge
stock generated under the socialist regime had to be
depreciated because it was no longer useful under the
conditions of a market system (cf.Fritsch and Werker,
1999). The coefficients of the regional dummy vari-
ables interacting with R&D expenditure in model I
indicate a statistically significant steeper slope of the
knowledge-production function and, therefore, of the
efficiency of innovation activities in Baden as com-
pared to Saxony. In model II, the coefficient for R&D
expenditure interacting with the regional dummy vari-
able for location in Hanover also proves to be statisti-
cally significant with a negative sign, thus indicating
a lower productivity of R&D activities when com-

pared to Saxony. While the agglomeration index does
not have a statistically significant influence in model
I, we find that a high degree of market concentration
as measured by the Herfindahl index tends to have a
negative impact on the number of patents generated.
Because firms in concentrated industries tend to be
large, this negative relationship of market concentra-
tion on patenting could be a result of the relatively
low ratio of innovation output to input in large firms
that has been found in many empirical studies.18

5. Regional spillovers and innovation activities

In the second step of the analysis, we investigated
to what degree the differences of the efficiency of in-
novation activities between regions may be explained
by knowledge spillovers from other sources located

18 For an overview of the evidence and an explanation of this
phenomenon seeCohen and Klepper (1996).
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in the respective region. For that reason, variables
for the amount of R&D expenditures of other actors
located in the region were added to the set of ex-
planatory variables (model II inTable 1). As in the
agglomeration index, we use the 13 planning regions
of our sample as a spatial framework for calculating
the spillover variables. Because we have only infor-
mation about innovation activities in some of those
surrounding regions that are included in our sample,
analysis had to be restricted to spillovers from R&D
within the same planning region.19 The fact that our
data does not allow us to account for possible knowl-
edge spillovers from adjacent regions need not be
regarded as a very serious deficiency. The existent
empirical evidence clearly shows that R&D spillovers
tend to be limited to areas in close vicinity to the
respective source.20 Accordingly, our results indicate
that intra-regional spillovers are sufficient to explain
differences in local conditions for R&D activities
(see below).

With regard to the R&D expenditures of other man-
ufacturing firms in the region, we found a statisti-
cally significant impact only for the resources spent
by firms in the same industry. Innovation activities in
other manufacturing industries seemed to be unimpor-
tant as a source of knowledge spillovers.21 This could
explain the results of numerous empirical analyses
which identified a tendency for innovative activity in
the same technological field or industry to be clustered

19 However, if we include the information that we have about
R&D activities in some of the adjacent planning regions into
the model, the respective coefficients are in no way statistically
significant.
20 C.f. Acs et al. (1992), Audretsch and Feldman (1996), Jaffe

et al. (1993)and Anselin et al. (1997).
21 The amount of resources devoted to innovation activities in a

manufacturing industry per planning region was estimated on the
basis of the data on R&D expenditure raised by our questionnaire
and information about the total number of enterprises belonging to
the respective industry in the region. Data on the total population
of enterprises of different industries in the regions was taken from
the German Social Insurance Statistics. This estimation was carried
out for seven groups of manufacturing industries. These industry
groups were “food, beverages and tobacco,” “textile, clothing and
leather,” “wood, paper, printing, furniture,” “mineral oil, chem-
icals, rubber, plastics, ceramics and glass,” “metal products and
recycling,” “vehicles and mechanical engineering” and “data pro-
cessing, electrical and electronic equipment, optical instruments.”
Case numbers of firms in our sample did not allow for a more
disaggregated industry classification.

in space (e.g.Audretsch and Feldman, 1996; Baptista
and Swann, 1999; Porter, 1998). Obviously, spatial
clustering is mainly a result of localization economies,
i.e. spatial concentration of similar activities, while
spatial proximity to firms in other manufacturing in-
dustries turns out to be less important. Because R&D
activities in other industries proved to be insignifi-
cant, the respective variables were not included in the
model. The coefficient for the impact of R&D expen-
diture in the business-related service sector22 on the
innovation output of the manufacturing firms has the
expected positive sign but is not statistically significant
in model II. It proves, however, to have a significant
impact in those models in which the regional dummy
variables were omitted (models III and IV inTable 2).

In measuring knowledge spillovers generated by
public research institutions,23 it would be plausible to
assume that their entire budget is in some sense re-
lated to R&D. However, we found a statistically sig-
nificant impact for R&D activities in public research
institutions only when the outside funding they had
attracted was taken as the measure. Because outside
funding is in most cases allocated by some kind of
competitive process, obtaining such funding indicates
a certain minimum quality of the respective research.
The finding of a significant knowledge spillover ef-
fect for public research institutions as measured by the
outside funding which they managed to attract sug-
gests that it is not the mere amount of resources spent,
but the quality of this R&D activity that is of crucial
importance for its relevance as a source of spillovers.
For these reasons, we selected this outside funding as

22 R&D expenditure in the business-related service-sector was
estimated on the basis of information gathered by a corresponding
postal inquiry in this sector using information on the total number
of establishments in this sector in the respective region as pro-
vided by Social Insurance Statistics. Business related services here
comprised tax advisers, lawyers, accountants, data processing ser-
vices, software developers, business consultants, market research,
engineering & planning bureaus, check- and test-labs as well as
architects. The inquiry on business service firms was carried out
shortly after the inquiry on manufacturing firms. R&D expen-
diture of business service firms relates to the same time-period
(1993–1995) as that for the manufacturing enterprises.
23 The public research institutions comprise the universities, the

Fachhochschulen (universities with a particular focus on applied
studies in engineering, business and other subject areas) and pub-
licly funded non-university research organizations such as the in-
stitutes of the Max-Planck and the Fraunhofer Society.
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Table 2
Models with spillover and with cooperation variables

Model III Model IV

Logit Negbin Logit Negbin

Constant −12.64a (5.06) −3.56b (2.08) −13.28a (5.18) −4.04b (2.33)
ln R&D expenditure 0.44a (8.50) 0.41a (12.04) 0.38a (6.88) 0.39a (10.30)
(ln R&D expenditure)2 – 0.06a (3.32) – 0.06a (3.44)

Regional spillovers
ln R&D expenditures in the same industry 0.22a (3.05) 0.09c (1.81) 0.19a (2.68) 0.08 (1.64)
ln R&D expenditure in business related services 0.36a (2.75) 0.17b (2.04) 0.38a (2.84) 0.20b (2.35)
ln external funds attracted by public research institutions 0.03b (1.98) −0.003 (0.34) 0.03b (2.15) −0.004 (0.19)

Number of cooperative relationships with
Customers – – −0.0003 (0.49) −0.001b (2.33)
Manufacturing suppliers – – −0.001 (0.42) 0.0001 (0.12)
“Other” firms – – 0.02c (1.94) −0.004 (0.94)

Cooperation with (yes/no)
Service firms – – 0.35 (1.39) 0.003 (0.02)
Public research institutions – – 0.52a (3.26) 0.15 (1.38)

Agglomeration index −0.27a (3.51) −0.01 (0.12) −0.32a (3.95) −0.01 (0.24)
Herfindahl index 0.001 (1.44) −0.002a (2.85) 0.001 (1.47) −0.002a (2.81)

Alpha – 0.53a (10.29) – 0.52a (10.17)

Number of cases 961 349 955 347
PseudoR2 0.13 0.11 0.14 0.12
χ2 158 225 174 232

Asymptotic t-values of the coefficients in parentheses.
a Statistically significant at the 1% level.
b Statistically significant at the 5% level.
c Statistically significant at the 10% level.

a measure of the R&D activities carried out by public
research institutions.24

When we include these indicators for regional
knowledge spillovers in the model (see model II in
Table 1), they prove to have some significant impact.
In contrast, the values of the coefficients for the re-
gional dummies decrease considerably and become
more or less insignificant. This clearly indicates that
the spillovers generated by the innovation activities
of other firms or by public research institutions in the
region may explain a large part of the regional differ-
ence in the conditions for R&D that we find in our
data. Remarkably, the coefficients of the interaction
variables, which supposedly measure interregional

24 The data relates to the year 1995 and was provided on the in-
ternet by the German Federal Ministry of Education and Research
(“Bundesministerium für Bildung und Forschung”) (“Forschungs-
landkarte Deutschland,”http://www.forschung.bmbf.de).

differences in the slope of the knowledge-production
function, remain largely unaffected by the introduc-
tion of the spillover indicators. This suggests that
spillovers lead to a higher level of innovation output
but do not increase the productivity of R&D activities.
Because of the relatively high correlation between the
regional dummy variables and the spillover variables,
the dummies were omitted in the subsequent analysis
in order to avoid multi-collinearity problems. We also
excluded the regional dummy variables interacting
with a firm’s R&D expenditure due to their low level
of significance. If the model is estimated without
these regional variables (cf. model III inTable 2), the
coefficients for the spillovers from innovation activity
in the same industry and in service firms located in
the respective planning region prove to have a signif-
icant impact in both parts of the model. On the other
hand, the spillovers generated by public research in-
stitutions seem to affect only the propensity to patent

http://www.forschung.bmbf.de
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but not the number of innovations that have been
registered for patenting. Comparing the estimates of
model I and model III, we find that the share of ex-
plained variance as measured by the PseudoR2 is
more or less identical. This suggests that the regional
differences in R&D activities may be almost com-
pletely explained by the amount of R&D conducted
by actors located in the same region. If R&D activi-
ties in adjacent planning regions, which could not be
considered here, had made a substantial contribution,
the share of explained variance in model III should
have been smaller than in model I. That this is not
the case indicates that R&D conducted outside the
region is largely irrelevant for knowledge spillovers
and as an explanation for interregional differences in
innovation activities.

It is quite remarkable that the agglomeration index,
which proved to be insignificant in model I, becomes
statistically significant with a negative sign for the first
part of the model when the spillover variables are in-
cluded (models II and III). This suggests that, apart
from the existence of knowledge spillover generated
by other actors in the region, location in a center has
a negative impact on the propensity to patent and has
no effect on the number of patents. Or to put it dif-
ferently: what makes the center an attractive place for
innovation activities is the knowledge spillovers from
other actors located in that region.25

6. How important is R&D cooperation as a
medium for knowledge spillovers?

The questionnaire that was used for gathering the
bulk of our data comprised a number of questions
that asked for comprehensive information about the
existence of cooperative relationships with different
types of partners. These types of cooperation partners
were:

• customers;
• manufacturing suppliers;
• suppliers of business services;

25 We found no significant impact for interaction between R&D
expenditures of other actors in the region and the agglomeration
index when such variables were included in the model. This also
suggests that the density of actors in a region, as such, has no
impact on the intensity of the knowledge spillovers.

• “other” firms (i.e. non-vertically related businesses,
particularly including competitors); and

• publicly funded research institutions.

In a first question, respondents were asked whether,
in the preceding three years, their enterprise had
maintained cooperative relationships with customers,
manufacturing suppliers, publicly funded research
institutions or with “other” firms. Cooperation with
suppliers or customers was defined as a relationship
that went beyond “normal” business interaction. With
regard to “other” firms, suppliers of business ser-
vices and publicly funded research institutions, every
relationship was assumed to be cooperative. In a sub-
sequent question, four categories of cooperative rela-
tionships that are in some way related to innovation
activities were defined more concretely.26 Although
we cannot completely rule out that respondents re-
ported cooperative relationships having nothing to
do with innovation activities,27 the dominant share
of these relationships represents R&D cooperation.
The data set also provides information on the number
of cooperative relationships with the different types
of partner in certain regional categories (“within the
same region,” “outside the region,” “abroad”). The
responses to these questions revealed that R&D co-
operation is obviously a widespread phenomenon. A
little more than 60% of the enterprises in our sam-
ple maintained cooperative relationships with their
customers, nearly 49% had cooperative relationships
with their manufacturing suppliers, 85% with business

26 For cooperative relationships with customers and manufactur-
ing suppliers these categories were “casual contact for information
purposes,” “organized exchange of information and experiences,”
“involvement in planning and operation of projects” and “pilot use
of an innovation.” For the assessment of cooperative relationships
with “other” firms, the final two categories were substituted by
“joint use of equipment or laboratories” and “joint R&D projects.”
With regard to co-operation with publicly funded research in-
stitutions, the categories for the type of relationship were “use
of equipment or laboratories,” “research contracts,” “joint R&D
projects” and “collaboration with regard to theses.” For relation-
ships with suppliers of business related services, no information
about the type of relationship was raised by the questionnaire.
27 This may be particularly the case for relationships with sup-

pliers of business related services where no definitions of certain
types of R&D cooperation have been given in the questionnaire.
However, to decide how much a certain relationship is in some
way concerned with innovation activities may be quite hard or
impossible, even for managers of the respective firms.
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oriented service firms, 33% with public research in-
stitutions and about 31% with “other” enterprises.
The cooperating partners tended to be concentrated
in the same region, particularly in the case of public
research institutions and “other” firms (for a detailed
analysis, seeFritsch, 2001; Fritsch and Lukas, 2001).

Based on this data, a range of indicators em-
ploying different definitions of what constitutes a
“cooperation” can be constructed. In testing numer-
ous versions of the cooperation indicators, we did not
find any major discrepancy in our estimation results.
The statistical explanation for this result is the high
degree of correlation among these alternative indica-
tors, so that the concrete definition of cooperation is
of minor importance for the results of the analysis.
Therefore, we used the broadest definition, as given
in the first question of our questionnaire, in which
cooperation with suppliers and customers was de-
fined as a relationship that in character went beyond
“normal” business interaction. We also do not restrict
our measure of R&D cooperation to relationships
among actors in the same region because this has no
effect on the results. According to our data, establish-
ments that maintain cooperative relationships with a
partner outside their own region tend to have cooper-
ation partners in their own region, so that cooperation
nearly always includes relationships with partners
within the region.

This data on R&D cooperation offers the opportu-
nity for testing the role that cooperative relationships
play in the diffusion of knowledge spillovers. If
R&D cooperation constitutes an important medium of
knowledge spillover, then the impact of the spillover
variables in our estimation should decline consid-
erably when variables for R&D cooperation are in-
troduced. Accordingly, in model IV (Table 2) we
included variables for the existence of R&D coop-
eration with a certain type of partner or—if this
information was available—for the number of such
relationships.28 The results for these variables and the
changes in the spillover variables reveal the impor-

28 With regard to R&D cooperation with suppliers of business-
oriented services, we only know if such a relationship exists by
how these relationships have been assessed in the questionnaire.
Because we also have no information on the number of coopera-
tive relationships with public research institutions in Hanover, the
respective variable only indicates if at least one such relationship
existed (value= “1”) or not (value= “0”).

tance of cooperation with different types of partners
in enabling knowledge spillovers to come about.29

Comparing the results of models III and IV in
Table 2, we find that the coefficients of the spillover
variable remain largely unaffected when the variables
for R&D cooperation are added. Remarkably, some
of these spillover variables even increase in value and
significance. The cooperation variables prove to be
largely insignificant. One exception is the indicator
for cooperative relationships with public research in-
stitutions, which is statistically significant with the
expected sign in the logit estimation for the propensity
to register at least one innovation for patenting. This
may be interpreted as indicating that a relationship
with public research institutions is conducive to R&D
activities, enabling enterprises to achieve a level of
innovation sufficient to qualify for patenting. For co-
operative relationships with all other types of actors,
the estimates provide no indication for a significant
impact on the amount of R&D spillovers received.
Because the spillover variables and the indicators for
R&D cooperation are largely unrelated statistically,
the limited impact of the cooperation variables does
not increase noticeably if the spillover variables are
omitted.

7. Interpretation and conclusion

From our analysis, we arrived at three main con-
clusions. First, we could demonstrate that significant
differences between regions exist with regard to the
productivity of R&D activities. Second, we found that
these interregional differences can be more or less
completely explained by R&D spillovers from other
R&D activities by actors located in the same region.
And third, our assessment of the importance of R&D
cooperation for the spread of such spillovers clearly
suggests that R&D cooperation plays only a minor
role as a medium for knowledge spillovers. This con-
clusion is consistent with other analyses of the under-
lying data set which show that regions where private

29 The data set provides some information on the location of co-
operation partners. A closer inspection of this data shows that
in almost all cases at least some of the co-operation partners
are located in the same region. There is virtually no case of a
cooperative relationship, where not at least one local partner is
involved (cf. Fritsch, 2001).
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establishments had a relatively high propensity to co-
operate on R&D tended not to have a correspondingly
high efficiency in their innovation processes (Fritsch,
2001, 2004). Apparently, cooperative relationships,
as such, do not lead to those kinds of knowledge
spillovers that are important for the efficiency of
innovation activities. As to the question of whether
only certain types of cooperative relationships act as
a medium for relevant spillovers, we must admit that
we have failed to identify the characteristics of such
relationships in the various approaches we took in
analyzing the data. We can also not completely rule
out that the modes of information exchange that are
relevant for the spread of spillovers are rather ‘loose’
or informal in character, below the level of a cooper-
ative relationship as defined in the questionnaire used
in our investigation (cf.Fritsch and Lukas, 2001).
However, since the definition of a cooperative rela-
tionship used in the inquiry was already rather broad,
such low-level forms of cooperation may be very
hard to assess empirically. If there are so-called soft
factors at work here, they may be so soft that they are
‘atmospheric’ in nature and, therefore, perhaps beyond
the scope of the type of analysis that has been reported
here.

Yet, if we have concluded correctly that R&D coop-
eration is a relatively unimportant medium for knowl-
edge spillover, the question of how spillovers come
about remains unanswered. This is obviously a very
important issue since we were able to show that the
knowledge spillovers stemming from other actors in
the respective region can largely explain the inter-
regional differences in R&D activities. However, we
have to conclude that we still cannot explain how the
majority of innovation-relevant knowledge spillover
occurs within a region.
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