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Abstract

This document is infended for customers who operate and manage the EVA 4000/6000/8000 and EVA 4100/6100/8100
storage systems. These models are sometimes referred to as EVA4x00, EVA6x00, and EVA8x00 or as EVAX000 and x100.

IMPORTANT:  With the release of the P6300/P6500 EVA, the EVA family name has been rebranded to HP P6000 EVA. The
names for all existing EVA array models will not change. The rebranding also affects related EVA software. The following
product names have been rebranded:

. HP P6000 Command View (formerly HP StorageWorks Command View EVA)

. HP P6000 Business Copy (formerly HP StorageWorks Business Copy EVA)

. HP P6000 Continuous Access (formerly HP StorageWorks Continuous Access EVA)
o HP P6000 Performance Data Collector (formerly EVAPerf)
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1 Enterprise Virtual Array startup

This chapter describes the procedures to install and configure the Enterprise Virtual Array. When
these procedures are complete, you can begin using your storage system.

NOTE: Installation of the Enterprise Virtual Array should be done only by an HP authorized
service representative. The information in this chapter provides an overview of the steps involved
in the installation and configuration of the storage system.

This chapter consists of:

EVA8000/8100 storage system connections

Figure 1 (page 11) shows how the storage system is connected to other components of the storage
solution.

e The HSV210-A and HSV210-B controllers connect via four host ports (FP1, FP2, FP3, and FP4)
to the Fibre Channel fabrics. The hosts that will access the storage system are connected to
the same fabrics.

e The HP P6000 Command View management server also connects to the fabric.

e The controllers connect through two loop pairs to the drive enclosures. Each loop pair consists
of two independent loops, each capable of managing all the disks should one loop fail. Four
FC loop switches are used to connect the controllers to the disk enclosures.

Figure 1 EVA8000/8100 configuration

264312

1 Network interconnection 8 Controller A

2 Management server 9 Controller B

3 Non-host 10 Cache mirror ports
4 Host X 11 FC loop switch

5 Host Z 12 Drive enclosure 1
6 Fabric 1 13 Drive enclosure 2
7 Fabric 2 14 FC loop switch
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EVA6000/6100 storage system connections
Figure 2 (page 12) shows a typical EVA6000/6100 SAN topology:

The HSV200-A and HSV200-B controllers connect via two host ports (FP1 and FP2) to the
Fibre Channel fabrics. The hosts that will access the storage system are connected to the same
fabrics.

The HP Command View EVA management server also connects to both fabrics.

The controllers connect through one loop pair to the drive enclosures. The loop pair consists
of two independent loops, each capable of managing all the disks should one loop fail. Two
FC loop switches are used to connect the controllers to the disk enclosures.

Figure 2 EVA6000/6100 configuration

26432a

1 Network interconnection 8 Controller A

2 Management server 9 Controller B

3 Non-host 10 Cache mirror ports
4 Host X 1 FC loop switch

5 Host Z 12 Drive enclosure 1
6 Fabric 1 13 Drive enclosure 2
7 Fabric 2

EVA4000/4100 storage system connections
Figure 3 (page 13) shows a typical EVA 4000/4100 SAN topology:

12

The HSV200-A and HSV200-B controllers connect via two host ports (FP1 and FP2) to the
Fibre Channel fabrics. The hosts that will access the storage system are connected to the same
fabrics.

The HP P6000 Command View management server also connects to both fabrics.

The controllers connect through one loop pair to the drive enclosures. The loop pair consists
of two independent loops, each capable of managing all the disks should one loop fail. The
controllers connect directly to the disk enclosures.
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Figure 3 EVA4000/4100 configuration

1 Network interconnection 7 Fabric 2

2 Management server 8 Controller A

3 Non-host 9 Controller B

4 Host X 10 Cache mirror ports
5 Host Z 11 Drive enclosure 1
6 Fabric 1 12 Drive enclosure 2

Direct connect

NOTE:  Direct connect is currently supported on Microsoft Windows only. For more information
on direct connect, go the Single Point of Connectivity Knowledge (SPOCK) at: http://www.hp.com/

storage spock.

Direct connect provides a lower cost solution for smaller configurations. When using direct connect,
the storage system controllers are connected directly to the host(s), not to SAN Fibre Channel
switches. Make sure the following requirements are met when configuring your environment for
direct connect:

A management server running HP P6000 Command View must be connected to one port on
each EVA controller. The management host must use dual HBAs for redundancy.

To provide redundancy, it is recommended that dual HBAs be used for each additional host
connected fo the storage system. Using this configuration, up to four hosts (including the
management host) can be connected to an EVA8x00, and up to two hosts can be connected
to an EVA6x00 or EVA4x00.

The Host Port Configuration must be set to Direct Connect using the OCP.
HP P6000 Continuous Access cannot be used with direct connect configurations.

The HSV controller firmware cannot differentiate between an empty host port and a failed
host port in a direct connect configuration. As a result, the Connection state dialog box on
the Controller Properties window displays Connection failed for an empty host port. To fix this
problem, insert an optical loop-back connector into the empty host port; the Connection state
will display Connected. For more information about optical loop-back connectors, contact
your HP-authorized service provider.

Direct connect 13
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iSCSI connection configurations
The EVA4x00/6x00/8x00 support iSCSI attach configurations using the HP MPX100. Both fabric

connect and direct connect are supported for iSCSI configurations. For complete information on
iSCSI configurations, go to the following website:

http://h18006.www 1.hp.com/products/storageworks/evaiscsiconnect/index.html

NOTE:  An iSCSI connection configuration supports mixed direct connect and fabric connect.

Fabric connect iSCSI

Fabric connect provides an iSCSI solution for EVA Fibre Channel configurations that want to
continue to use all EVA ports on FC or if the EVA is also used for HP P6000 Continuous Access.

Make sure the following requirements are met when configuring your MPX100 environment for
fabric connect:

A maximum of two MPX100s per storage system are supported
Each storage system port can connect o a maximum of two MPX100 FC ports.
Each MPX100 FC port can connect to a maximum of one storage system port.

In a single MPX100 configuration, if both MPX100 FC ports are used, each port must be
connected fo one storage system controller.

In a dual MPX100 configuration, at least one FC port from each MPX100 must be connected
to one storage system controller.

The Host Port Configuration must be set to Fabric Connect using the OCP.

HP P6000 Continuous Access is supported on the same storage system connected in MPX100
fabric connect configurations.

Direct connect iSCSI

Direct connect provides a lower cost solution for configurations that want to dedicate controller
ports to iISCSI |/O. When using direct connect, the storage system controllers are connected directly
to the MPX100(s), not to SAN Fibre Channel switches.

Make sure the following requirements are met when configuring your MPX100 environment for
direct connect:
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A maximum two MPX100s per storage system are supported.

In a single MPX100 configuration, if both MPX100 FC ports are used each port must be
connected to one storage system controller.

In a dual MPX100 configuration, at least one FC port from each MPX100 must be connected
to one storage system controller.

The Host Port Configuration must be set to Direct Connect using the OCP.
HP P6000 Continuous Access cannot be used with direct connect configurations.

EVAs cannot be directly connected to each other to create an HP P6000 Continuous Access
configuration. However, hosts can be directly connected to the EVA in an HP P6000 Continuous
Access configuration. At least one port from each array in an HP P6000 Continuous Access
configuration must be connected to a Fabric connection for remote array connectivity.
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Procedures for getting started

hardware configuration information.

Step Responsibility
1. Gather information and identify all related storage Customer
documentation.
2. Contact an authorized service representative for Customer

3. Enter the World Wide Name (WWN) into the OCP.

HP Service Engineer

4. Configure HP P6000 Command View.

HP Service Engineer

5. Prepare the hosts.

Customer

6. Configure the system through HP P6000 Command

View.

HP Service Engineer

7. Make virtual disks available to their hosts. See the
storage system software documentation for each host's

HP Service Engineer

operating system.

Gathering information

The following items should be available when installing and configuring an Enterprise Virtual Array.
They provide information necessary fo set up the storage system successfully.

HP 4x00,/6x00/8x00 Enterprise Virtual Array World Wide Name label, which is shipped
with the system

HP EVA 4000/6000,/8000 and EVA 4100/6100/8100 Read Me First
HP EVA 4000/6000,/8000 and EVA 4100/6100/8100 Release Notes (XCS 6.250)

The latest HP P6000 Command View software (Check the HP P6000 Enterprise Virtual Array
Compatibility Reference for controller software and HP P6000 Command View compatibility.)

Locate these items and keep them handy. You will need them for the procedures in this manual.

Host information

Setting

Make a list of information for each host computer that will be accessing the storage system. You
will need the following information for each host:

The LAN name of the host
A list of World Wide Names of the FC adapters, also called host bus adapters, through which

the host will connect to the fabric that provides access to the storage system, or to the storage
system directly if using direct connect.

Operating system type
Available LUN numbers

up a controller pair using the OCP

NOTE:  This procedure should be performed by an HP authorized service representative.

Two pieces of data must be entered during initial setup using the controller OCP:

World Wide Name (WWN) — Required to complete setup. This procedure should be
performed by an HP authorized service representative.

Storage system password — Optional. A password provides security allowing only specific
instances of HP P6000 Command View to access the storage system.
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The OCP on either controller can be used to input the WWN and password data. For more

information about the OCP, see “Operator control pane

|II

(page 43).

Table 1 (page 16) lists the push-button functions when entering the WWN, WWN checksum, and
password data.

Table 1 Push button functions

Button Function
A Selects a character by scrolling up through the character list one character at a time.
[ Moves forward one character. If you accept an incorrect character, you can move through all 16

characters, one character at a time, until you display the incorrect character. You can then change
the character.

v Selects a character by scrolling down through the character list one character at a time.
- Moves backward one character.
ESC Returns to the default display.

ENTER Accepts all the characters entered.

Entering the WWN

Fibre Channel protocol requires that each controller pair have a unique WWN. This 16-character
alphanumeric name identifies the controller pair on the storage system. Two WWN labels attached
to the rack identify the storage system WWN and checksum. See Figure 4 (page 16).

NOTE:

16

The WWN is unique to a controller pair and cannot be used for any other controller pair or
device anywhere on the network.

This is the only WWN applicable to any controller installed in a specific physical location,
even a replacement controller.

Once a WWN is assigned to a controller, you cannot change the WWN while the controller
is part of the same storage system.

Figure 4 Location of the World Wide Name labels
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1. World Wide Name labels

Complete the following procedure to assign the WWN to each pair of controllers.

1.
2.
3.

Turn the power switches on both controllers off.
Apply power to the rack.
Turn the power switch on both controllers on.

NOTE: Notifications of the startup fest steps that have been executed are displayed while
the controller is booting. It may take up to two minutes for the steps to display. The default
WWN entry display has a O in each of the 16 positions.
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4. Press A or ¥ until the first character of the WWN is displayed. Press P to accept this character
and select the next.

5. Repeat Step 4 to enter the remaining characters.
6. Press Enter to accept the WWN and select the checksum entry mode.

Entering the WWN checksum

The second part of the WWN entry procedure is to enter the two-character checksum, as follows.
Verity that the initial WWN checksum displays O in both positions.

2. Press & or ¥ until the first checksum character is displayed. Press P to accept this character
and select the second character.

3. Press & or ¥ until the second character is displayed. Press Enter to accept the checksum and
exit.

4. Verify that the default display is automatically selected. This indicates that the checksum is
valid.

J—

NOTE: If you enter an incorrect WWN or checksum, the system will reject the data and you must
repeat the procedure.

Entering the storage system password

The storage system password feature enables you fo restrict management access to the storage
system. The password must meet the following requirements:

e 8 to 16 characters in length

e Can include upper or lower case letters

e Can include numbers O - 9

e Can include the following characters: | “ #$ % &amp " () * +,-./:;<=>?@[] " _ " {

|'}

e Cannot include the following characters: space ~ \

NOTE:  You must be running HP Command View EVA 6.0 or later to use passwords of more than
eight characters. HP Command View EVA 8.0.1 is required with XCS 6.200. If you set a password
longer than eight characters, you will no longer be able to manage the storage system with an
earlier version of HP P6000 Command View. In this case, it will be necessary to clear the long
password and reenter a password of no more than eight characters.

Complete the following procedure to enter the password:

1. Select a unique password of 8 to 16 characters.

With the default menu displayed, press ¥ three times to display System Password.
Press P to display Change Password?

Press Enter for yes.

The default password, AAAAAAAA~~~~~~~~ , is displayed.

Press W or & to select the desired character.

o

Press P> to accept this character and select the next character.
Repeat the process to enter the remaining password characters.
Press Enter to enter the password and return to the default display.

Installing HP P6000 Command View

HP P6000 Command View is installed on a management server. Installation may be skipped if
the latest version of HP P6000 Command View is running. Verify the latest version at the HP website:
http://h18006.www 1.hp.com/storage/software.html.

®© N o O
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See the HP P6000 Command View Installation Guide for information on installing the software.

Installing optional EVA software licenses

If you purchased optional EVA software, it will be necessary to install the license. Optional software
available for the Enterprise Virtual Array includes HP Business Copy EVA and HP P6000 Continuous
Access. Installation instructions are included with the license.
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2 Enterprise Virtual Array hardware components

The Enterprise Virtual Array includes the following hardware components:

Fibre Channel drive enclosure — Contains disk drives, power supplies, blowers, I/O modules,
and an Environmental Monitoring Unit (EMU).

Fibre Channel loop switches — Provides twelve-port central interconnect for Fibre Channel
drive enclosure FC Arbitrated Loops. The loop switches are required for EVA6000/6100 and
EVA8000/8100 configurations with more than four disk enclosures.

HSV controller — Manages all aspects of storage system operation, including communications
between host systems and other devices. A pair of HSV controllers is included in the Enterprise
Virtual Array.

Rack — A variety of free-standing racks are available.

Physical layout of the storage system

The basic physical components are shown in Figure 5 (page 19). The disk drives are installed in
the disk enclosures, which connect to Fibre Channel loop switches, except on the EVA4000/4100
which does not use switches. The controller pair also connects to the loop switches.

Figure 5 Storage system hardware components

CXO7941A

1. controllers

2. loop switches

3. disk enclosures

The EVA8000/8100, EVA6000/6100, and EVA4000/4100 are available as follows:

EVA8000/8100 — available in multiple configurations ranging from the single-rack 2C2D
configuration to the multi-rack 2C18D. The EVA8000 includes two HSV210-A controllers and
four Fibre Channel loop switches. The EVA8100 includes two HSV210-B controllers and four

Fibre Channel loop switches.

EVA6000/6100 — available in configurations ranging from the 2C4D configuration to the
2C8D configuration. The EVA6000 includes two HSV200-A controllers and two Fibre Channel

Physical layout of the storage system 19



loop switches. The EVA6100 includes two HSV200-B controllers with two Fibre Channel loop
switches.

e EVA4000/4100 — available in configurations ranging from the 2C1D configuration to the
2C4D configuration without loop switches. The EVA4000 includes two HSV200-A controllers.
The EVA4100 includes two HSV200-B controllers. Multiple EVA4000/4100s can be installed

in a single rack.

See the HP 4x00/6x00/8x00 Enterprise Virtual Array Hardware Configuration Guide for more

information about configurations. See “Related information” (page 101) for links to this document.

Fibre Channel drive enclosures

The drive enclosure contains the disk drives used for data storage. A storage system includes
multiple drive enclosures. The major components of the enclosure are:

e 3U enclosure

e Dual redundant, active-to-active 2 Gbps FC loops
o 2.125-Gbps, dual loop, 14-drive enclosure

e Dual 2 Gbps FC /O modules (A and B loops)

e Copper Fibre Channel cables

e Fibre Channel disk drives and drive blanks

e Dual redundant power supplies

e Dual redundant blowers

e Environmental Monitoring Unit (EMU)

Enclosure layout

The disk drives mount in bays in the front of the enclosure. The bays are numbered sequentially
from left to right. A drive is referred to by its bay number. Enclosure status indicators are located
in the lower-right, front corner. Figure 6 (page 20) shows the front and rear views of the FC drive
enclosure.

Figure 6 FC drive enclosure—front and rear views
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1. Drive bay 1 2. Drive bay 14
3. EMU 4.1/0O module B
5. Blower 1 6. Power supply 1
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7. Blower 2 8. Power supply 2

9. 1/O module A 10. Status indicators (EMU, enclosure power, enclosure
fault)

|/O modules

Two 1/O modules provide the interface between the drive enclosure and the host controllers. See
Figure 7 (page 21). They route data to and from the disk drives using Loop A and Loop B, the
dual-loop configuration. For redundancy, only dual-controller, dual-loop operation is supported.
Each controller is connected to both |/O modules in the drive enclosure.

Figure 7 1/0O module

L—"" 0107a

1. Status indicators (Upper port, Power, and Lower port)
2. Upper port

3. lower port

The 1/0O modules are functionally identical, but are not interchangeable. Module A can only be
installed at the right end of the enclosure, and module B can only be installed at the left end of the
enclosure. See Figure 6 (page 20).

Each 1/0O module has two ports that can both transmit and receive data for bidirectional operation.
Activating a port requires connecting a FC cable to the port. The port function depends upon the
loop. See Figure 8 (page 21).

Figure 8 Input and output ports

Qoo [

CXOT7954A

1. Loop A lower port 2. Loop A upper port
3. Loop B lower port 4. loop B upper port
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|/O module status indicators

There are three status indicators on the /O module. See Figure 7 (page 21). The status indicator
states for an operational 1/0O module are shown in Table 2 (page 22). Table 3 (page 22) shows
the status indicator states for a non-operational /O module.

Table 2 Operational I/0 module status indicators

Upper

Power

Lower

Descriptions

Off

On

Off

e 1/O Module is operational.

On

Flashing, then On

On

o Top port—Fibre Channel drive enclosure signal detected.

o Power—Flashes for about 90 seconds after initial power application,
then remains constant.

o Bottom port—Fibre Channel drive enclosure signal detected.

o Top port—Fibre Channel drive enclosure signal detected.
o Power—Present.

o Bottom port—Fibre Channel drive enclosure signal detected.

Flashing

Flashing

Flashing

e When the locate function is active, all three indicators flash
simultaneously. The Locate function overrides all other indicator
functions. Therefore, an error could be detected while the Locate
function is active and not be indicated until the Locate action terminates.

Table 3 Non-operational I/O module status indicators

Upper Power Lower Descriptions
On On Off o Top port—Fibre Channel drive enclosure signal detected.
e Power—Present.
o Bottom port—No Fibre Channel drive enclosure signal detected. Check
transceiver and fiber cable connections.
NOTE:  This status applies fo configurations with and without FC loop switches.
Off On On o Top port—No Fibre Channel drive enclosure signal detected. Check transceiver
and fiber cable connections.
e Power—Present.
o Bottom port—Fibre Channel drive enclosure signal detected .
Flashing On On o Top port—EMU detected possible transceiver problem. Check transceiver and
fiber cable connections.
e Power—Present.
o Bottom port—Fibre Channel drive enclosure signal detected .
On On Flashing |« Top port—Fibre Channel drive enclosure signal detected.
e Power—Present.
o Bottom port—EMU detected possible transceiver problem. Check transceiver
and fiber cable connections.
NOTE:  The EMU will not flash the lower indicator on its own. It will flash only
in response to a locate command. You can flash each of the lights independently
during a locate action.
Off Off Off e No I/O module power.
¢ 1/O module is nonoperational.
o Check power supplies. If power supplies are operational, replace 1/0O module.
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Fiber Optic Fibre Channel cables

The Enterprise Virtual Array uses orange, 50-um, multi-mode, fiber optic cables for connection to
the SAN. The fiber optic cable assembly consists of two 2-m fiber optic strands and small form-factor
connectors on each end. See Figure 9 (page 23).

To ensure optimum operation, the fiber optic cable components require protection from
contamination and mechanical hazards. Failure to provide this protection can cause degraded
operation. Observe the following precautions when using fiber optic cables.

e To avoid breaking the fiber within the cable:
o Do not kink the cable

> Do not use a cable bend-radius of less than 30 mm (1.18 in)

e To avoid deforming, or possibly breaking the fiber within the cable, do not place heavy objects
on the cable.

e To avoid contaminating the optical connectors:
> Do not touch the connectors
> Never leave the connectors exposed to the air

o Install a dust cover on each transceiver and fiber cable connector when they are
disconnected

If an open connector is exposed to dust, or if there is any doubt about the cleanliness of the
connector, clean the connector as described in “Handling fiber optic cables” (page 71).

Copper Fibre Channel cables

The Enterprise Virtual Array uses copper Fibre Channel cables to connect the drive enclosures to
each other, or fo the loop switches and to the HSV controllers. The cables are available in 0.6-meter
and 2.0-meter lengths. Copper cables provide performance comparable to fiber optic cables.
Copper cable connectors differ from fiber optic small form-factor connectors (see Figure 10 (page

23)).

Figure 10 Copper Fibre Channel cable
& —

8164A-ST

Fibre Channel disk drives

The Fibre Channel disk drives are hot-pluggable and include the following features:

e Dual-ported 2-Gbps Fibre Channel drive enclosure interface that allows up to 120 disk drives
to be supported per Fibre Channel drive enclosure pair

e Compact, direct-connect design for maximum storage density and increased reliability and
signal integrity

e Both online high-performance disk drives and FATA disk drives in a variety of capacities and
spindle speeds

e Better vibration damping for improved performance
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Up to 14 disk drives can be installed in a drive enclosure.

Disk drive status indicators

Three status indicators display the drive operational status. Figure 11 (page 24) shows the disk
drive status indicators. Table 4 (page 24) provides a description of each status indicator.

Figure 11 Disk drive status indicators

1. Activity 2. Online
3. Fault

Table 4 Disk drive status indicator descriptions

Status indicator Description
. ‘ This green status indicator flashes when the disk drive is being
Activity accessed. It is on when the drive is idle.

Online 0 The green status indicator is on when the disk drive is online
and operating normally. This indicator will be off in the
following situations:

e There is no controller on the bus.
e +5.1 VDC is not available.

e The drive is not properly installed in the enclosure.

m This amber status indicator is on when there is a disk drive
Fault failure. Depending on the host controller, this indicator may
flash when the controller defects an error condition.

The amber status indicator flashes in synchronization with
the other two status indicators in response to the EMU locate
command.

Disk drive status displays

The disk drive status indicators can assume three states: on, off, or flashing. The status indicators
states for operational drive status are shown in Table 5 (page 24). See Table 6 (page 25) for the
non-operational drive status indicator states.

Table 5 Operational disk drive status indications

Activity Online Fault Description
Flashing On Off Initial startup.
On On Off The drive is online but is not being accessed.
Flashing Flashing Flashing The drive is being located.
Flashing On Off The drive is operational and active.
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Table 6 Non-operational disk drive status indications

Activity Online Fault Description

On On On Indicates no connection or the controllers are offline.
Recommended corrective actions:

1. Check power supplies for proper operation.
2. If defective, replace disk drive.

On Off Flashing Indicates disk drive error/not active. Recommended
corrective actions:

1. Verify FC loop continuity.
2. Replace disk drive.

Disk drive blank

To maintain the proper enclosure air flow, a disk drive or a disk drive blank must be installed in
each drive bay. The disk drive blank maintains proper airflow within the disk enclosure.

Power supplies and blowers

This section describes the function and operation of the disk enclosure power supplies and blowers.
Figure 12 (page 25) illustrates the major power supply and cooling components.

Figure 12 Power supply and blower assembly components
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1. Power supply

2. Status indicator

3. AC Input connector with bail

4. Module latch (red wine-colored)
5. Blower tabs (red wine-colored)

6. Blower

Power supplies

The two power supplies mount in the rear of the enclosure. See Figure 23 (page 50). The supplies
are autoranging and operate on a country-specific AC input voltage of 202 to 240 VAC +10%,
50 to 60 Hz, +5%, (188 to 264 VAC, 47 to 63 Hz).

The DC outputs of this power supply are:

e +5.1 VDC for the EMU, I/O module, backplane, and disk drives
e +12.1 VDC for the disk drives

e +12.5 VDC for the disk drives
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Blowers

The output of each power supply is 499 W, with a peak output of 681 W. A single power supply
can support an enclosure with a full complement of disks.

The power supply circuitry provides protection against:
e Overloads

e Short circuits

e Overheating

Power supply status and diagnostic information is reported to the EMU with voltage, current, and
temperature signals.

See “Regulatory notices and specifications” (page 104) for the enclosure power specifications.

The power supply temperature sensor provides a temperature range signal to the EMU, which uses
this signal to set the blower speed.

The power supply internal temperature can also control the speed of the blower. The higher the
power supply temperature, the faster the speed of the blower. If the power supply temperature
exceeds a preset value, the power supply automatically shuts down.

The power supply-mounted blowers cool the enclosure by circulating air through the enclosure.
The blowers, under the control of the EMU or the associated power supply, can operate at multiple
speeds. This ensures that, when the enclosure temperature changes, the blowers can automatically
adjust the air flow.

It a blower is operating too slowly or has stopped (a “blower failure”), internal circuitry automatically
operates the remaining blower at a higher speed. Simultaneously, the error condition is reported
in several ways, including the power supply indicator, the audible alarm, the enclosure fault
indicators, and the EMU alphanumeric display.

Should both blowers fail, the power supplies automatically shut down.

NOTE: The blowers are field-replaceable units and can be replaced, individually, while the
system is running. The blowers are also interchangeable. The failure of a power supply +12.5
VDC circuit disables the associated blower.

The status indicator on the blower displays the status of both the power supply and the blower.

See Figure 12 (page 25). See Table 7 (page 26) for definitions of the indicator displays.

Table 7 Power supply/blower status indicators

Blower status Description
indicator
On Both the power supply and the blower are operational.
Flashing The power supply or the blower locate function is active.
Off The power supply or the blower is non-operational. When there

is a blower problem, the other blower runs at a higher speed.
Recommended corrective actions:

o Check blower for proper operation. Replace if defective.

o Check power supplies for proper operation. Replace if
defective.

Drive enclosure EMU

The EMU provides increased protection against catastrophic failures. The EMU detects conditions
such as failed power supplies, failed blowers, elevated temperatures, and external air sense faults
and communicates these conditions to the storage system controllers.
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The EMU for Fibre Channel-Arbitrated Loop (FC-AL) drive enclosures is fully compliant with SCSI-3

Enclosure Services (SES), and mounts in the left rear bay of a drive enclosure. See Figure 6 (page
20).

Controls and displays

Figure 13 (page 27) illustrates the location and function of the EMU displays, controls, and
connectors.

Figure 13 EMU controls and displays
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1. Status indicators:

a. EMU — This flashing green is the heartbeat for an operational EMU.
b. Enclosure power— When both the +5 VDC and +12 VDC are correct, this green indicator is on.
c. Enclosure fault — This amber indicator is normally off. The indicator is lit when an enclosure error condition exists.

2. Alphanumeric display — A two-character, seven-segment alphanumeric display of the enclosure functions and status.

3. Function select button — The primary function of this button is to select a display group function. The indicator is on
when an error condition exists.

4. Display group select button — This button is used to view display groups and control the audible alarm. The indicator
is on when the audible alarm is muted or disabled.

5. RS232 - For use by HP-authorized service representatives

6. LCD ONLY - Unused
7. CAB ONLY - Enclosure address bus connector

/A WARNING! To reduce the risk of electrical shock, fire, or damage to the equipment, do not plug
telephone or telecommunications connectors into the RS232 ONILY receptacle.

EMU functions
The primary functions of the EMU include:

e Using the Enclosure Services Processor (ESP) to control the Enclosure Services Interface (ESI)
and communicate with the controllers.

e Assigning the Enclosure Number (En), based upon the cabinet address bus feature.
e Displaying the bay 1 loop ID.

e Monitoring enclosure operation.

e Detecting, reporting, recording, and displaying conditions.

e Displaying EMU, enclosure, and element status.

e Implementing automatic corrective actions for some conditions.
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e Providing enclosure status data to the controllers.
e Reporting the WWN and the logical address of all disk drives.

NOTE:  Altho