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— What’'s New in This Manual

Manual Information

Abstract

This manual provides detailed procedures for upgrading an HP NonStop™ S-series
server to the G06.24 release version update (RVU) from any G06.06 or later RVU.

Product Version

N.A.

Supported Release Version Updates (RVUSs)
This publication supports the G06.24 RVU only.

Part Number Published
528593-005 January 2005

Document History

Part Number Product Version Published
528593-005 NA January 2005
528593-004 NA October 2004
528593-003 NA August 2004
528593-002 NA August 2004

New and Changed Information

The following summarizes major changes in this.005 edition:

® With the introduction of the G06.24 RVU and the new boot code firmware
(T7892ABD) needed for the S88000 processor, potential system problems can
result if you upgrade the boot millicode and you not have the G06.24 OSM or TSM
SPRs installed. See Section 8, Updating Processor Boot Code. See also the
G06.24 RVU upgrade checklist in Section 2, G06.24 Upgrade Checklists.

® New information regarding OSS SPRs used to configure OSS as a persistent
process can be found in OSS (G06.12 through G06.24) on page 1-25.

® New instructions are provided for installing EMS templates. See If Running
INSTALL"TEMPLATES Is Required on page A-7 and If Running
INSTALLA"TEMPLATES Is Required on page B-13.

® A missing step has been added in Appendix C, Updating SWAN Concentrator
CLIP Firmware, in Using the SWAN Fast Firmware Update Guided Procedure
(Recommended if Using TSM).

G06.24 Software Installation and Upgrade Guide—528593-005
Xiii



What's New in This Manual New and Changed Information

G06.24 Software Installation and Upgrade Guide—528593-005
Xiv



— About This Manual

This guide describes:

® Upgrading a single NonStop S-series server to the G06.24 release version update
(RVU) of the HP NonStop Kernel operating system from any G06.06 or later
G-series RVU, including installing DSM/SCM client software.

® Falling back from the G06.24 RVU to a previous (G06.06 or later) G-series RVU.

If you are migrating from an RVU prior to G06.06, contact your service provider trained
by HP.

Who Should Use This Guide

This guide is written for operations staff and support personnel and requires a working
knowledge of Windows 2000 Professional or Windows XP Professional, TSM or HP
NonStop Open System Management (OSM) client and server components, system
console software, the Distributed Systems Management/Software Configuration
Manager (DSM/SCM) Planner Interface, Target Interface (ZPHITI), and ZPHIRNM
applications.

What This Guide Does Not Cover

® System migration planning. System-wide issues involved in migrating to the latest
G-series RVU are covered in:

° (G06.24 Release Version Update Compendium
° Interactive Upgrade Guide

® |nstalling the G06.24 RVU from a host system to a remote or separate network-
connected target system using an Expand connection or tape. See the DSM/SCM
User’s Guide for information on setting up target systems.

® Stopping and starting the ServerNet wide area network concentrator (SWAN) and
SWAN 2, Expand lines, and other networking products and adapters. (SWAN
firmware updates are covered in Appendix C, Updating SWAN Concentrator CLIP
Firmware.)

® |Installing HP NonStop Kernel Open System Services (OSS).

® Upgrading HP NonStop system console workstation applications. To install or
upgrade HP and third-party system console client software, see the NonStop
System Console Installer Guide.

® |nstalling and configuring the HP NonStop Open System Management (OSM)
client-based and server components. To install and configure the OSM
components, see the OSM Migration Guide.

G06.24 Software Installation and Upgrade Guide—528593-005
XV



About This Manual How This Guide Relates to Other Manuals

Installing, configuring, and migrating to HP NonStop SQL/MX. The SQL/MX
Installation and Management Guide for SQL/MX Release 2.0 describes step-by-
step instructions for installing SQL/MX for Release 2.0, including fallback
procedures.

Installing and configuring the 1/0O Adapter module (IOAM) enclosure and its
components. See your HP service provider.

How This Guide Relates to Other Manuals

The NonStop System Console Installer Guide contains information on installing
TSM client software Version 2003A, OSM client-based components, and other
applications on the system consoles. (See instructions for installing the DSM/SCM
client in Appendix B, Installing the Latest DSM/SCM SPRs and Client Software.)

The NonStop System Console Guide for Migrating to Microsoft Windows XP
Professional describes how to migrate a system console running the Microsoft
Windows 2000 operating system to the Microsoft Windows XP Professional
operating system.

The G06.24 Release Version Update Compendium provides summary information
on the new features and migration and fallback issues for the G06.24 RVU.

The Interactive Upgrade Guide, a Web-based delivery tool, accessed through NTL,
that generates customized migration planning information and lists new features
for D4x and G-series RVUs based on a desired platform.

The TSM Online User Guide, TSM application online help, and TSM ReadMe
describe how to use TSM 2003A applications to bring up and maintain HP
NonStop S-series servers.

The OSM Migration Guide describes how to prepare for migration from TSM to the
HP NonStop Open System Management (OSM) Interface. Topics include
comparison of OSM and TSM software, hardware products for which OSM is
required, workstation hardware and software requirements for using OSM,
coexistence and fallback issues, how to migrate an existing TSM system list for
OSM use, and how to configure and start OSM server-side processes.

The OSM User's Guide provides an overview of all OSM applications and
components, how to configure and get started with OSM, and how to use the
primary OSM interface, OSM Service Connection, to monitor and perform actions
on system and cluster resources.

The OutsideView online help provides information on configuring OutsideView
sessions.

The DSM/SCM User’s Guide provides detailed, task-oriented instructions for using
the DSM/SCM Planner Interface to perform the various tasks associated with
installing and managing software revisions.
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About This Manual Notation Conventions

® The NonStop S-Series Planning and Configuration Guide provides information for
planning and configuring the installation of a NonStop S-series server.

® The NonStop S-Series Hardware Installation and FastPath Guide provides detailed
instructions and checklists for installing NonStop S-series servers.

® The SQL/MX Installation and Management Guide for SQL/MX Release 2.0
describes step-by-step instructions for installing SQL/MX for Release 2.0.

Notation Conventions

Hypertext Links

Blue underline is used to indicate a hypertext link within text. By clicking a passage of
text with a blue underline, you are taken to the location described. For example:

This requirement is described under Backup DAM Volumes and Physical Disk
Drives on page 3-2.

General Syntax Notation

The following list summarizes the notation conventions for syntax presentation in this
manual.

UPPERCASE LETTERS. Uppercase letters indicate keywords and reserved words; enter
these items exactly as shown. Items not enclosed in brackets are required. For
example:

MAXATTACH

lowercase italic letters. Lowercase italic letters indicate variable items that you supply.
Items not enclosed in brackets are required. For example:

fil e-nanme

computer type. Conput er type letters within text indicate C and Open System Services
(OSS) keywords and reserved words; enter these items exactly as shown. Items not
enclosed in brackets are required. For example:

nyfile.c

italic computer type. Italic conputer type letters within text indicate C and Open
System Services (OSS) variable items that you supply. Items not enclosed in brackets
are required. For example:

pat hname
[ ] Brackets. Brackets enclose optional syntax items. For example:

TERM [\ syst emt nane. ] $t er mi nal - nanme
| NT[ ERRUPTS]
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About This Manual General Syntax Notation

A group of items enclosed in brackets is a list from which you can choose one item or
none. The items in the list may be arranged either vertically, with aligned brackets on
each side of the list, or horizontally, enclosed in a pair of brackets and separated by
vertical lines. For example:

FC [ num ]
[ -num]
[ text
K[ X| D] address

{ } Braces. A group of items enclosed in braces is a list from which you are required to
choose one item. The items in the list may be arranged either vertically, with aligned
braces on each side of the list, or horizontally, enclosed in a pair of braces and
separated by vertical lines. For example:

LI STOPENS PROCESS { $appl - ngr - nane }
{ $process-nane }
ALLOWBU { ON | OFF }

| Vertical Line. A vertical line separates alternatives in a horizontal list that is enclosed in
brackets or braces. For example:

I NSPECT { OFF | ON | SAVEABEND }

. Ellipsis. An ellipsis immediately following a pair of brackets or braces indicates that you
can repeat the enclosed sequence of syntax items any number of times. For example:

M address [ , newvalue ]...
[ -1 {0]1]2]|3]|4|5|6]7]|8]9}...

An ellipsis immediately following a single syntax item indicates that you can repeat that
syntax item any number of times. For example:

"s-char..."

Punctuation. Parentheses, commas, semicolons, and other symbols not previously
described must be entered as shown. For example:

error := NEXTFILENAME ( file-nane ) ;
LI STOPENS SU $pr ocess- nane. #su- nanme

Quotation marks around a symbol such as a bracket or brace indicate the symbol is a
required character that you must enter as shown. For example:

"[" repetition-constant-list "]"
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Item Spacing. Spaces shown between items are required unless one of the items is a
punctuation symbol such as a parenthesis or a comma. For example:

CALL STEPMOM ( process-id ) ;

If there is no space between two items, spaces are not permitted. In the following
example, there are no spaces permitted between the period and any other items:

$process- nane. #su- nane

Line Spacing. If the syntax of a command is too long to fit on a single line, each
continuation line is indented three spaces and is separated from the preceding line by
a blank line. This spacing distinguishes items in a continuation line from items in a
vertical list of selections. For example:

ALTER [ / OQUT file-spec / ] LINE

[ , attribute-spec ]...

Notation for Messages

The following list summarizes the notation conventions for the presentation of
displayed messages in this manual.

Bold Text. Bold text in an example indicates user input entered at the terminal. For
example:

ENTER RUN CODE

?123

CODE RECEI VED: 123. 00

The user must press the Return key after typing the input.

Nonitalic text. Nonitalic letters, numbers, and punctuation indicate text that is displayed or
returned exactly as shown. For example:

Backup Up.

lowercase italic letters. Lowercase italic letters indicate variable items whose values are
displayed or returned. For example:

p-regi ster
process- nane

[ ] Brackets. Brackets enclose items that are sometimes, but not always, displayed. For
example:

Event nunber = nunber [ Subject = first-subject-val ue ]

A group of items enclosed in brackets is a list of all possible items that can be
displayed, of which one or none might actually be displayed. The items in the list might

G06.24 Software Installation and Upgrade Guide—528593-005
Xix



About This Manual Notation for Messages

be arranged either vertically, with aligned brackets on each side of the list, or
horizontally, enclosed in a pair of brackets and separated by vertical lines. For
example:

proc-nane trapped [ in SQL | in SQL file system]

{ } Braces. A group of items enclosed in braces is a list of all possible items that can be
displayed, of which one is actually displayed. The items in the list might be arranged
either vertically, with aligned braces on each side of the list, or horizontally, enclosed in
a pair of braces and separated by vertical lines. For example:

obj -type obj-nanme state changed to state, caused by
{ Object | Operator | Service }

process-nane State changed from ol d-objstate to objstate
{ Operator Request. }
{ Unknown. }

| Vertical Line. A vertical line separates alternatives in a horizontal list that is enclosed in
brackets or braces. For example:

Transfer status: { K| Failed }

% Percent Sign. A percent sign precedes a number that is not in decimal notation. The
% notation precedes an octal number. The %B notation precedes a binary number.
The %H notation precedes a hexadecimal number. For example:

%9©05400

98101111

W2F

P=%-regi ster E=%e-register
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-1 overview of Installing G06.24

This section introduces the tools and requirements for:

® Upgrading a single NonStop S-series server to the G06.24 RVU from any G06.06
or later G-series RVU

® Falling back from G06.24 to a previous (G06.06 or later) G-series RVU

Disk Space Requirements

The maximum site update tape (SUT) with all standard products, plus all optional
products available to customers, contains approximately 2 or 3 gigabytes (GB) of data,
depending on optional products (however, actual disk space required can be much
greater).

System Console Requirements

A system console is an HP-approved personal computer used to run maintenance and
diagnostic software for NonStop S-series servers. New system consoles are
preconfigured with the required HP and third-party software, which means that OSM is
the preinstalled client, and Windows XP Professional is the default operating system.

When upgrading to the latest RVU, software upgrades can be installed from the HP
NonStop System Console Installer CD (S7X-SWV1, Update 3), which must be ordered
separately from Scout for NonStop Servers through HP NonStop eServices Portal at
https://onepoint.nonstop.compaq.com/buildpage.asp. Always check Scout for any
Installer updates. Depending on your current RVU, a Windows 2000 Service Pack
might need to be installed. See the NonStop System Console Installer Guide for
detailed information on installing the system console software.

Note that you can still install TSM from the Installer CD. TSM is compatible with both
XP Professional and Windows 2000. Windows XP Professional is recommended for
OSM and must be ordered separately. You must order the HP NonStop System
Console Kit for Migrating to Microsoft Windows XP Professional. See the NonStop
System Console Guide for Migrating to Microsoft Windows XP Professional.

Unless OSM is already installed and configured on your server, use the TSM client and
TSM server software to update firmware and perform a system load to the new G06.24
RVU. To use OSM, certain client-side system requirements must be met. See the
NonStop System Console Installer Guide and the OSM Migration Guide for PC system
requirements and information on migrating to OSM.

You can have both the TSM client and the OSM client-based components on your
system consoles. However, to avoid duplicate dial-outs, use either the OSM
Notification Director (ND) or TSM Notification Director, but not both.
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To ensure that the OSM Notification Director runs as a persistent service:

1. Select Start > Settings > Control Panel > Administrative Tools > Services.
2. Select the OSM Notification Director from the list of Services.

3. Right-click and select Properties.
4

Select the Recovery tab and change the properties for First, Second and
Subsequent failures to Restart the Service.

5. Click OK to apply the changes.

TSM Client Applications

Note. For future RVUs, only OSM is designed to support new functions.

After installing the appropriate software product revisions (SPRs) (see D46 SPR of
DSM/SCM on page 3-3), upgrade your TSM client software.

Use the NonStop System Console Installer to upgrade TSM applications on the
Microsoft Windows 2000 Professional or Windows XP Professional operating system.
For instructions on using this CD to upgrade your system console, see the NonStop
System Console Installer Guide.

After installing the appropriate TSM SPR and upgrading your system console to TSM
client software Version 2003A, use the TSM Service Application and the TSM

Low -Level Link Application to update firmware and to halt and restart the system. After
you have migrated to G06.24, you can then install and configure OSM (if not previously
installed.)

OSM Client-Based Components
OSM is designed to support new functions introduced in G06.21 and later.

Client installation instructions are included in the NonStop System Console Installer
Guide. The previous T2752 product is replaced by three client-based OSM
components. All three OSM components are installed from the NonStop System
Console Installer CD, either from the master installer or individually from their own
separate installers:

® (OSM Low-Level Link (T0633)
® (OSM Notification Director (T0632)
® (OSM Console Tools (T0634):
©  Start menu shortcuts for launching OSM applications

°  Default home pages for easy access to systems for the OSM Service

Connection and OSM Event Viewer
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HP NonStop Server Software Requirements

You must install:

The newest TSM server (T7945ABN or later) SPR if you are installing NonStop
S78000 and S88000 servers.

For TSM, if you have to install the most recent server SPRs, follow the instructions
in the appropriate softdocs. Depending on your current configuration, for most TSM
server SPRs, such as TSM Bind, the process might need to be aborted and then
restarted using the Subsystem Control Facility (SCF). See the appropriate softdoc
for pre-installation and post-installation details.

OSM SPRs if you decide that you want to install and use OSM. These SPRs are
available on the G06.24 SUT and on Scout:

°© T2723 (OSM Connection Library

° T2724 (OSM Provider Interface Library)
° T2725 (OSM Configuration)

°  T2726 (OSM XML API)

°  T2727 (OSM CIMOM)

° T2728 (OSM Service Provider)

° T2730 (OSM Event Viewer)

° T2751 (OSM client-based Suite, which includes the OSM Service Connection
and OSM Event Viewer)

Check Scout for any new SPRs or requisite SPRs. See also the Interactive
Upgrade Guide for new features and the OSM Migration Guide for installation and
configuration information.

° Use OSM to manage and configure the new HP NonStop ServerNet Switch
(model 6780).

°  HP recommends using the OSM Service Connection (rather than the TSM
Service Application) for all systems that are part of an HP NonStop ServerNet
cluster. OSM suppresses generation of alarms and dial-outs on all nodes in the
cluster when service actions are performed on a cluster from any node. This
protection is not available if some nodes are being managed by TSM because
TSM cannot communicate with OSM.

°  Only OSM, not TSM, automatically recognizes online disk remirroring.

° Unless OSM is already installed, configure OSM after you have used TSM to
update firmware and performed a system load of the new RVU. For information
on OSM configuration, see the OSM Migration Guide.

°  Only OSM supports the I/O adapter module (IOAM) enclosure and its
components. OSM provides the necessary ability to configure an IOAM
enclosure before it is integrated into the system.
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® SQL/MX Release 2.0 fallback SPRs. See Section 3, Installing SPRs Before
Upgrading to the G06.24 RVU.

® A D46 product version of DSM/SCM on your host system before you install the
SUT. Appendix B, Installing the Latest DSM/SCM SPRs and Client Software
describes how to restore from tape and install the recommended D46 SPR of
DSM/SCM. The D46 DSM/SCM client and server version enable you to manage
OSS files.

Note. All OSS SUT-based products with pax files must have the A7CINFO file in their distributed
subvolumes (DSVs) to be installed by DSM/SCM. Check the appropriate product softdocs and the
Interactive Upgrade Guide to ensure DSM/SCM installation is possible.

OSS products that are not released with an A7CINFO file in their DSVs can still be installed using
PINSTALL /COPYOSS. See the appropriate OSS manuals.

To ensure that OSS-managed files can be correctly restored in case of a fall back to an earlier RvU,
do not use the PINSTALL /COPYOSS utilities to install those OSS products that DSM/SCM has
installed on an OSS file system.

During the Build/Apply phase to manage OSS files, DSM/SCM indicates which OSS products in a
configuration are not DSM/SCM-enabled. For those OSS products, use PINSTALL/COPYOSS.

° If you are upgrading to the G06.24 RVU, download the most current client
version of DSM/SCM (T6031D46) from the ZDSMSCM subvolume after the
D46 new product version has been restored and activated from the SUT tape.
The DSM/SCM T6031D46”ABJ client software supports T6031D46"ABJ
server software and T6030/T6031D30"AAQO and previous DSM/SCM server
software (including T6031D31). To install the DSM/SCM client, see
Appendix B, Installing the Latest DSM/SCM SPRs and Client Software.

° Even if you installed the D46 product version update (PVU) introduced in
G06.18, you should install the new D46 T6031"ABJ SPR introduced in G06.24.
See Appendix B, Installing the Latest DSM/SCM SPRs and Client Software. If
you have to fall back to a pre-D46 T6031 product version of DSM/SCM, you
must run the FALLBACK macro available in T6031D46 and later product
versions. You can export the FALLBACK macro from the DSM/SCM Archive.

® |f you are running on a pre-G06.20 RVU, you must also install the Software
Identification (SWID) product (T9298AAJ) before receiving the SUT. See
Appendix B, Installing the Latest DSM/SCM SPRs and Client Software.
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DSM/SCM and the G06.24 RVU

Starting with the G06.18 RVU, a new configuration file, A7CINFO, is introduced for the
managing of OSS files. To manage OSS files, you must install the T6031 D46 PVU on
the host system before receiving the SUT. The corresponding client version of the
software must also be installed.

To upgrade the DSM/SCM client, the DSM/SCM client version must be downloaded
from the ZDSMSCM subvolume. (If you have acquired new system consoles, the most
up-to-date DSM/SCM client is already installed.) For download and installation
instructions for both the server-side and client-side, see Appendix B, Installing the
Latest DSM/SCM SPRs and Client Software.

Installing Required or Recommended SPRs Before Installing a
New RVU

Before installing G06.24, install required or recommended SPRs. An SPR could be
required for any of these reasons:

® To prepare for fallback
® To install a defect repair for a product that is required for a successful upgrade
® To maintain interoperability for a product across a network

To determine which SPRs you should apply to your current RVU before you install
G06.24, see Section 3, Installing SPRs Before Upgrading to the G06.24 RVU.

To install SPRs using DSM/SCM, see Appendix A, Using DSM/SCM to Install SPRs.

Installing the G06.24 RVU Using DSM/SCM

1. Receive new software into the DSM/SCM Archive.

When software is received, the files from each product are stored in the DSM/SCM
Archive, a holding area for your software. File attributes are stored in the
DSM/SCM host database. Each time a new version of a product is received, only
changed files are placed in the Archive, and file attributes are updated in the Host
database.

2. Create a new software revision.

A software revision is a list of products stored in the DSM/SCM Archive that will be
built into a new software revision. A software revision can include a SUT, SPRs,
and third-party software. When you create a new software revision, DSM/SCM
selects the products in the SUT that are licensed for your site and replaces
previous versions of the products.
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3. Build and apply the new software configuration revision.

The Build process creates an activation package containing all the products listed
in the new software revision. During the Apply process, the activation package is
transferred to the target system, and the new software is placed on the target
system’s subvolumes. When the Apply request is finished, a snapshot is
automatically created and returned to the Host.

4. Activate the new operating system image.

During the Build/Apply phase, DSM/SCM places product files in their target
subvolumes (TSVs) with temporary (fabricated) file names so that the new files do
not conflict with the file names of currently running programs. You run the
ZPHIRNM program on the target system to:

® Rename the files that currently have actual file names to fabricated names.
These files become obsolete when the new files are renamed.

® Rename the new files, which have fabricated names, to their actual names.

Managing Microcode and Firmware

You must ensure all microcode and firmware within your system is managed properly,
updating it as necessary when new versions become available. Failure to do so can
result in a wide range of system problems, from intermittent faults to partial or complete
system outages.

Note. Always check Scout for the most recent updateable firmware.

Updating Disk and Tape Bootstrap Microcode

When you perform a system load, a disk or tape bootstrap microcode file is used by
the system during its startup process. You must use the SCF program to update these
files as new versions become available.

The SCF CONTROL DISK, REPLACEBOOT command converts a work file
(SYSDISC) containing the new disk bootstrap loader and controller microcode to a
special format and then writes it into space reserved for bootstrap microcode on the
system disk.
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Bootstrap Microcode Update Requirements for the G06.24
RVU
The disk and tape bootstrap programs (T8494) are unchanged in G06.24. A new disk

bootstrap program (T8494AAA) became available in G06.06. Revive your mirrored disk
as soon as possible after performing a system load.

Updating Firmware

Updateable firmware exists in many of the components in your system, such as:

PMFs and IOMFs

ServerNet LAN and WAN adapters

ServerNet device adapters

ServerNet Switch (6770) and ServerNet Switch (6780)

IOAM Maintenance Entity (See your service provider for more information.)

You can perform many firmware updates manually using OSM, but some can be
performed with SCF or by following TSM or OSM-guided procedures.

NonStop Cluster Switch Firmware

To monitor and manage a ServerNet Cluster product configured with 6780 switches,
you can use either the OSM Service Connection or SCF commands. See the
ServerNet Cluster 6780 Operations Guide for more information.

For information on required software, installation, migration, and fallback procedures,
see the ServerNet Cluster 6780 Planning and Installation Guide.

ServerNet Adapter Firmware

You can manage firmware in most ServerNet adapters either manually with either OSM
or TSM, or automatically, when the autofirmup attribute is set by SCF (the default when
you add an adapter). If you choose to disable the autofirmup attribute of these
adapters, then you must use the OSM Service Connection or TSM Service Application
to manage the firmware manually based on the information in the table below.

Note. The ServerNet/FX and ServerNet/FX2 adapters do not provide the autofirmup capability.
The firmware for these adapters must be managed manually.
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The ServerNet adapters are:
ATM3SA

CCSA

E4SA

FESA

GESA

TRSA

G4SA

ServerNet/FX and ServerNet/FX2
FCSA (ServerNet I/O adapter)

For more information, see the adapters’ respective installation and support guides.

Firmware Updates and DSM/SCM (ZPHITI)

The DSM/SCM Target Interface (ZPHITI) provides operator instructions that inform you
if any firmware needs to be updated before you run the ZPHIRNM (rename) program.

Firmware Updates Using OSM or TSM

Use the TSM Service Application or the OSM Service Connection (if OSM is already
installed) to update service processor (SP) firmware and processor boot code before
system load and to update SCSI boot code (pre-G06.08), SWAN concentrator CLIP,
and other firmware after system load. Adapter firmware is generally automatically
downloaded when a ServerNet adapter is started during system load. The easiest
method for updating firmware is to use the OSM Service Connection Multi-Resource
Actions dialog box to update firmware.

Firmware Update Requirements for the G06.24 RVU

If any of the firmware on your system does not match the versions listed in Table 1-2,
G06.24 Updateable Firmware for ServerNet Adapters, on page 1-10, you must perform
firmware updates. If OSM is not already installed and configured, use TSM to update
firmware and load the system to the new RVU. If OSM is installed and configured, use
the OSM Service Connection Multi-Resource Actions dialog box.

A Caution. Before upgrading boot millicode using the online update function to T7892ABD, you
must have the G06.24 or later version of either the TSM server (T7945ABN) or all OSM server-
based SPRs (along with their prerequisites) configured and running. Otherwise, a system
outage will result. For a list of G06.24 OSM SPRs, see OSM Server and Client Compatibility
SPRs on page 3-8.
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Updating Firmware

You must use OSM to update firmware for the HP NonStop Cluster 6780 Switch. For
information on using OSM to update firmware, see the OSM online help.

Note. When migrating to G06.24 from an RVU prior to G06.08, update SCSI boot code after
the system load. Update SP and processor boot code before performing the system load of

G06.24.

Table 1-1 lists the updateable firmware for processors, SPs, and SCSI SACs.

Table 1-1. G06.24 Updateable Firmware for Processors, SPs, and SCSI SACs

Product Host Disk File Default Related
Number Description | CRU/FRU Name Location Mgmt Tool | Information
TO503AAB SCSI boot PMF and IBOOT SYSnn TSM SA Section 11,
code PMF 2 subvolume and LLL Loading the
G06.24
gnSdMLEE RVU; TSM
or OSM
online help
T1089ABP SP firmware | PMF and SPCODE9 SYSnn TSM SA Section 7,
PMF 2; subvolume and LLL Updating
IOMF and Service
IOMF2 gnSdMLff Processor
(SP)
Firmware;
TSM or
OSM online
help
T8461AAE NonStop PMF and CPUCODE8 | SYSnn TSM SA Section 8,
S7000 PMF 2 subvolume and LLL Updating
processor Processor
firmware gnSdMLff Boot Code;
TSM or
OSMOnline
User Guide
T7892ABD NonStop PMF and CPUCODE9 | SYSnn TSM SA Section 8,
S70000, PMF 2 subvolume and LLL Updating
S74000, Processor
S7600, gnSdMLff Boot Code;
S7800, TSM or
S78000 OSM Online
S8x000 User Guide
processor
firmware
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Updating Firmware

Table 1-2 lists the product numbers and updateable firmware for all ServerNet adapters
that are installed on S-series servers and other modules connected to S-series

servers.

Table 1-2. G06.24 Updateable Firmware for ServerNet Adapters

Product Host Disk File | Default Mgmt Related
Number Description CRU/FRU | Name Location Tool Information
TOO59AAB ServerNet/FX FXSA M6740 SYSnn TSM ServerNet/FX
(FOX Gateway) subvolume | SA Adapter
firmware OSM Isrftali)ar?%nu?g:
SA pp
T0232G05 3862 Token-Ring | TRSA C0232R00 | SYSnn TSM Token-Ring
ServerNet subvolume | SA Adapter
adapter OSM Isrftali)ar?%nu?g:
sc pp
T0283G06 3863 Fast FESA C0283R00 | SYSnn TSM Fast Ethernet
Ethernet subvolume | SA Adapter
ServerNet OSM Installation and
adapter firmware SC Support Guide
T0309G08 6763 Common CCSA CO309R00 | SYSnn TSM 6763 Common
Communication subvolume | SA Communication
ServerNet ServerNet
adapter firmware OSM Adapter
SC Installation and
Support Guide
TO426AAA ServerNet/FX 2 FX2SA M6770 SYSnn TSM ServerNet/FX
(FOX Gateway 2) subvolume | SA 2 Adapter
firmware OSM Isrftali)ar?%nu?g:
sc pp
T0507G06 3865 Gigabit GESA-C CO506R00 | SYSnn TSM Gigabit
Ethernet (copper) subvolume | SA Ethernet
ServerNet and OSM Adapter
adapter (GESA) GESA-F SC Installation and
firmware (fiber optic) Support Guide
T7824G01" | 3861 Ethernet 4 E4SA C7824R00 | SYSnn TSM Ethernet
AAA ServerNet subvolume | SA Adapter
adapter (E4SA) Installation and
. OSM i
firmware Support Guide
SC
T8158G02 ATM3 ServerNet ATM3SA C8158R00 | SYSnn TSM ATM Adapter
adapter subvolume | SA Installation and
Ei,:\r']l;l\\//lvziA) OSM Support Guide
SC
T0612G06 Gigabit 4-port G4SA C0612R00 | SYSnn OSM G4SA Adapter
ServerNet subvolume | SC Installation and
adapter (G4SA) Support Guide

Table 1-3 lists the firmware for ServerNet SWAN concentrators.
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Updating Firmware

Table 1-3. G06.24 Updateable Firmware for ServerNet WAN (SWAN and SWAN 2)

Concentrators
Product Host Disk File |Default Mgmt Related
Number Description |CRU/FRU Name Location ([Tool Information
TO0O97AAA  ISWAN 2 SWAN 2 C7953Q00 [CSSnn SCF; SWAN 2
Kernel concentrator subvolume [TSM SA Concentrator
firmware CLIPs Guided Installation and
Procedure [Support Guide
OSM SC
T7953AAN [SWAN SWAN C7953P00 [CSSnn SCF; Appendix C,
Kernel concentrator subvolume TSM SA Updating
firmware CLIPs . SWAN
Guided ~
Procedure Concentrator
CLIP
OSM SC Firmware;
SWAN
Concentrator
Installation and
Support Guide

Table 1-4 lists the product number and updateable firmware information for the cluster
switch. Check with Scout for the latest SPRs.

Table 1-4. G06.24 Updateable Firmware for the NonStop ServerNet Switch

Disk

Product Host File Default Related

Number Description | CRU/FRU | Name Location Mgmt Tool | Information

TO569AAF | Clusterswitch | Cluster M6770 SYSnn SCF; TSM NonStop
firmware Switch subvolume SA ServerNet

Cluster
Manual

T2790AAB | Clusterswitch | 6780 M2789 SYSnn SCF; OSM ServerNet
firmware ServerNet subvolume SC Cluster 6780
(logic board Switch Operations
configuration) Guide

T2789AAB | Clusterswitch | 6780 C2790 SYSnn SCF; OSM ServerNet
firmware ServerNet subvolume SC Cluster 6780
(logic board: Switch Operations
router-2 (Router-2 Guide
firmware) ASIC¥*)

T2819AAB | Clusterswitch | 6780 LBC2819 | SYSnn SCF; OSM ServerNet
firmware ServerNet subvolume SC Cluster 6780
(FPGA** for Switch Operations
hardware (FPGA) Guide
monitoring)

*ASIC (application-specific integrated circuit); *FPGA (field-programmable gate array)
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Table 1-5 lists the product number and updateable firmware information for the IOAM
Maintenance Entity and FCSA. Check with your HP service provider for more
information.

Table 1-5. G06.24 IOAM Firmware

Disk
Product Host File Default Related
Number Description CRU/FRU | Name Location Mgmt Tool | Information
T2805A01* Maintenance IOAM M2805 SYSnn OSM SC Modular 1/0
Entity firmware subvolume Installation
and
Configuration
Guide
T0630G06* Fibre Channel FCSA 10630 SYSnn OSM SC Fibre
ServerNet subvolume Channel
adapter (FCSA) ServerNet
Adapter
(FCSA)
Installation
and Support
Guide
*Only HP service providers are authorized to update the firmware. Check Scout for the latest SPRs.

Updating Firmware Before System Load

A Caution. A system outage can occur if you use the online processor boot code update option
with down rev TSM and OSM SPRs. See Section 3, Installing SPRs Before Upgrading to the
G06.24 RVU and the Interactive Upgrade Guide for the correct SPRs.

Use the TSM Service Application to update SP firmware and processor boot code
before you perform a system load with the new RVU. HP recommends using the online
processor boot code option in TSM.

If OSM is already installed and configured on your current RVU, including the client,
use the OSM Service Connection Multi-Resource Actions dialog box to update
firmware. HP recommends using the online processor boot code option in OSM.

Updating Firmware After System Load

Use the TSM Service Application or the OSM Service Connection (if OSM is already
installed and configured) to update all remaining firmware, such as the SWAN
concentrator as necessary, after you perform a system load with the new RVU.

If you are employing the 6780 ServerNet switch, you must use the OSM Service
Connection to update the firmware. The same is true for updating firmware for the
IOAM.
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Investigating a New RVU

Several resources are available to help you plan for installing a new RVU:

The Release Version Update Compendium provides highlights of the new products
and features for each G-series RVU. It also discusses the effect these changes
have on installation and configuration, operations and management, data files,
applications, and networks.

The Interactive Upgrade Guide simplifies the planning of software and hardware
for RVUs. Select the products and RVUs you use, and the Interactive Upgrade
Guide automatically displays customized migration instructions and lists new
features.

The Managing Software Changes manual explains the TRM2000 and provides
information about system migration and installation processes, software product
revision (SPR) analysis, and resources for investigating new RVUs and SPRs.

Scout for NonStop Servers is a Web-based SPR analysis and delivery tool. You
can access Scout through HP NonStop eServices Portal at
https://onepoint.nonstop.compaq.com/buildpage.asp. Online help for using Scout is
available on the Scout Website.

The DSM/SCM Planner Interface provides a facility for viewing and printing
softdocs after you receive new software into the archive. See the DSM/SCM User’s
Guide for more information.

Installing a New RVU

Note. A checklist is provided in Section 2, G06.24 Upgrade Checklists that summarizes the
tasks required to upgrade to G06.24.

Table 1-6 maps the major tasks involved in installing a new RVU to the tools with which
you perform the tasks and the sections in which these tasks are documented.
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Installing a New RVU

Table 1-6. Tasks and Tools for Installing the G06.24 RVU (page 1 of 2)

To Perform This Task... Use This Tool... Documented in...

1. |Install a D46 product version | DSM/SCM Planner Section 3, Installing SPRs
of DSM/SCM and Interface Before Upgrading to the
fallback/interoperability G06.24 RVU
SPR's. HP recommends that Appendix B, Installing the
you install the D46 SPR on Latest DSM/SCM SPRs
the host and or) the client. and Client Software
You must also install the
SWID product
T9298D40"AAK if you are
running an RVU before
G06.20.

2. Save the current Subsystem Control Section 4, Preparing to
configuration file Facility (SCF) Upgrade the Server
(CONFxxyy). Software

3. Upgrade the system console | NonStop System Console | NonStop System Console
to TSM client software Installer Installer Guide
Version %OO?;]A (if necelgsary). System Console
or upgrade the OSM client- Requirements on page 1-1.
component software

4. Receive new G06.24 DSM/SCM Planner Section 5, Installing the
software into the DSM/SCM Interface G06.24 RVU
Archive.

5. Create a new software DSM/SCM Planner Section 5, Installing the
revision. Interface G06.24 RVU

6. Build and apply the activation | DSM/SCM Planner Section 5, Installing the
package. Interface G06.24 RVU

7. Install and configure the DSM/SCM Planner See the OSM Migration
latest TSM or OSM server Interface Guide or the TSM softdocs.
SPRs See also support note

S03133A.

8. Replace disk bootstrap Subsystem Control Section 6, Replacing the
microcode (if migrating from Facility (SCF) Disk Bootstrap Microcode
an RVU prior to G06.06). (Pre-G06.06)

9. Perform firmware updates TSM Service Application Section 7, Updating
required before system load. | or OSM Service Service Processor (SP)

Connection (if OSM is Firmware
installed) Section 8, Updating
Processor Boot Code

10. Activate the new software DSM/SCM ZPHIRNM Section 10, Running

revision. program ZPHIRNM
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Table 1-6. Tasks and Tools for Installing the G06.24 RVU (page 2 of 2)

To Perform This Task... Use This Tool... Documented in...
11. Update EMS template files (if | INSTALLA"TEMPLATES If Running
necessary). TACL macro INSTALLATEMPLATES Is
Required on page A-7
12. Halt the processors. TSM Low-Level Link Halt the Processors on
Application or OSM Low- | page 11-2
Level Link
13. Load the new operating TSM Low-Level Link Section 11, Loading the
system from disk into the Application or OSM Low- | G06.24 RVU
memory of one processor Level Link
(system load).
14. Reload the new operating TACL RELOAD Section 11, Loading the
system into the rest of the command G06.24 RVU
processors.
15. Perform firmware updates TSM Service Application | Section 9, Updating SCSI
required after system load. or OSM Service Boot Code (Pre-G06.08

Connection. (Must use RVU)

OSM for 6780 switch and | gqqtion C, Updating SWAN
MSIO.) Concentrator CLIP I
Firmware

16. Configure specific optional SCF, macros Configure Specific Products
products (Post-System Load) on

page 12-12

Upgrading NonStop S-Series Servers

If you are upgrading from the NonStop S7000 system (NSR-W), and before you
upgrade to S76000 (NSR-X), S86000 (NSR-Y) / S7600 (NSR-E), NonStop S7800
(NSR-J), S78000 (NSR-H), S88000 (NSR-Z), you must change the
SYSTEM_PROCESSOR_TYPE in the ALLPROCESSORS paragraph in the
CONFTEXT file. In the CONFTEXT file, you can specify only one processor type.
Neither NSR-D (S7400), nor NSR-W (S7000) can be specified in a system with mixed
processor types.

For processor model S70000 running G06.24 and later, you must change the
processor type from NSR-G to NSR-C in the ALLPROCESSORS paragraph in the
CONFTEXT file. Failure to change the processor type when loading the new SYSnn
causes an immediate %100441 halt. All other references to NSR-G are still valid,
which means that any query performed on the system will return NSR-G if the PMF is a
model 1951 PMF CRU (S70000).
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After you change the CONFTEXT file, you must perform all required DSM/SCM
requests to create a new SYSnn, including the new processor type. Perform a system
load of the new SYSnn after the new hardware is installed.

A Caution. Never load the new SYSnn that contains the new processor type into your current
processors. Otherwise, a system outage will result, and you will have to fall back to your
previous RVU. To check your current processor type, use either OSM, if installed and
configured, or TSM.

For details on processor types, see the NonStop S-Series Planning and Configuration
Guide.

Installing an IOAM Enclosure and Other Components

A Caution. IOAM enclosures must be installed by service providers trained by HP.

An IOAM enclosure enables you to access additional disk storage. It is mounted into a
standard 19-inch rack and connects to the MSEB of S76000 and later S-series
systems. IOAM enclosures contain several components, including specially-designed
ServerNet I/O adapters. One adapter of this type is the Fibre Channel ServerNet
Adapter (FCSA), which is used to connect to additional disk storage, such as an
Enterprise Storage System (ESS) disk.

In preparation, note that:

® Your site must be equipped with an operational LAN.

® Your site must have access to a DHCP server, or you must have software that
mimics one.

® |P addresses are assigned dynamically.
® Both Tetra-8 and Tetra-16 are supported for IOAM installation.

Note. For more information about installing and configuring FCSAs or the ESS, contact your
HP service provider.

Before the HP service providers install and configure the IOAM and its other hardware
components, the G06.24 SUT is installed and a system load is performed. You must
have the latest OSM client and server installed and configured.

Certain limitations exist for configurations that include ESS or IOAM enclosures. For a
comprehensive list of these limitations, contact your HP representative. Some
limitations are:

* |f you migrate data from a NonStop S-series system to an ESS, and the data is
located on disks within 1/0O enclosures, these 1/0O enclosures must be populated
with IOMF 2 CRUs.

® Only ESS-trained technicians can handle or configure ESS equipment. For any
activities that involve installing, configuring, or operating the ESS, the technician
trained for working with the ESS must be on site and available.
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® You must install the IOAM enclosure as group 11, 12, 13, 14, or 15. The presence
of an IOAM enclosure in your system requires that certain other groups be left
empty. For more information, contact your service provider.

® You must isolate SWAN adapters on your system before you install an IOAM
enclosure. For more information, contact your service provider.

Migrating Existing Data to ESS

The migration of existing data from internal SCSl-attached, 514-byte sector disks to
industry standard, 512-byte sector disk subsystems includes an improved method for
checksum protection. The new checksum protection method employed for unstructured
files requires the data stored on disk be contiguous and aligned in units of 28KB.

When a non-partitioned unstructured file is created or migrated to ESS, the extent
sizes are rounded up to a mod-14 boundary, since an extent page is 2KB. This
ensures continuity of the data set protected by the checksum. This design ensures the
best possible performance for unstructured files, without adding significant overhead
for checksums. Each 28KB of data is protected with a 4KB check block, which contains
the checksum information.

Partitioned unstructured files cannot be migrated to an ESS without first performing a
migration of all partitions of the unstructured file set to a mod-14 extent boundary.
Partitioned unstructured files must use the same extent size and maximum extents for
all partitions because positioning is dependent upon a consistent size for each of the
partitions. Online migration attempts will abort when an unstructured partitioned file
without mod-14 extent sizes is present on the source disk.

Before attempting a migration to ESS, rebuild all partitions, using a mod-14 extent size.
Usually, this is accomplished by an offline copy to a new partition set.

The FCHECK utility (G06.24) includes a migration option that reports the files that
cannot be migrated to ESS because of this format limitation, in addition to reporting the
amount of disk space required for check block protection.

Falling Back to the Previous RVU

If you encounter a problem that cannot be resolved while running G06.24, you can fall
back to a previous G-series RVU, provided you have already installed the appropriate
fallback SPRs for your system.

Fallback SPRs are described in Section 3, Installing SPRs Before Upgrading to the
G06.24 RVU.
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Macros

Using DSM/SCM FALLBACK and CLEANOSS Macros

If you need to fall back from an RVU that does not have installed a D46 DSM/SCM
PVU, you must run the DSM/SCM FALLBACK macro from the ZDSMSCM subvolume.
The interactive macro must be run by the DSM/SCM owner or by super ID (255,255).
The FALLBACK macro reverts the DSM/SCM Host or Target, or both, database back to
a pre-D46 state for use by a pre-D46 product version of DSM/SCM. The FALLBACK
macro removes all DSM/SCM OSS management information. Therefore, you must
always use the COPYOSS procedures to install OSS software until you re-enable
DSM/SCM to manage OSS files.

To later manage OSS files again, you must migrate to the DSM/SCM D46 PVU and re-
receive the software into the archive to properly process the DSM/SCM-enabled OSS
software.

If a Host and Target system are running on the D46 product version of DSM/SCM and
only the Host falls back to a pre-D46 product version, run the FALLBACK macro only
on the Host system.

Notes on the FALLBACK Macro

The FALLBACK macro will not be available in the ZDSMSCM subvolume when you fall
back to an RVU prior to G06.18. Therefore, you must retrieve the FALLBACK macro
from the SUT prior to falling back or use the FUP DUP command to copy it to a
subvolume for use during fallback.

Note that you can migrate back to an earlier RVU SUT version without migrating back
to an earlier DSM/SCM version. To do this and eliminate the need to run the
FALLBACK macro, copy T6031D46 into the configuration on top of the older SUT. See
the DSM/SCM User’s Guide for more information.

Notes on the CLEANOSS Macro

If you fall back and then migrate to a G06.18 or later RVvU, DSM/SCM might notify you
during the Apply that the CLEANOSS macro must be run. The current OSS
environment is being managed by a logical target other than the one trying to manage
OSS files with the current DSM/SCM Build/Apply. You must cancel the Apply, and run
the CLEANOSS macro. The EMS message gives you basic instructions:

The current OSS environment is managed by target oss-system

(according to /zzDSMSCM Managed). To switch OSS nanagenent
fromoss-systemto target-system CANCEL the Apply, run

CLEANGSS, run Verify Database, then RESTART the Apply.

If you receive the following EMS message (5305), or a similar one, it indicates that you
are running the D46 PVU of T6031 but not the most current EMS templates to
effectively display the CLEANOSS message. It is possible that you restored the
T6041D46 PVU from tape and activated it, but the correct templates were either not
properly installed or the NonStop Kernel is pointing to the wrong template files:
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11: 43: 03 AM 10/ 27/ 03 $2420 DSM SCM *5305* Server Cl ass TA-001 of PATHVON
\TINY. $YPH activity id \TINY211933793397226152, activity code 20, planner id
SUPER. SUPER in stage 202:

EMSTEXT -- No tenplate and no TEXT token for event. SSID = TANDEM DSMSCM D30
Event number = 5305 Subject = \TINY211933793397226152

See the DSM/SCM Messages Manual for more information on what message should
be displayed. You can probably continue, but you will not receive properly formatted

and detailed DSM/SCM EMS messages.

For detailed information on using the FALLBACK macro and CLEANOSS, see Section
12 in the DSM/SCM User’s Guide. For more information on configuring DSM/SCM
Targets, see the DSM/SCM User's Guide.

DSM/SCM Client and Server Compatibility

The D46 DSM/SCM client is backward compatible with other DSM/SCM product
versions (backward compatible to T6030D30/T6031D30 [AAO and later]).

Using ZPHIRNM

After you have returned the SP firmware, processor boot code, and SCSI boot code
back to the previous versions, if needed, you must run the ZPHIRNM program again to
change the temporary names of the previous product files to their actual names.
ZPHIRNM renames all files associated with the software revision last applied to the
operating system image (SYSnn) subvolume.

Note. In most instances, it is not necessary to return SP firmware or SCSI boot code back to
the previous firmware versions when falling back to an earlier RVU. Check with Scout for SPR
backward compatibility. If you are returning to an RVU prior to G06.16, you must return
processor boot code back to the previous version before performing a system load of the
previous RVU. If you are returning to a G06.16 or later RVU, it is not necessary to return
processor boot code back to the previous version.

Table 1-7 maps the major tasks involved with falling back to a previous RVU to the
tools with which you perform the tasks and the sections in this guide in which these
tasks are documented.
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Table 1-7. Tasks and Tools for Falling Back to the Previous RVU

Documented in This

To Perform This Task... Use This Tool... Section...
1. Submit a backout request. DSM/SCM Target | Section 14, Backing Out the
Interface (ZPHITI) | DSM/SCM Revision
2. Return the firmware back to the TSM Service Section 15, Returning
prevision versions (if necessary). Application Firmware to Previous
OSM Service Versions
Connection (if
installed)
3. Reactivate the previous software DSM/SCM Section 16, Running
revision. ZPHIRNM ZPHIRNM to Reactivate the
program Previous Software Revision
4. Load the NonStop Kernel from the TSM Low-Level Section 17, Loading the
previous RVU into the first Link Application Previous RVU and
processor. OSM Low-Level Resuming Normal

Link (if installed) | Qperations

5. Reload the remaining processors. TACL RELOAD Section 17, Loading the
command Previous RVU and
Resuming Normal
Operations

6. Runthe FALLBACK macro if FALLBACK macro | Section 17, Loading the
DSM/SCM has been reverted back Previous RVU and
to a pre-T6031D46 version. Resuming Normal

Operations

Resecuring and Licensing Requirements

Following are important resecuring and licensing requirements.

NonStop TCP/IP FTP (G06.08)

ALL files in the CSSnn subvolume must be secured “NUNU” to work properly. See the
T6022AAG or later softdoc for details.

Do Not Move or Relicense Pathway Files

The HP NonStop TS/MP PATHMON (T8344) product and Pathway/iTS (T8343) must
be licensed before the PATHMON process can start an application.

A Caution. DSM/SCM requires the presence of HP NonStop TS/MP. The DSM/SCM product
places these files in the correct volume and subvolume. The ZLICSA59 and ZLICSASS files
must be installed in the subvolume $SYSTEM.ZPATHWAY. Do not move these files.

If you receive a licensing error as listed in Table 1-8, TS/MP has not been licensed.

G06.24 Software Installation and Upgrade Guide—528593-005
1-20



Overview of Installing G06.24 Secure SCF Product Modules (Gnn.nn)

Table 1-8. Pathway Licensing Errors

Licensing
Error

Description

1163

The PATHMON process could not start because it could not confirm that either
the TS/MP product or the Pathway/iTS product is licensed for your site.

1164

A command to a remote system requires the TS/MP or the Pathway/iTS
product, but the PATHMON process cannot confirm that the required product is
licensed for the remote system. For example, you will receive this error if you
attempt to use PATHCOM to define a server class on a remote system when
TS/MP is not licensed for that remote system.

3245

Your application program has attempted to issue a SCREEN COBOL SEND
operation to an external terminal control process (TCP) on a remote system,
but the local TCP could not confirm that the Pathway/iTS product is licensed
for the remote system. The SEND operation fails.

Secure SCF Product Modules (Gnn.nn)

You can secure SCF product modules with network read and execute access, NxNX.
SCF product modules are named ZxxxSCF (where xxXx is the three-letter product
acronym) and are installed on $SYSTEM.SYSTEM.

Resecure Visual Inspect (Gnn.nn)

Visual Inspect consists of a server component (T9756), a standard product distributed
on all SUTs, and a client component (T7877), which is an independent product (IP). If
necessary, resecure the server INSPECT files (INSPBRKR, INSPRULE, INSPSVR,
and INSPSMSG) in the SYSnn subvolumes with network read and execute access,

NXNX.

For other migration issues, see Visual Inspect (G06.20) on page 1-40.

G06.24 Installation and Fallback Alerts for

Products

Review carefully the following alerts for products before upgrading to the G06.24 RVU.
Several tasks are required either before or during the upgrade to ensure that you will
be able to upgrade to G06.24 or to fall back to a G06.06 or subsequent G-series RVU

if necessary.

4619 Disk Drives on page 1-22

6780 ServerNet Switch (G06.21) on page 1-22

Backup and Restore 2 (BR2) (G06.24) on page 1-23
C++ (G06.20) on page 1-23

DP2 (G06.16, G06.23, G06.24) on page 1-24

Gigabit Ethernet ServerNet Adapter (G06.16) on page 1-24
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Gigabit Ethernet ServerNet Adapter (G06.16) on page 1-24

Minimum Memory Requirements (G06.16) on page 1-24

OSM Configuration and Fallback (G06.08 to G06.24) on page 1-25

OSS (G06.12 through G06.24) on page 1-25

° Open System Services (OSS) and DSM/SCM (T6031D46 PVU) on page 1-27
° OSS EasySetup (T0585) (G06.16, G06.23) on page 1-28
NonStop SQL/MP on page 1-28

NonStop SQL/MX Release 2.0 (G06.23 and G06.24) on page 1-28

NonStop Kernel (NSK) Utilities (T9070AAK) (G06.22, 23, 24) on page 1-24

NonStop Processor Multifunction (PMF) CRUs (G06.08 through G06.24) on

page 1-32
Spooler (G06.00 through G06.19) on page 1-33

SCF Storage Subsystem (Online Disk Remirroring) (G06.21)

Tandem Failure Data System (TFDS) on page 1-35

TSM Client and Server Software (G06.22, G06.23, G06.24) on page 1-35

Service Processor (SP) Firmware (G06.08 through G06.24) on page 1-36

SCF for Data Alignment (G06.17) on page 1-37

System Configuration Database on page 1-37

SWID (T9298D40"AAK) (G06.20) on page 1-35

NonStop TCP/IPv6 (G06.20, G06.22, G06.23, G06.24) on page 1-38

TMF (G06.23 and G06.24) on page 1-38
TNOS Server and TNOS Utility (G06.17 through G06.24) on page 1-39
Visual Inspect (G06.20) on page 1-40

4619 Disk Drives

The 4619 disk drive can be installed in the same system enclosure as disk drives of
different model numbers. However, disk drives in a mirrored volume must always be
the same model number, even if they are of the same capacity. Because of the
difference in rotational speed between the 4618 (10K rpm) and 4619 (15K rpm) disk
drives, placing the 4618 and 4619 disk drives in a mirrored volume is supported only
during an online disk replacement procedure.

6780 ServerNet Switch (G06.21)

For information on required software, installation, migration, and fallback procedures,
see the ServerNet 6780 Planning and Installation Guide.
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Backup and Restore 2 (BR2) (G06.24)

Backup and Restore 2.0 supports OSS and SQL/MX files and consists of these major
components:

Backup and Restore Command Interface (BRCOM) (T2721)

Data Service (T2750)

Data Management Application (DMA) (T2749)

Tape Service (T2722)

For more information on these SPRs, see the Interactive Upgrade Guide.

These Backup and Restore 2.0 SPRs that support OSS files are included on the
G06.24 SUT:

T2721AAB (BR 2 BRCOM)

T2722AAB (BR 2 Tape Services)
T2749AAB (BR 2 DMA & Cmd Stream Proc
T2750AAB (BR 2 Data Services)
T2826AAB (BR 2 OSS Agent)

To use Backup and Restore 2.0 for SQL/MX tables, you must apply these or
superceding SPRs:

e T2721AAC (BR 2 BRCOM)

® T2722AAC (BR 2 Tape Services)

® T2749AAC (BR 2 DMA & Cmd Stream Proc)

® T2750AAC (BR 2 Data Services)

The AAC SPRs are not included on the G06.24 SUT. You must also install any
co-requisite SPRs listed in the softdocs. For more information on the SPRs, see the
Interactive Upgrade Guide. Information for backing up and restoring SQL/MX tables
and OSS files is documented in the Backup and Restore 2.0 Manual.

C++ (G06.20)

The G06.20 RVU includes a fully ANSI 98-compliant C++ run-time library, designated
as the C++ v3 run-time library (v3 RTL). Starting in G06.20, you have a choice of three
different C++ language dialects: v1, v2, and v3. The default compiler dialect setting is
changed from v1 to v3. The build file for any product that invokes a TNS/R native C++
must be examined and changed according to certain rules that are documented in the
Interactive Upgrade Guide.
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DP2 (G06.16, G06.23, G06.24)

If you set the AUDITTRAILBUFFER or the SQLMXBUFFER attribute to 128 or more,
you need to reset these values to 0 before falling back to G06.16 or an earlier RVU. If
you fail to do so, TMF might not start, or a disk volume might go offline. You can
recover from this situation by using the SCF ALTER command. See the Interactive
Upgrade Guide for details.

If you are planning to use SQL/MX Release 2.0, HP recommends that you apply one of
these DP2 fallback SPRs on your current SYSnn before upgrading to G06.23 or
G06.24:

® T9053AQY, if the system uses the online disk remirror feature
® T9053A0Z, if the system does not use the online disk remirror feature.

After installing the fallback SPR, test it sufficiently for production use. Then you can
migrate to G06.23 or G06.24. If you are using SQL/MX Release 2.0 and you have to
fall back to a previous RVU, and you have created SQL/MX objects or audit records,
you must have this fallback SPR installed on your current SYSnn.

See the Interactive Upgrade Guide and support note S04057.

If you are planning on using the new TMF format 2 audit trail format, migration issues
might apply for DP2. The T9053G11 PVU provides support for TMF large audit trails
and two new disk attributes for REVIVE. See the softdoc T9053G11.

Gigabit Ethernet ServerNet Adapter (G06.16)

Any Gigabit Ethernet ServerNet adapters (GESASs) installed while migrating to G06.24
must be removed from the system during any fallback to an RVU prior to G06.16.

Minimum Memory Requirements (G06.16)

Beginning with the G06.16 RVU, NonStop S-series servers require a minimum 256 MB
of main memory.

NonStop Kernel (NSK) Utilities (T9070AAK) (G06.22, 23, 24)

Under rare circumstances, the branch prediction logic of an NonStop S-series server
can cause a hardware error freeze (HEF). The patch utility is applicable to only
S74000/S7600 and S72000/S7400 processors. If you have S74000/S7600 processors,
you can still continue to use T9070AAK. The utility is not needed for the newest
processors S7800, S78000, and S88000. If you have S76000 or S86000 processors,
read HS02830. For detailed information on the branch prediction logic utility, including
its applicability to your environment, read HS02774 (HS02774F). Note that whenever
the processor is reloaded, offline maintenance activities can make the patch inactive.
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OSM Configuration and Fallback (G06.08 to G06.24)

For fallback issues, see the OSM Migration Guide. The guide covers OSM and TSM
co-existence and fallback issues, such as:

Comparison of OSM to TSM

OSM hardware and software requirements

Migrating an existing TSM system list to a new console for OSM use
Co-existence issues for using both OSM and TSM

Fallback instructions for changing configuration from OSM back to TSM

0SS (G06.12 through G06.24)

As of G06.12, the format of the records in the OSS configuration databases has
changed. A special SPR, T8622AAH, ensures backward compatibility if you need to fall
back to an RVU prior to G06.12.

Note. Note that T8622AAH cannot be applied to RVUs prior to G06.00. If you are migrating to
G06.24 from an RVU prior to G06.00, you cannot fall back to your previous RVU unless you
follow very strict guidelines.

These are additional considerations for OSS upgrade and configuration:

Disk volumes that are accessed by the OSS environment, including the $SYSTEM
volume where the OSS Monitor’s configuration files are kept, must not be
configured for administration by the HP NonStop Storage Management Foundation
(SMF).

Beginning with the G06.18 RVU, OSSMON is not dependent on $zsmp to be
started. In earlier G-series and D-series RVUs, when you configured OSSMON to
start automatically during the system load process, you had to configure the
Safeguard security manager process $ZSMP to start automatically before
OSSMON was started.

For more information, see:

° Open System Services Installation Guide

° Open System Services Management and Operations Guide
° Interactive Upgrade Guide

°  Support Note S01025
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® Beginning with the G06.18 RVU, all OSS SUT-based products with pax files must
have the A7CINFO file in their DSVs to be installed by DSM/SCM. Before installing
the SUT:

°  Check the Interactive Upgrade Guide for DSM/SCM support and other new
features and possible migration issues.

°  Check the appropriate softdoc for the OSS product.

© Check that all OSS file sets used by DSM/SCM for OSS file installation are
mounted and started.

® Beginning with the G06.23 RVU, you can use SCF to configure an OSS process as
a persistent process under the persistence manager ($ZKRN). To configure OSS
persistent processes, you must have all of these SPRs installed (available at
G06.24 unless otherwise indicated):

°  T1084G06AAH

°  T1085G06AAL

° T6586G07AAU

°  T5800G06AAP

°  T9082ACX (SCF)

°  T9082G02ACX

°  T8624G10AAM (now available, starting in August 2004)
°  T8397G00ABA (see your service provider for availability)

OSS persistent processes can be used without SPRs T8624G10AAM and
T8397G0O0ABA. If those SPRs are not installed, some OSS applications might fall
at processor startup unless modified to include an initial delay (on the order of 10
seconds). This delay is not needed when you install those SPRs.

Without T8624G10AAM and T8397G00ABA, when an OSS shell is launched
immediately after a processor comes up, the shell needs to wait until processor
components of the OSS environment such as the OSS pipe server finish
initialization. The necessary delay can be achieved by adding an OSS sl eep 10
command either to the STARTUPMSG attribute or as the first entry in the script
launched by the STARTUPMSG attribute.

See the sl eep( 1) reference page either online or in the Open System Services
Shell and Utilities Reference Manual for more information about the sl eep
command.

For more information about the new attribute and considerations for its use, see
the SCF Reference Manual for the Kernel Subsystem.

® Beginning with the G06.24 RVU, the OSS gt acl command has two more optional
flags added to its command line. See the T8628AAJ softdoc for more information.
If you have to fall back to a previous RVU, scripts that contain one or more of these
opt i onal flags must be revised because the function will not be available.
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Open System Services (OSS) and DSM/SCM (T6031D46 PVU)

Starting with the G06.18 RVU, all OSS SUT-based products with pax files must have
the A7CINFO file in their DSVs to be installed by DSM/SCM. Check the Interactive
Upgrade Guide or the softdoc corresponding to the OSS products to ensure that the
A7CINFO file is present.

If the OSS product is released without the A7CINFO file, you can still install the product
by using PINSTALL or COPYOSS.

If the OSS product is released with the A7CINFO, do not use PINSTALL/COPYOSS to
install those pax (archive) files; these files are installed and maintained by DSM/SCM.

The Receive Software activity for the OSS products with A7CINFO files in their DSVs
can only be performed when the installation of the new product version (PVU)
T6031D46 is complete on the Host. The T6031D46 PVU of DSM/SCM is required to
process the A7CINFO files present in the DSVs of the OSS products.

When using DSM/SCM to receive the SUT and perform a Build/Apply, you must
perform the following tasks:

1. When performing a DSM/SCM Receive Software activity on the Host, select the
Receive all files option.

2. Inthe Planner Interface for the Target system, select the Manage OSS Files
option.

3. Check that the OSS Root Name Server $ZPNS is running on the Target. The
volume where the SYSnn is being placed must be up as $SYSTEM to install OSS
files.

4. After you run ZPHIRNM, run the nmer ge_what i s command.

Unautomated configuration and OSS startup is described in Appendix B in the Open
System Services Management and Operations Guide.

DSM/SCM (T6031D46) Fallback

The FALLBACK macro is in the ZDSMSCM directory. Run the FALLBACK macro if
DSM/SCM has been reverted back to a pre-T6031D46 version. The FALLBACK macro
will not be available in the ZDSMSCM subvolume when you fall back to a prior G06.18
RVU. Thus, you must retrieve the FALLBACK macro from the SUT prior to falling back
or use the FUP DUP command to copy it to a subvolume for use during fallback.

See the DSM/SCM User’s Guide and online help for more information.
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OSS EasySetup (T0585) (G06.16, G06.23)

The OSS EasySetup product (T0585) is available for automated setup, as described in
the Open System Services Installation Guide. OSS EasySetup is a series of TACL
scripts that assist a site when configuring and installing a minimal OSS subsystem for
the first time or when starting, stopping, or removing an OSS subsystem. OSS
EasySetup requires the process $NULL and the installation of SPI template files.

The product NULL (T6025) is included on each SUT even though for G06.23 and later,
with new PARAMs introduced, $NULL and $ZSMP are no longer required to bring up
the OSS Monitor. You no longer are forced to install them.

Starting in G06.23, EasySetup allows use of ZSPI definition files installed other than in
the default location and allows use of a non-default ISV disk for OSS.

NonStop SQL/MP

In general, when migrating to a new version of NonStop SQL/MP software, you should
be reasonably sure you do not want to revert to the previous version of the software
before you perform any of the following actions:

® Create a NonStop SQL/MP catalog whose version is newer than the previous
version of the NonStop SQL/MP software. This situation occurs automatically when
you create a catalog on a node running the new version of the software.

® (Create a NonStop SQL/MP table using new features that cause the version of the
table to be newer than the previous version of NonStop SQL/MP software.

® Compile a program using the new version of the NonStop SQL/MP compiler.

NonStop SQL/MX Release 2.0 (G06.23 and G06.24)

Note. SQL/MX Release 2.0 requires processors that support IEEE floating-point functions. All
processors in a node on which SQL/MX Release 2.0 is installed must be Model 1954 (S72000) or
newer. A processor halt%005101 can result when one or more processors in a system do not meet the
minimum hardware requirements for installing SQL/MX Release 2.0.

In addition to supporting IEEE floating-point functions, a NonStop system on which SQL/MX Release 2.0
is installed must support the SQL/MX minimum requirement of 1GB per processor. For more information
about the SQL/MX hardware and memory requirements, see the SQL/MX Installation and Management
Guide.

See the G06.23 Release Version Update Compendium, the Interactive Upgrade Guide,
and the SQL/MX Installation and Management Guide for more information about
migrating to SQL/MX Release 2.0. See also the SQL/MX Comparison Guide for
SQL/MP Users and the TO650ABA softdoc, which is the master softdoc for software
components included in SQL/MX Release 2.0.
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SQL/MX Release 2.0 delivers the newly architected, standards-based SQL/MX tables
for NonStop servers. SQL/MX Release 2.0 provides general availability support for
operations against SQL/MP tables. Support for SQL/MX tables is not included in the
G06.24 RVU. The function, when available, will be shipped as SPRs and is planned to
be compatible with G06.23 and G06.24.

Migration Considerations for SQL/MX Release 2.0

Metadata tables created and used by SQL/MX Release 2.0 running on the G06.23 and
G06.24 RVUs are different from those metadata tables used on prior SQL/MX
releases, and the tables are very different from those used by SQL/MP. You must be
on at least Release 1.8 to migrate to SQL/MX Release 2.0, and Release 1.8 is the only
version of SQL/MX, which you can fall back to from Release 2.0.

Only the metadata from R1.8 should be migrated to the Release 2.0 format. To
facilitate migrating metadata, a m gr at e utility is provided with Release 2.0.

Migration and fallback considerations do apply. See also TMF (G06.23 and G06.24) on
page 1-38 and DP2 (G06.16, G06.23, G06.24). In multinode installations, where
queries must access data on other nodes, all nodes must migrate to SQL/MX Release
2.0 at the same time. A mixture of nodes running SQL/MX Release 1.8 and SQL/MX
Release 2.0 is not supported. Because SQL/MX Release 2.0 is an optional product, it
can be un-installed after it has been installed on an S-series system. You must perform
a system load, but you do not need to change your current RVU unless you want to
use a previous release of SQL/MX.

A quick summary of fallback and migration considerations include:

® To fall back to SQL/MX Release 1.8, you must reinstall your previous RVU and
certain versions of some pre- or co-requisite software product.

®* Fallback to SQL/MX releases earlier than SQL/MX Release 1.8 is not supported. If
you are using a SQL/MX release that preceded Release 1.8, you must migrate to
an RVU that supports Release 1.8 (G06.18 through G06.22) before migrating to
SQL/MX Release 2.0 (G06.23 or later).

® |f you are migrating from an SQL/MP or SQL/MX Release 1.8 environment, do not
delete your SQL/MP metadata tables until you are sure you do not need to fall
back. (Deleting these tables will prevent a successful fallback.)

® SQL/MX Release 2.0 applications you have developed prior to fallback are not
usable with the SQL/MX Release 1.8.

® To fall back to an SQL/MP database environment, you do not have to reinstall your
previous RVU. (SQL/MP is included in the G06.23 and G06.24 RVUs.) To fall back
to an Enscribe database environment, you do not have to reinstall your previous
RVU. (Enscribe is included in the G06.23 and G06.24 RVUs.)

® Applications that you compiled with the SQL/MX Release 2.0 compiler need to be
recompiled with the previous release of the SQL compiler after fallback.
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If you modify or create new SQL/MP aliases, defaults, or stored procedures in Java
(SPJs) in the SQL/MX Release 2.0 environment, there are no automated tools for
moving the associated SQL/MX metadata back to SQL/MP metadata tables.
Moving metadata will require you to execute SQLCI commands such as CREATE
MPALIAS, CREATE PROCEDURE, and INSERT INTO DEFAULTS after
reinstalling SQL/MX Release 1.8. For information about these commands, see the
SQL/MX Reference Manual.

If you fall back to a database environment that does not support multienvironment
SQL modules, any and all locally-placed modules must be converted to globally-
placed before you fall back. You will be unable to fall back successfully if a naming
conflict exists between locally-placed or globally-placed modules. For more
information, see the SQL/MX Installation and Management Guide.

Before migrating to SQL/MX Release 2.0, HP recommends that you install one of
these DP2 fallback SPRs on the Release 1.8 system and test it sufficiently for
production use:

°  T9053AQY, if the system uses the online disk remirror feature
°  T9053A0Z, if the node does not use the online disk remirror feature
Then you can migrate to G06.24. If a fallback becomes necessary at a later time,

you can fall back to the tested environment. For the steps to fall back from
SQL/MX Release 2.0, see the SQL/MX Installation and Management Guide.

Note. Note that a system load is required to install the DP2 fallback SPR.

You should remove all SQL/MX Release 2.0 objects and their resource forks
before attempting to fall back. SQL/MX objects are difficult to remove from a
system with an RVU earlier than G06.23. Typically, you use the MXCI DROP
command to drop all SQL/MX Release 2.0 objects. If you encounter problems
using MXCI to drop SQL/MX Release 2.0 objects, you can use the mxtool GOAVWAY
command instead. (GOAVWAY is an OSS command line utility.) For information about
MXCI and mxtool commands, see the SQL/MX Reference Manual. After you fall
back, the SQL/MX GOAWAY utility will not be available and SQL/MX objects will be
much more difficult to remove.

After falling back, if you have to remove any residual SQL/MX objects:

1. Use the FUP INFO command to locate any SQL/MX files remaining on the
system. Because SQL/MX objects reside in subvolumes that begin with the
letters ZSD, use this command to find them:

1>FUP | NFO $*. ZSD*. *

2. Use the DELETE command of the DIRCHECK disk utility to delete the files.
For example:
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2>$system zutil . dircheck del ete name $dat a08.zsdnB19j . wdxhp600
System \MOLE PID: (0, 72)  8-Apr-2004 18:06:57

*WARNI N& SQ. Catalog will not be updated when SQ. | abel s are del et ed.
*WARNI N& Extents are lost when file/table | abels are del eted.

Note. When using DIRCHECK, remember:
®  You must be the super ID (255,255).

® The DIRCHECK DELETE command deletes any internal labels associated with a specified
file. Because of this, DIRCHECK indicates that multiple labels have been deleted after you
delete one file.

To view online help for DIRCHECK, enter:
$system zutil.dircheck help
To view online help for the DIRCHECK DELETE command, enter:

$system zutil .dircheck hel p delete

3. Rebuild the disk free-space table by using the SCF CONTROL DISK $vol une,
REBUILDDFS command. For more information about CONTROL DISK, see
the SCF Reference Manual for the Storage Subsystem.

Installing SQL/MX Release 2.0

Check that TMF is configured and running on the system node where you will install
SQL/MX. See the TMF Planning and Configuration Guide for TMF installation
guidelines. Note that all SQL/MX objects must reside on volumes audited by TMF.
SQL/MX program files do not need to reside on audited volumes.

Before installing SQL/MX, review the SQL/MX Installation and Management Guide.
Make sure that you have performed all pre-installation instructions as outlined in
sections 1 and 2. Section 3 describes, in detail, how to install SQL/MX.

You install SQL/MX after performing a system load of the new RVU and performing
other post-installation steps. (See Section 12, Resuming Normal Operations.)
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NonStop Processor Multifunction (PMF) CRUs
(G06.08 through G06.24)

NonStop Processor Multifunction (PMF) CRUs (G06.08 through

G06.24)

If you upgrade to NonStop PMF CRUs while installing G06.24 and have to return to an
RVU prior to G06.24, review Table 1-9 to see if you have to remove PMF CRUSs:

Table 1-9. Upgrading to NonStop S-Series CRUs and Falling Back

NonStop PMF CRU

RVU

Action

S7400

G06.08

S7400 PMF CRUs must be removed; these
PMF CRUs are supported in G06.08 and later
RVUs only.

S74000

G06.08

S74000 PMF CRUs must be removed; these
PMF CRUs are supported in G06.08 and later
RVUs only.

S7600

G06.17

S7600 PMF CRUs must be removed. NonStop
S7600 PMF CRUs are supported for G06.17
and later RVUs only.

S76000

G06.16

S76000 PMF CRUs must be removed.
NonStop S76000 PMF CRUs are supported
for G06.16 and later RVUs only.

S86000

G06.16

S86000 PMF CRUs must be removed.
NonStop S86000 PMF CRUs are supported
for G06.16 and later RVUs only.

S7800

G06.23

S7800 CRUs must be removed. NonStop
S7800 CRUs are supported for G06.16 and
later RVUs only. The correct OSM or TSM
SPRs (for instance, TSM T7945ABL or later)
must be installed. See the Interactive Upgrade
Guide for details.

S78000

G06.24

S78000 CRUs must be removed. NonStop
S78000 CRUs are supported for G06.16 and
later RVUs only. The correct OSM or TSM
SPRs (for instance, TSM T7945ABN or later)
must be installed. See the Interactive Upgrade
Guide for details.

S88000

G06.24

S88000 CRUs must be removed. NonStop
S88000 CRUs are supported for G06.24 and
later RVUs only. See the Interactive Upgrade
Guide for details.
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Spooler (G06.00 through G06.19)

If your current product version of spooler is T9101D41 ADM or later, you do not need
to restore copies of both the control file and the collector data files if you must back out
of the new RVU. All versions of T9101D41, starting with T9101D41 ADM, contain
Version 5 of the spooler control file and are compatible with the T9101D46 and D48
product versions of spooler. However, it is always recommended that the spooler
control file and collector data files be backed up prior to any migration or change in
configuration.

Checking Current Version

To find out which version of the spooler you are currently running, enter a VPROC
command for $SYSTEM.SYSTEM.SPOOLCOM. The following example shows that a
D48 product version of the spooler is running:

$USERO PRS 5> vproc $system system spool com

VPROC - T9617Q03 - (30 AUG 2002) SYSTEM \ | GATE Date 08 JUL 2003,
21:16: 17 Copyright Conpag Conputer Corporation 1986 - 2002

$SYSTEM SYSTEM SPOOLCOM
Bi nder tinmestanp: 08JUN2003 21: 24: 34
Version procedure: T9101D48"08AUR003" PMMT9101AEZ
Tar get CPU: UNSPECI FI ED

Backing Up the Spooler Environment

Prior to backing up the spooler environment, use the SPOOLCOM;SPOOLER,DRAIN
command to perform an orderly shutdown of the spooler. This strategy ensures that all
spooler control files and collector data files are closed. Failure to drain the spooler prior
to backing up the control file and collection files could cause problems while attempting
to recover the spooler environment.

Prior to executing the SPOOLCOM;SPOOLER,DRAIN command:

® Use the SPOOLCOM;COLLECT $col | ect or - process, LISTOPENS command
to identify processes that currently have jobs open.

® Use the SPOOLCOM;JOB (STATE PRINT) command to determine which jobs are
currently printing.

Take the appropriate action to ensure that these jobs either terminate when finished or
are stopped.

A Caution. To maintain the integrity of the spooler environment, wait until the spooler has
finished draining rather than stop any spooler processes by using the TACL STOP command.
The control file can be corrupted during the next warm start or rebuild.
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Upon receipt of the SPOOLER DRAIN command, the supervisor stops accepting jobs
for collection or printing (new opens are rejected with a file-system error 66—device
downed). Each collector stops when it has no more open jobs. Each print process
finishes printing any active jobs and then stops.

After all collectors and print processes have stopped, the supervisor process stops
itself. The spooler enters the dormant state, ready to be warm started.

An example of backing up the spooler control files:

BACKUP/ OUTSPLBKUP/ $TAPE, ( $SYSTEM SPOOLER. *, $DATAO1. SPOOLER. DATA), LI STALL

See Support Notes S97057 (T9101D41 Spooler Collector Data Files Have Changed
Format) and S99086 (NSK Spooler—Migration and Draining Instructions) for more
information.

CSPOOL Set at HIGHPIN

Beginning with G06.19, a new Spooler SPR T9101D48"AEY is introduced. This PVU is
installed by DSM/SCM with CSPOOL at HIGHPIN. If you do not want this setting, you
can change CSPOOL to use LOWPIN by issuing the BINDER command:

CHANGE Hl GHPI N OFF | N CSPOOL

Note. DSM/SCM automatically sets CSPOOL to HIGHPIN. DSM/SCM automatically overlays
the current object file CSPOOL with the original from the SUT whenever a subsequent
Build/Apply is performed. See Support Note SO3006A.

SCF Storage Subsystem (Online Disk Remirroring) (G06.21)

OSM automatically recognizes online remirrored disks (ODR). However, if you use
TSM, special steps are required before TSM can recognize online remirrored disks.
Online reconfiguration of a mirror drive cannot be performed while TSM ($ZTSM) is
running. Therefore, you must always stop the TSM server process before you
implement online disk remirroring. After issuing SCF commands for online disk
remirroring, restart the TSM server.

During the ODR operation when using TSM, error 00012 might appear. For cause and
recovery information, see Appendix B in the SCF Reference Manual for the Storage
Subsystem.

Detailed syntax and explanations for using SCF commands to configure ODR are
documented in the SCF Reference Manual for the Storage Subsystem.
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SWID (T9298D40"AAK) (G06.20)

SWID is the software identification tool invoked by the SYSGENR program that audits
file identification information about your software. If you are currently on a post G06.19
RVU (G06.20 or G06.21 RVU), you do not need to restore and receive the new SWID
PVU before you install the G06.24 SUT. If you are on a pre-G06.20 RVU, you must
restore and receive the new SWID PVU before you install the G06.24 SUT. See Copy
(RESTORE) the D46 DSM/SCM Product Version and SWID (Optional) to Disk on
page B-6.

Tandem Failure Data System (TFDS)

Ensure that TFDS is configured properly on the system. (TFDS monitors processors in
NonStop servers for software failure notifications.) The dump volume should not be
protected by Safeguard, and should also be properly configured.

TNS/R CRE Heap Manager (G06.15)

The G06.15 RVU introduced a new heap manager, NSK CRE/RTL (T1269), an
alternative to the Native CRE/RTL product (T8431). Either heap manager can be
chosen during the creation of a system configuration revision. Consequently, the
choice of which one to install is an independent decision for your system. See support
note S02001 for migration considerations and S03104 for installation instructions.

Note that if you are installing and using OSM, HP recommends that the NSK CRE/RTL
(T1269) product be installed on the system, as opposed to the Native CRE/RTL
(T8431), which is the default. Refer to the support note S02001 for migration
considerations for T1269.

A Caution. You cannot simultaneously use both heap managers (T8431 and T1269) on the
same system.

TSM Client and Server Software (G06.22, G06.23, G06.24)

Part of the G06.24 installation process may involve upgrading your system console to
TSM client software Version 2003A.

Note. You must install and configure the latest TSM server SPR and client before updating
processor bootcode firmware online.

If you have to fall back to an earlier RVU after installing G06.24, you can continue to
use TSM client software Version 2003A on your system console.
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G06.24)

TSM does not support or adequately support these new features, beginning with the
G06.21 RVU:

® Online Disk Remirroring (FDR) (G06.21). Only OSM automatically recognizes
online remirrored disks. TSM can recognize online remirrored disks only if $ZTSM
is aborted and then restarted.

® HP NonStop ServerNet cluster (G06.21). HP recommends using the OSM Service
Connection (rather than the TSM Service Application) for all systems that are part
of an HP NonStop ServerNet cluster.

® HP Ultrium Linear Tape Open (LTO) Tape Drive (introduced in the G06.21 RVU).

® The new DAT (digital audio tape) drive for use on NonStop S-Series systems
compatible with G06.23.

® The I/O Adapter Module (I0OAM) enclosure (introduced in the G06.24 RVU) and its
related components for use on S76000 NonStop S-Series systems and above.

® Enterprise Storage System (ESS).

® The CT9841FC-x tape drive (introduced in G06.24), which is a replacement for the
CT9840FC-x tape products.

Service Processor (SP) Firmware (G06.08 through G06.24)

Before you update SP firmware, HP recommends that you download the SP firmware
file to your system console. (See Download the SP Firmware File to the System
Console on page 7-6). You can use either OSM or TSM, depending on which
application you are currently using.

Normally, you use the TSM Service Application to update SP firmware, because it
takes much longer to update SP firmware using the TSM Low-Level Link Application
(approximately 30 minutes for each SP). However, you can use the TSM Low-Level
Link Application to update and reset SP firmware if you are unable to perform a G06.24
system load. If you already have OSM installed and configured, use the OSM
Low-Level Link in the same way if you cannot perform a G06.24 system load and need
to update the firmware.
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SCF for Data Alignment (G06.17)

Starting with the G06.17 RVU, three attributes are added to the ALTER SUBSYS
command of the Subsystem Control Facility (SCF). These attributes are intended to
help application programmers find and correct misaligned data in their programs.
These data alignment errors might lead to incorrect or unpredictable results. The new
SCF attributes provide for the detection and reporting of data alignment errors, using a
new tracing facility, and for the control of program behavior when a misalignment is
detected. The new attributes are:

® MISALIGNLOG
Enables logging of data alignment errors.
® NATIVEATOMICMISALIGN

Controls the behavior of TNS/R native programs when a data alignment error
occurs.

® TNSMISALIGN
Controls the behavior of TNS programs when a data alignment error occurs.

See the SCF Reference Manual for the Kernel Subsystem for details on these SCF
attributes.

Note. Note that these three attributes are maintained system-wide; the settings affect all
processors in the node. The misalignment events (if any) are viewed by using existing EMS
event viewers (for example, Viewpoint, TSM, and OSM). The EMS subsystem identifier is
GUARDLIB, and the event number is 108. For information on how to check EMS logs, see the
EMS Manual.

System Configuration Database

To ensure system configuration integrity, always save the current system configuration
database (CONFIG) before installing software or making changes to your system
configuration. You must load the G06.24 operating system before making changes to
the configuration database.

A Caution. Starting with the G06.06 RVU, the configuration file is automatically upgraded to alter
records for all storage devices. Loading the system with an upgraded configuration file and a
previous RVU causes a processor halt (disk-process error code%011500).

See Save the Current Configuration File (CONFxxyy) on page 4-1 for information on
saving the current system configuration database.
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G06.24)

NonStop TCP/IPv6 (G06.20, G06.22, G06.23, G06.24)

With the introduction of NonStop TCP/IPv6 in the G06.20 RVU, all NonStop TCP/IPv6
protocol files are located in $SYSTEM.ZTCPIP subvolume. If you are upgrading from a
pre-G06.20 RVU, back up your NonStop TCP/IP configuration files before running
ZPHIRNM. (HP recommends backing up your TCP/IP configuration files before running
ZPHIRNM even if you are on a G06.20 or later RVU). If you have to restore information
on network services and connections, you will need these files for the proper network
information.

When resuming normal operations after a system load has been performed, you must
have all the TCP/IP configuration files in your $SYSTEM.ZTCPIP subvolume.
Otherwise, applications dependent on proper network connections will fail.

Note.

® For the DSM/SCM Planner Interface to be operational, the PORTCONF file must have
the correct entry for DSM/SCM. The SERVICES file must have an entry that specifies
DSM and its corresponding port number.

® Keep your current PROTOCOL file in your $SYSTEM.ZTCPIP subvolume. Update it
with the new lines from the sample PROTOCOL file (SMPLPROQOT).

For complete installation instructions, see Back Up (Copy) Files in the
$SYSTEM.ZTCPIP Subvolume on page 10-2 and Update TCP/IP Configuration Files
on page 12-1.

TMF (G06.23 and G06.24)
TMF Migration Considerations for SQL/MX Release 2.0

If you install SQL/MX Release 2.0, fallback and migration concerns could apply if you
have to fall back to a previous RVU. See the T8607AFH or later softdoc for detailed
migration information for TMF. See also the TMF Planning and Configuration Guide
and the TMF Operations and Recovery Guide.

If the Install SQL/MX Script has not been run on your system while running on the new
RVU, and no native-format SQL/MX metadata tables (or their resource forks) or audit
records for them have been created, there are no TMF fallback considerations.
Otherwise, you must use the appropriate DP2 (T9053) fallback SPR if you have not
performed a clean TMF shutdown.

HP strongly recommends that you successfully complete a clean TMF shutdown (with
all audited disks up) before falling back to a prior RVU. This is particularly important
whenever the RVU you are falling back from supports any new format files or objects
or audit records for them, and the fallback RVU does not.
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To establish complete TMF file recovery protection for your SQL/MX metadata tables,
update your TMF online dump (and Backup) scripts to include the names of all
SQL/MX metadata tables, including those that are SQL objects and their resource
forks. The TMFCOM DUMP FILES and RECOVER FILES commands support all the
new SQL/MX metadata tables (using their Guardian names).

TMF Migration Considerations for Format 2 Audit Trails

TMF provides the capability to create much larger audit-trail files with G06.24, but TMF
must be stopped in a clean state to execute the TMFCOM command that enables this
ability. If audit-trail files greater than 2GB are part of the long-term audit-trail
configuration strategy, consider altering the audit-trail format at migration time, given
that TMF is already stopped. If not done at this time, then altering the audit-trail
configuration to enable format 2 audit-trail files will require a STOP TMF command at
some later date.

TMF Fallback from G06.24

If no changes to the TMF audit-trail configuration are planned, then there are no issues
related to fallback associated for TMF with G06.24. You should be able to migrate to
G06.24 from a prior RVU and then fall back to that same RVU without issues related to
TMF. However, if any changes to the audit-trail configuration are planned, such as
altering the file size of a given trail or changing the audit-trail configuration to use
format 2 files, then it becomes very important to understand the fallback issues.

After you execute either the ALTER AUDITTRAIL command with the new FILESIZE
option, or the ALTER TMF command with the new ATFORMAT option, then the
fallback to a prior RVU involves a series of steps that must be followed precisely.
Executing a DELETE TMF command may also be one of the required steps if you alter
the audit-trail format and then find it necessary to fallback.

Refer to the HP NonStop TMF Supplement for Large Audit-Trail Files for details related
to falling back after using these new TMF command options in G06.24.

TNOS Server and TNOS Utility (G06.17 through G06.24)

The TNOS Server (T8666) and the TNOS Utility (T8667), two components of HP
NonStop ODBC/MP, have been updated in G06.17 and later to correct data alignment
problems. To avoid data alignment problems, users of the TNOS Server and TNOS
Utility who are migrating to an RVU before G06.17 must also upgrade their TNOS
Server and TNOS Utility to these new versions:

T8666ACL or later (for TNOS Server)
® T8667ACL or later (for TNOS Utility)

The marketing ID for the new versions is SJ08V1, and the Independent Product (IP)
name is NonStop ODBC Server and Client.
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Overview of Installing G06.24 Visual Inspect (G06.20)

Post installation instructions can be found in the appropriate PVU softdoc. New EMS
templates are required for the T8666D35 PVU.

See support note S02075B for details concerning TNOS and data alignment problems.

Visual Inspect (G06.20)

G06.20 includes the Inspect subsystem (T9226G06) and the Visual Inspect server
(T9756AAH) that support PIC programs and DLLs. This version of the server requires
version 2.4 of the Visual Inspect client (T7877AAD).

If you run client product version 2.3 with a G06.20 or later RVU, the client is connected
automatically to the previous version of the server (T9756AAG), and you will not be
able to debug or analyze snapshot dumps from a PIC process.

Unfortunately, client product version 2.4 is incompatible with earlier versions of the
server. Therefore, it can be difficult to debug from the same workstation on multiple
systems, where some systems run G06.20 or later RVUs and some run earlier RVUs.
There are two ways to approach this problem:

® |nstall the newer server on the older NonStop systems, along with a compatible
version of the Inspect subsystem. You can install Visual Inspect server SPR
T9756AAH and Inspect subsystem SPR T9226AAK on an HP NonStop K-series
server running the D45.00 or later RVU, or on a NonStop S-series server running
G05.00 through G06.19 RVUs. See the T9756AAH softdoc.

® |nstall both Visual Inspect client product versions 2.3 and 2.4 on the workstation.
However, you cannot run both at the same time, and version 2.3 can encounter
problems after 2.4 has run.

Note. Note that the Visual Inspect client is an independent product and must be ordered
separately. HP strongly recommends that you upgrade both the client and server products
at the same time.

See all related softdocs for installation and configuration information.

WAN Wizard Pro (G06.21, G06.22, G06.23, G06.24)

The NonStop System Console Installer CD (S7X-SWV1, Update 3) includes the WAN
Wizard Pro client version 4.00. This client version is compatible with G06.21 and later
SUTs only. If you have to fall back to a pre-G06.21 RVU, you must de-install the
previous WAN Wizard Pro and re-install the previous WAN Wizard Pro on your system
console. See the WAN Wizard Pro Support Note S04064 for details.
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Overview of Installing G06.24 X25AM

X25AM

A new SCF line modifier, EMSFORFRMR, is provided so that an EMS message is
displayed when a link reset occurs from a Frame Reject (FRMR) condition on an
X25AM line. The modifier accepts values in the range from 0 to 200. Configure this
SCF modifier with a nonzero value to enable the generation of an EMS message
during an FRMR condition. (By default, the feature is disabled.)

See the X25AM Configuration and Management Manual and the X25AM Management
Programming Manual for more information.

Because there are changes included in T1096 (WANX25LAPB), TO051 (CSSLAPB -
X21DRIVER), and T9323 (X25 SCF-PM) for this new feature, provide the SPR
requisites documented in the T9060AFM (X25AM) softdoc.
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— Part I. Upgrade Tasks

Part | describes the tasks for upgrading a single NonStop S-series server to the
G06.23 RVU, as follows:

® Section 2, G06.24 Upgrade Checklists
® Section 3, Installing SPRs Before Upgrading to the G06.24 RVU

® Section 4, Preparing to Upgrade the Server Software
® Section 5, Installing the G06.24 RVU
® Section 6, Replacing the Disk Bootstrap Microcode (Pre-G06.06)

® Section 7, Updating Service Processor (SP) Firmware

® Section 8, Updating Processor Boot Code

® Section 9, Updating SCSI Boot Code (Pre-G06.08 RVU)
® Section 10, Running ZPHIRNM

® Section 11, Loading the G06.24 RVU

® Section 12, Resuming Normal Operations

e Appendix C, Updating SWAN Concentrator CLIP Firmware
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—2Z— G06.24 Upgrade Checklists

Use the checklist in Table 2-1 as you perform the tasks required to upgrade to the
G06.24 RVU and the checklist in Table 2-2 to record the information needed when

performing these tasks.

Task durations are included in Table 2-1. Most of these baseline durations were

established on an NonStop S72002 server running the G06.12 RVU under minimal

load (one user).

Note that these durations generally do not include operations such as starting a TSM
Service application or performing a System Discovery in the TSM or OSM Low-Level

Link Application.

If you use DSM/SCM to manage OSS files, the Build/Apply operation is longer (about

an hour).

G06.24 Upgrade Checklist

Table 2-1. G06.24 Upgrade Checklist (page 1 of 3)

software archive

all products)

Alerts on page 5-1.

Minimum Done

Task Description Duration Documentation ?

1. Install the latest 40 minutes Appendix B, Installing the Latest
DSM/SCM SPR, SWID DSM/SCM SPRs and Client
(if necessary) Software

2. | Run Install*Templates 5 minutes If Running INSTALLA"TEMPLATES
macro Is Required on page B-13.

3. Install the DSM/SCM 5 minutes Install the DSM/SCM Client From
client version ZDSMSCM on page B-18

4, Install required or 0.0 minutes” Section 3, Installing SPRs Before
recommended fallback or Upgrading to the G06.24 RVU
interoperability SPRs (if Appendix A, Using DSM/SCM to
necessary). Install SPRs

5. Save current system <1 minute Save the Current Configuration
configuration file File (CONFxxyy) on page 4-1

6. Upgrade system console | 90 minutes Upgrade the System Console
software Software on page 4-2

7. | Verify system operations | 15 minutes Verify System Operations on

page 4-3

8. Receive G06.24 RVU 33 minutes Receive New Software Into the

SUT into the DSM/SCM (Full SUT -- Archive on page 5-3 and follow

9. | Create G06.24 software
configuration revision

1 minute

Create a New Software Revision
on page 5-8
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G06.24 Upgrade Checklists

G06.24 Upgrade Checklist

Table 2-1. G06.24 Upgrade Checklist (page 2 of 3)

Minimum Done
Task Description Duration Documentation ?

10. | Build and apply G06.24 2 hours with Build and Apply the New Software
software revision 0SS files Revision on page 5-13

11. | Print the DSM/SCM <1 minute Print Operator Instructions From
Operator Instructions the Target Interface (ZPHITI) on

page 5-19

12. | Install and configure the 0.0 minutes** | See the OSM Migration Guide or
OSM SPRs or TSM TSM softdocs. See also support
SPRs (optional) note SO03133A.

13. | Replace the disk <1 minute Section 6, Replacing the Disk
bootstrap program (if Bootstrap Microcode (Pre-G06.06)
necessary)

14. | Update service 9 minutes per | Section 7, Updating Service
processor (SP) firmware | SP Processor (SP) Firmware
(if necessary)

15. | Update processor boot 5 minutes ** Section 8, Updating Processor
code Boot Code

16. | Run ZPHIRNM 12 minutes Running ZPHIRNM on page 10-1

17. | Update EMS template 5 minutes If Running INSTALLA"TEMPLATES
files (if necessary) Is Required on page A-7

18. | Halt processors 4 minutes Halt the Processors on page 11-2

19. | Load the system with the | 10 minutes System Load Using the TSM or
G06.24 RVU OSM Low-Level Link on page 11-4

20. | Update SCSI boot code 1 minute per Section 9, Updating SCSI Boot
(if necessary) controller Code (Pre-G06.08 RVU)

21. | Recover the TCP/IP files | 2 minutes Update TCP/IP Configuration
(if necessary) Files on page 12-1

22. | Reconfigure TSM or 0.0 minutes™ | Reconfigure System Console
OSM ND applications (if Applications on page 12-4
necessary)

23. | Check processor status <1 minute Check Processor Status (Using

TSM or OSM) on page 12-4

24. | Configure WANMGR (if 20 minutes Upgrade the WAN Manager
necessary) (T8365), (Optional) on page 12-15

25. | Update SWAN 4 minutes per | Appendix C, Updating SWAN
concentrator CLIP SWAN Concentrator CLIP Firmware
firmware (if necessary) concentrator

26. | Update ServerNet/FX 3 minutes per | Update ServerNet/FX and
firmware (if necessary) adapter ServerNet/FX2 Firmware

(Overview) on page 12-6
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G06.24 Upgrade Checklists

G06.24 Upgrade Checklist

Table 2-1. G06.24 Upgrade Checklist (page 3 of 3)

Minimum Done

Task Description Duration Documentation ?

27. | Configure the Spooler (if | 2 minutes Configure the Spooler on
necessary) page 12-9

28. | Start system and 11 minutes Start User and System
application software Applications on page 12-10

29. | Reset and start the 2 minutes Reset and Start the Mirror System
system mirror disk (if (notincluding | Disk (If Necessary) on page 12-11
necessary) the REVIVE)

30. | Configure OSS (if 20 minutes™ | Configure OSS on page 12-13
necessary)

31. | Configure SMF (if 60 minutes Configure SMF (Optional) on
necessary) page 12-14

32. | Configure RDF (if 5 minutes Configure the Remote Duplicate
necessary) Database Facility (RDF) on

page 12-15

33. | Install, and configure 20 minutes** | See the OSM Migration Guide and
OSM client-based support note S03133A.
components and server
(if not done in Step 12)
* Duration is dependent upon the SPRs (if any) you need to install.
**Duration is dependent upon selected TSM or OSM installation and configuration options.
***Duration of each remaining task dependent upon what products are installed on your system
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G06.24 Upgrade Checklists G06.24 Required Information Checklist

G06.24 Required Information Checklist

Table 2-2. G06.24 Required Information Checklist

Type of Information Value

Volume where SYSnn subvolumes are located
(usually $SYSTEM)

Current SYSnn (before upgrading to G06.24)
SYSnn created during G06.24 Build/Apply

Volume where ZDSMSCM subvolume is located
(by default, SDSMSCM)

Volume where audit trails are located (by default,
$AUDIT)

Name of saved configuration file

Service processor (SP) firmware version for
current RVU (spcode9)

SP firmware version for G06.24 RVU (spcode9)

Processor boot code version for current RvU
(cpucode8 or cpucode9)

Processor boot code version for G06.24 RVU
(cpucode8 or cpucode9)

SCSI boot code version for current RvVU (12000 or
IBOOT)

Check for DSM/SCM product version (server and
client)

Check for TSM or OSM server and client versions

Check for processor type if upgrading to a new
NonStop S-series server. See Upgrading NonStop
S-Series Servers on page 1-15.
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3
Installing SPRs Before Upgrading to
the G06.24 RVU

This section describes the SPRs you should install on your current RVU before you
upgrade to the G06.24 RVU. SPRs provide new features between RVUs or correct
previous software problems.

Alerts

® Before installing an SPR:

° Do not apply any SPR unless you verify that you can apply it to your current
G-series RVU. Review the SPR Introduction Document (SID) for the SPR or
use the Web-based Scout for NonStop Servers analysis tool to check the
“Usable With RVUs” information for the SPR.

° Do not install an SPR for products that are not supported for your current
G-series RVU.

°  Check with your service provider or Scout to verify that you have the most
current SPRs for your current G-series RVU and to see if any of the SPRs
listed in this section have been superseded by newer SPRs.

°  Check the softdoc for each product for additional installation considerations.

® The G06.13 RVU introduced new NonStop SQL/MP features and support for
Format 2 partitions. An upgrade to the G06.24 RVU from a pre-G06.13 RVU can
be significant. For information on fallback SPRs, access Scout. For an overall
explanation on fallback and installation, see the Interactive Upgrade Guide.

® The G06.23 and G06.24 RVUs introduce new NonStop SQL/MX features. An
upgrade to the G06.24 RVU from a pre-G06.18 RVU can be significant. Fallback
SPRs might be required. See the Interactive Upgrade Guide for more information.

® The G06.14 RVU introduced ServerNet Cluster release 3. Should you need to fall
back to a previous RVU, you might be able acquire the functional equivalent by
applying certain SPRs. See the ServerNet Cluster Manual for details.

® The TSM client version (2003A) is compatible with T7945AAG through T7945ABN.

® You must install and configure either the latest TSM or OSM SPRs if you want to
use the online processor bootcode option and T7892ABD.
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Installing SPRs Before Upgrading to the G06.24 SPRs Required Before Upgrading

RvU

SPRs Required Before Upgrading

Depending on which RVU you are currently running, a number of SPRs must be
installed on your current RVU before you upgrade to the G06.24 RVU:

D46 DSM/SCM: At least a D46 DSM/SCM product version must be installed on the
host system before the site update tape (SUT) can be received into the archive.
Note that:

° The D46 DSM/SCM client version enables you to manage Open System
Services (OSS) files. To obtain the client D46 version, you must download
DSM/SCM client from the ZDSMSCM subvolume after the T6031D46 server
software has been activated.

The new DSM/SCM Planner Interface has been enhanced to provide
installation and auditing functions for OSS files.

You can still use the T6031 ABB client with the T6031D46 server version to
manage Guardian files. However, you cannot use the T6031ABB client to manage
and audit OSS files. Therefore, HP recommends that the DSM/SCM client be at
the latest version (ABJ) and the server product version be T6031D46"ABJ.

A Caution. Do not attempt to install a G05.00 or later RVU with a C32 product version of
DSM/SCM. System outages will result.

Fallback: If you encounter a problem that cannot be resolved while running the
G06.24 RVU, you can fall back to a previous G-series RVU, provided that you have
installed appropriate SPRs (referred to as fallback SPRs) on your system prior to
installing the G06.24 RVU, as discussed under Fallback SPRs on page 3-6.

Interoperability: SPRs might also be required to maintain interoperability when
you migrate one or more nodes in a multinode environment to the G06.24 RVU, as
discussed under Interoperability SPRs on page 3-7.

You can also continue to use TSM client software Version 2003A on your system
console if you have to fall back to your earlier RVU. See the softdocs for
installation instructions. If OSM is not installed when migrating to the G06.24 RVU,
use TSM to update the firmware and perform system loads, noting that TSM does
not support new guided procedures, and tape and storage functions inherent in
G06.21 an later RVUs. TSM does support the new processors: S7800, S78000,
and S88000.

OSM Software Compatibility: New OSM SPRs are available on the G06.24 SUT.
However, always check Scout for NonStop Servers for any new SPRs that are
released. The T1089 ABO or later SP firmware SPR is available on the G06.24
SUT and should be installed even if you have already installed T1089 ABK. If OSM
is not installed when migrating to the G06.24 RVU, use TSM to update the
firmware and perform system loads, noting that TSM does not support new guided
procedures, tape and storage functions inherent in G06.21 and later RVUs. OSM
does support the new processors: S7800, S78000, and S88000.
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Installing SPRs Before Upgrading to the G06.24 Summary of the SPR Installation Procedure
RvVU

Summary of the SPR Installation Procedure

1. Use Scout to verify that you can apply the DSM/SCM SPR to your current G-series
RVU.

2. Use DSM/SCM to install the required SPRs. For detailed instructions, see
Appendix A, Using DSM/SCM to Install SPRs.

3. If necessary, use TSM to update firmware (DSM/SCM natifies you if firmware
needs updating).

4. If needed, use the Install*Templates macro located in the TACLMACS file to install
EMS template object files from SPRs on a running system if SYSGEN and system
load are not required. This macro uses SCF.

5. Run ZPHIRNM.
6. Perform a system load if SYSGEN is required.

For DSM/SCM D46 and OSM SPRs, different instructions apply.

D46 SPR of DSM/SCM

The T6031D46 product version update (PVU) requires that you install both the client
and the server-side version to manage OSS files. HP always recommends that you
upgrade to the newest software product revision (SPR) of DSM/SCM. Apply the
T6031D46"ABJ SPR of DSM/SCM before receiving the G06.24 SUT.

After you activate the T6031D46 ABJ or later server software, the ZDSMEXE file will
be available to download from the ZDSMSCM subvolume so that you can update the
client. (You do not need to update the DSM/SCM client to the D46 server side
immediately to receive the G06.24 RVU successfully.)

However, HP recommends that, for your production environment, both the client and
server side of DSM/SCM PVUs match.

A Caution. Failure to install a D30 or later DSM/SCM product version causes G05.00 and later
shared run-time libraries (SRL) products to be installed incorrectly. Incorrectly installed SRLs
cause major system problems and prevent successful upgrades to new RVUSs.

You must install the D46 client version of DSM/SCM to activate DSM/SCM management of
OSS files for a target.

Appendix B, Installing the Latest DSM/SCM SPRs and Client Software contains
instructions for installing a D46 SPR of DSM/SCM, including the client.
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Installing SPRs Before Upgrading to the G06.24

RvU

Determining Your Current DSM/SCM Version

Determining Your Current DSM/SCM Version

To verify which version of DSM/SCM is currently installed on your system, use the
VPROC command to determine the product version of TAEXE (Apply product of
DSM/SCM) and CBEXE (Build product of DSM/SCM). At a TACL prompt, enter:

> vol ume $dsnscm vol . ZDSMSCM

> vproc taexe
> vproc cbhexe

The following examples show a D30 version of DSM/SCM with T6030D30"AAO and

T6031D30"AAQO:

8> vol une $dsnscm zdsnscm

9> vproc taexe
VPROC - T9617Q(03 -

COPYRI GHT TANDEM COVPUTERS | NCORPORATED 1986 -

$DSMSCM ZDSMSCM TAEXE
Bi nder ti nestanp:
Ver si on procedure:
Ver si on procedure:

Tar get CPU.

AXCEL ti nest anp:

$DSMSCM ZDSMSCM 3> vproc chexe

VPROC - T9617Q(03 -

COPYRI GHT TANDEM COVPUTERS | NCORPORATED 1986 -

$DSMSCM ZDSMSCM CBEXE
Bi nder ti nestanp:
Ver si on procedure:
Ver si on procedure:

Tar get CPU.

AXCEL ti nest anp:

(30 MAR 1999) SYSTEM \ ELI Date 03 NOV 1999, 10:37:37
1995
08JUN1999 17:13: 38
S7032D207150CT97" SWARCCP™ AAG
T6031D30_31MAR99_21NMAY99AAO
UNSPECI FI ED
08JUN1999 17:17:11
(30 MAR 1999) SYSTEM \ ELI Date 03 NOV 1999, 10:37:48

1995

08JUN1999 10: 26: 48
S7032D207150CT97" SWARCCP™ AAG
T6030D30_31MAR99_05MAR99AAO
UNSPECI FI ED

08JUN1999 10: 29: 03

The following shows the latest D46 product version of DSM/SCM after DSM/SCM has

been activated:

$TDSV ZDSMSCM 8> vproc chexe

VPROC - T9617Q(03 -
Bi nder ti nestanp:
Ver si on procedure:
Ver si on procedure:
Tar get CPU.

AXCEL ti nest anp:

(07 AUG 2003) SYSTEM \ TI NY
Copyri ght 2003 Hewl ett-Packard Devel opnent Conpany,

Date 18 AUG 2004, 13:36:49
L. P. $TDSV. ZDSMSCM CBEXE
20APR2004 03: 37: 46

S7032D20" 27FEBO4” SWARCCP™ AAH
T6031D46_10MAY2004_19APR2004ABJ

UNSPECI FI ED

20APR2004 03:40: 33

$TDSV ZDSMSCM 7> vproc taexe

VPROC - T9617Q(03 -

$TDSV. ZDSMSCM TAEXE
Bi nder ti nestanp:
Ver si on procedure:
Ver si on procedure:
Tar get CPU.
AXCEL ti nest anp:

(07 AUG 2003) SYSTEM \ TI NY
Copyri ght 2003 Hewl ett-Packard Devel opnent Conpany,

Date 18 AUG 2004, 13:36:39

L. P.

20APR2004 04: 34: 37
S7032D20"27FEBO4” SWARCCP™ AAH
T6031D46_10MAY2004_19APR2004ABJ
UNSPECI FI ED

20APR2004 04:38: 09
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RvU

DSM/SCM Client and Server Compatibility

DSM/SCM Client and Server Compatibility

The D46 DSM/SCM client is backward compatible with other DSM/SCM product
versions (backward compatible to T6030D30/T6031D30 [AAO and later]).

Table 3-1. DSM/SCM Client and Server Compatibility

This version of the With this version of
DSM/SCM Planner DSM/SCM server
Interface... software... Results in...
T6030D30"AAT T6030D30/T6031D30 You can perform all DSM/SCM
(pre-AAO) functions available with the DSM/SCM
product version you are running.
T6030D30"AAT T6030D30/T6031D30 ®  You do not get a version mismatch
(AAO and later), message when you log on to the
T6031D31, or T6031D46 Planner Interface.
®  You can perform all pre-AAO
DSM/SCM functions.*
®  You cannot use the new options
made available in the AAO and
later SPRs. (See the appropriate
softdoc and DSM/SCM User’s
Guide.)
T6031D46"ABF T6030D30/T6031D30 ® A version mismatch warning
through ABJ (pre AAO) message appears when you log
T6030C32/T6031C32 on to the Planner Interface.
® Limited DSM/SCM operation is
available: you cannot perform a
Build/Apply.
® An error message appears when
you attempt to perform an
unsupported operation.
T6031D46"ABF T6030D30/T6031D30 You cannot use the new OSS options
through ABJ (AAO and later) to manage OSS files.
or T6031D31
T6031D46"ABF T6031D46 You can use the new options made
through ABJ available with the T6031D46 product
version. (See the appropriate softdoc
and DSM/SCM User's Guide.)
* Although pre-AAQ client software supports AAO and later server software, HP recommends that you run the
same client/server versions.
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Installing SPRs Before Upgrading to the G06.24 Fallback SPRs

RvU

Fallback SPRs

You must install fallback SPRs on your system before upgrading to the G06.24 RVU, or
fallback is not possible.

NonStop SQL/MP Fallback SPRs

As of G06.13, the NonStop SQL/MP Format 2 partitions program provides the ability to
extend the existing 2 GB partition limit up to a maximum of 1 terabyte (TB). No fallback
SPRs are available to fall back to pre-G06.03 RVUs. Fallback SPRs are available for
G06.03 through G06.13. See Scout for more information.

A Caution. If you are running an RVU prior to G06.03, you cannot fall back to your current RVU.
If you want to ensure that you can fall back from the G06.24 RVU, you must:

1. Upgrade to a G06.13 or later RVU, with all the appropriate fallback SPRs applied. Run on
that RVU long enough to verify that your applications still function correctly.

2. Migrate to the G06.24 RVU.

For more information on the fallback support contained in the SPRs listed in Table 3-2,
see the Interactive Upgrade Guide.

Table 3-2. SPRs Required for NonStop SQL/MP Fallback (pre-G06.13)

SPR (or
Product superseding) Applicable RVUs
DP2 Fallback T9053AMN G06.03 through G06.07
T9053AMQ G06.08 through G06.10
T9053AMO G06.11 through G06.12
TMF Fallback T2076ADR T8694ADR G06.03 through G06.12
T8606ADZ T8695ADR
T8607ADR T8696ADR
T8608ADR T8697ADN
T8609ADR T8698ADR
T8652ADR
DSAP/DCOM TO543AAT G06.03 through G06.12
FUP T6553ABT G06.00 through G06.12 (No
support for SQL/MP Format 2
partitions.)

Fallback SPRs might also be needed for SQL/MX Release 2.0, as listed in Table 3-3
on page 3-7. Note that you must be on SQL/MX Release 1.8 to migrate to 2.0.
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Installing SPRs Before Upgrading to the G06.24 Interoperability SPRs

RvU

Table 3-3. SPRs Required for NonStop SQL/MX Release 2.0 Fallback

SPR (or
Product Superseding) Notes

DP2 T9053AQY or If applied, a system load is required before
T9053A0Z upgrading to the new RVU. The SPRs are
applicable to RVUs G06.13 through G06.22.
See DP2 (G06.16, G06.23, G06.24) on
page 1-24.

SQL/MP T9195AAN To minimize the risks involved with falling
back without a clean TMF shutdown, use
the appropriate SQL GOAWAY utility to drop
all SQL/MX objects and their resource forks.
Before doing so, see Migration
Considerations for SQL/MX Release 2.0 on
page 1-29.

TMF T8607AFN No fallback SPRs are required if you are
running on G06.18 through G06.23 or if a
TMF clean shutdown is performed and other
installation and fallback steps are taken for
SQL/MX Release 2.0.

Interoperability SPRs

Node interoperability is the ability of the nodes (systems) in a network of NonStop
Kernel operating system nodes to communicate and interact with each other.

See the Interactive Upgrade Guide for more details on maintaining interoperability for
the RDF and NonStop SQL AUDSERYV products.

RDF Interoperability SPRs

The SPRs listed in Table 3-4 enable RDF on a node running an RVU prior to G06.00 or
D46.00 to interoperate with RDF on a node running a G06.00 or later or D46.00 or later
RVU. The RDF interoperability SPR must be applied to the down-level node as a part
of the migration of any other node in the RDF environment to a G06.00 or later
G-series, or D46.00 or later, D-series RVU.

Note. Interoperability support exists in various earlier SPRs, but HP recommends that you use
the most current SPRs, because they contain several important corrections to the
interoperability support.
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Table 3-4. RDF Interoperability SPRs

And any other node in the RDF environment is
If a primary or backup node | upgraded to a G06.00 or later or D46.00 or later RVU,
within the RDF environment | install this (or a superseding) SPR on the down-level

is running this RVU... node...

D32.00 through D39.00 T5864ABD
D42.00 through D45.00 T5864ABE
G02.00 through G05.00 T5864ABE

NonStop SQL AUDSERYV Interoperability SPRs

NonStop SQL AUDSERY is the product that executes SQL Online DDL modification
commands, such as MOVE (Partition) WITH SHARED ACCESS.

See the Interactive Upgrade Guide for migration issues regarding format 2 files,
including any interoperability issues regarding SQL AUDSERV.

OSM Server and Client Compatibility SPRs

After you have performed a system load and run your system tests, you can, if you
want, install and use OSM. However, if you have not done so already, make sure that
your system consoles meet the minimum hardware requirements. See the OSM
Migration Guide for more information.

You should use the OSM Service Connection (rather than the TSM Service
Application) for all systems that are part of a ServerNet cluster, such as the new
ServerNet switch hardware (6780). OSM suppresses generation of alarms and dial-
outs on all nodes in the cluster when service actions are performed on a cluster from
any node. This protection is not available if some nodes are being managed by OSM
because it cannot communicate with TSM.

Check with Scout for NonStop Servers for the latest OSM server-based SPRs:

® T2723 (OSM Connection Library)

® T2724 (OSM Provider Interface Library)
® T2725 (OSM Configuration)

® T2726 (OSM XML API)

® T2727 (OSM CIMOM)

® T2728 (OSM Service Provider)

® T2730 (OSM Event Viewer)

® T2751 (OSM Web-based Suite)
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Configuring OSM Server Settings

For detailed information about configuring OSM server processes, see the OSM
Migration Guide.

Determining the Current Version of OSM

To determine the current product version of OSM for both the client portion and server,
select About OSM from the OSM Service Connection Help menu. (You must be
logged on to the OSM Service Connection.) Current product versions are:

® Client Configuration (T2751)

® |JAPRVD Configuration (T2728)

® EVNTPRVD Configuration (T2728)

® RALPRVD Configuration (T2728)

® CIMON Configuration (T2727)

For example (SPRs might be different):

2} About HP OSM Service Connection - ATINY - Microsoft Internet E.

HP Open System Management (OSM) Interface
Client Configuration

Wersion T2751 GO _0aALIG2004 _ 22100 0480

Build Drate 200407522 16832
IAPRVD Configuration

[&PRYD Wersion T2T2BGOT _A0AUG2004_An]
EVHTPRYD Configuration

Yersion T2T25G07 _A0AUG2004_AAL
RALPRYD Configuration '

Yersion T2T25G07 _A0AUG2004_AAL
CIMOM Configuration

Yersion T2F2TGO7 _A0AUG2004_AAL

CIMCH Port 2955

CIMOM P Addresses 16107 .140.55,16.107 140589

o)

invent

VST937.vsd
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TSM Server and Client Compatibility SPRs

Note. Starting with the G06.24 RVU, the CSSI Web snapshot is no longer provided on the
installer CD, but the CSSI website can be accessed from the NonStop Technical Library (NTL).
See the NonStop System Console Installer Guide for more information.

The newest TSM server SPR is T7945ABN, and the TSM client version 2003A
(T8154G07) is compatible with T7945AAG through T7945ABN. You must install
T7945ABN or later when installing S7800, S78000, and S88000 PMF CRUSs. You
should always install the latest TSM SPR and corresponding client.

If you decide to use TSM to install the RVU and use TSM to monitor your system, HP
recommends that you upgrade your system console to TSM client software Version
2003A (T8154G07"ABG) before you install the G06.24 RVU. Doing so enables you to
use the latest TSM client software for G06.24 RVU upgrade tasks. It also enables you
to continue using TSM client software Version 2003A on your system console even if
you have to fall back to an earlier RVU.

Follow the installation instructions outlined in the softdoc, including preinstallation and
post-installation steps.

Determining the Current Version of TSM Server Software
1. Atthe TACL prompt, enter:

VPROC $SYSTEM SYSnn. SRM
2. Read the last line of the VPROC information.

This example shows that T7945ABL (TSM Bind) has been installed on the system:

\itty $SYSTEM STARTUP 1> vproc $system sys23.srm
VPROC - T9617Q03 - (07 AUG 2003) SYSTEM\ITTY Date 23 JUN 2004, 09:06: 49
Copyri ght 2003 Hewl ett - Packard Devel opnent Conpany, L.P.

Version procedure: T8432CG05_ 15NOV97_CRTLMAI N
Ver si on procedure: T8156G06_30AUG002_19JUNO2ABD
Versi on procedure: T8153G06_30AUG2002_10JULO2ABD _Fv

Versi on procedure: T8159G06_22N0Ov2002_15NOVO2ABE

Versi on procedure: T8146G06_19SEP2003_01SEP03ABJ

Version procedure: T8151G06_30AUG002_19JUNO2ABD

Versi on procedure: T7945QG06_12MAY2004_28APR0O4ABL
Native Mbde: runnable file
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4
Preparing to Upgrade the Server
Software

Use this section to perform these tasks before you upgrade your server software:

1.

2.
3.
4

Save the Current Configuration File (CONFxxyy)
Upgrade the System Console Software

Verify System Operations

Record the Current SYSnn

Save the Current Configuration File
(CONFxxyy)

A saved system configuration file contains a copy of the current configuration database
CONFIG file, saved for future use. For fallback purposes, save a copy of the current
CONFIG file by using a unique file name. Do not omit this step.

You can use the saved configuration file to return to an earlier, stable configuration. If
you need to fall back to the previous RVU, you must load the system by using a saved
configuration file and the SYSnn containing the previous operating system.

To save the current system configuration database CONFIG file, use the SCF SAVE

command:
1. Ata TACL prompt, start SCF:
2> SCF
2. List the saved configuration files. At the SCF prompt, enter:
-> FUP | NFO $SYSTEM ZSYSCONF. CONF*
3. Save the current configuration by using a unique file name. At the prompt, enter:

-> SAVE CONFI GURATI ON xXx.yy

where xx. yy variable is a number from 0.0 through 99.99.

This example saves the current system configuration to the file
$SYSTEM.ZSYSCONF.CONF1101:

-> SAVE CONFI GURATION 11.1
The configuration file $SYSTEM ZSYSCONF. CONF1101 has been creat ed.
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If you specify a configuration file that already exists, SCF asks if you want to replace it.
If you specify that you do not want to replace the existing file, SCF does not overwrite
the file. You must enter another SAVE command to save the current configuration file.

In case of fallback (see Section 17, Loading the Previous RVU and Resuming Normal
Operations), specify that this saved CONFxxyy file be used when you load the system
from the original SYSnn (see Perform a System Load With the Previous SYSnn and

CONFxxyy on page 17-3).

Upgrade the System Console Software

Starting with the G06.22 RVU, you must order the Installer CD separately from Scout
for NonStop Servers.

The NonStop System Console Installer Guide describes how to upgrade a system
console (formerly known as a TSM workstation) running the Windows 2000
Professional or the Windows XP Professional operating system to the set of
applications delivered on the HP NonStop System Console Installer version
S7X-SWV1, Upgrade 3. The contents of the Installer include:

Microsoft Internet Explorer 6.0

Acrobat Reader 6.0

Service Pack 3 for Windows 2000 (SP3)
OutsideView 7.1

Note. To install OutsideView32 Version 7.1, you need a serial number and license key. If you
do not have a serial number and a license key for OutsideView32 Version 7.1, contact your
service provider.

Carbon Copy Version 5.7

HP NonStop System Console Software Master Installer
TSM Client 2003A, T8154G07"ABG

OSM client-based components

SP Tool version 2.8.

WAN Wizard Pro Version 4.00

To install the DSM/SCM client software (T6031D46"ABJ), see Appendix B, Installing
the Latest DSM/SCM SPRs and Client Software.

Starting with the G06.24 RVU, the CSSI Web snapshot is no longer provided on the
installer CD, but the CSSI website can be accessed from the NonStop Technical
Library (NTL).

To install Windows XP Professional, which is the recommended operating system for
using OSM, see the NonStop System Console Guide for Migrating to Microsoft
Windows XP Professional.
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Verify System Operations

Note. New system console requirements must be met if you decide to use OSM as your

default client whether you migrate to Windows XP Professional. See the OSM Migration Guide

or the NonStop System Console Installer Guide for more information.

HP recommends that you upgrade to Microsoft Windows XP Professional first before

upgrading your NonStop system console. However, if you use the Installer CD first, and
then migrate to Windows XP Professional, use the Installer CD again to make sure that

all the applications are correctly installed.

If you want to use the OSM client-based components and server software before or
after installing the G06.24 RVU, see the OSM Migration Guide.

Verify System Operations

Verify the integrity of your current system environment to ensure your system is

operating normally before you install the G06.24 RVU by checking Table 4-1.

Table 4-1. Verify System Operations

Steps | Activity Done?
1. Check Processor Status (Using either TSM or OSM)
Using TSM
Using OSM
2. Check Critical System Processes
Using TSM
Using OSM
3. Check the Status of the ServerNet Addressable Controllers
(SACs)
4, Check Disk Subsystem Status
5. Check the Swap File Configuration
6. Check the Status of the Spooler Collector
7. Check the Tape Drive Status
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Check Processor Status (Using either TSM or OSM)

Check Processor Status (Using TSM)
Verify that the NonStop Kernel is running in all processors:
1. Log on to the TSM Low-Level Link Application and perform a System Discovery.

2. From the toolbar, click Processor Status.

The Processor Status dialog box appears. The Processor Status for all
processors should be Executing NonStop OS.

wi Compaq TSM - Low-Level Link Application - WARRIOR - [Processor Status] :
|_,J File  “iew Digplay Surmary Window  Help ;lilil
T = ; =0 W k3 :
mE anE- (FOEYE R | R A w|BRBEO
-Processor Status Processaor Busy Options | Processor History Options
J 4 4 T Eate . i
I:i 5I:I| _'||:||:[3" “ellaw: '—.I_ Time Frame; ——
....... e p—
Frocessor 0 -F- Executing MonStop 05 Red: r— Start Time: 09:20:2000 05:33:07
: 755 Emnd Tirme: 09:20: 200003; 34: 36
Frocessor1-F- Executing MonStop OF
Y F Save Histary to filel
Frocessor 2 -F- Executing MonStop OS Proceszor Actions
. i P=rf i
Processor 2 -F- Executing MonStop 05 Disable Freeze hd ﬂl
—&ction Status
Resource Action Status
[~
H
—Action Detail
=
[
Save... |
Cloze Help
|-&= | Liiroot | Logged on IFEELE|sh: G3as0s |

If a different status appears, determine the problem and correct it:
® Check EMS messages or messages at the TACL prompt.

® Check the halt codes appearing in the Processor Status box.
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Check System Enclosure Components (Using TSM)
Verify the operational status of the components in each system enclosure:

1. Log on to the TSM Service Application.

2. Check for alarm conditions in the tree pane of the management window. For
example:

E Compaq T5M - Service Application - A\MINDEN
File “iew Diplay  Summary Window  Help

BT @@ 9o E LR | S5 s w | BB

i Management Window \MINDEM

] SMINDEN | Al Cluster |

ﬂ YWIMDEM

------ & | Internal_SvMet_x_Fabric
------ Internal_SwMet_y'_Fabric
- GRP-1

HEER

-] GRP12

=[] GRP-12.M00-1

..... &3 Unknown Disk CRU

..... = PMCU.GRP-12M0D-1.5
..... = PMCU.GRP-12M0D-1.5
..... * BATT.GRP-12MOD-1.51
..... 7 FAN.GRP-12M0D-1.5LC
..... s FAN.GRP-12M0D-1.5LC
..... * BATT.GRP-12M0D-1.5L Appearance Side Service Side
..... 3 Pw/RCRULGRP-12.M0D-
..... [E] PWRCAU.GAP12ZMOD| | @ Alarms | atributes |

—
i

-
Fh ]
Ehihiy
Erhey

3
F
3

+1
—

E- & i Alarm date & time | Problem Description | Specific problem

Eﬂ"'IT—!I 0MF2.GRP-12MOD-1.5 & 1,/29/2001 19:18... Equipment Malfunction  CPU Configursation Error
- @@ Tape Drives & 01,/31/2001 O7:47.. Equipment Malfunction  Storage ASIC Intialization Failure
1] | I |l KN | o

| | Selected: I0MF2GRP-12.M00-1.5L0T-50

I o— I Service: sUpEr sUper JHunning MNaonStop Kermel version: GOB.14 I|_|_|_|_|_ J SM: G33514

VST200.vsd

G06.24 Software Installation and Upgrade Guide—528593-005
4-5
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3. Select an item in the tree pane that shows alarm conditions, and then click the
Alarms tab to view the alarms associated with the selected item.

® |f ayellow triangle appears over an enclosure diagram, determine the cause of
the problem. Correct the problem if possible. Determine if you can proceed
without affecting the installation of software. All processors, all service
processors, the $SYSTEM volume, the $DSMSCM volume, and the $AUDIT
volume must be working properly.

® |fared triangle appears over an enclosure diagram, you have a severe system
problem. Do not continue with the upgrade procedure. Contact your service
provider.

Check Processor Status (Using OSM)
1. Log on to the OSM Low-Level Link.

The OSM Low-Level Link Application appears.

+5;HP OSM - Low-Level Link Application - \MINDEN -10] x|
File Wiew Display Summary Operctions  Help

System Digcovery | Start Spstern | Svetem Power O | Processor Statuz | SP Actions | Sypstem Achions | Statuz Log I

I 0 I LLL: raat JLDgged on I|_|_|_|_|_ JSN: 333514

WaTEERved

2. Select System Discovery.
3. Select Processor Status.

The Processor Status dialog box appears. The Processor Status for all
processors should be Executing NonStop OS.
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Check System Enclosure Components (Using TSM)

%, HP OSM - Low-Lewvel Link Application - 4 TO¥S2

File - Yiew Display  Surmmary  Window  Help

B aEE- Yo EMER]

S s | BE

B¥ Processor status o [m S
— Proceszsor Status — Proceszzor Busy Optiong— — Proceszor Higtory Options
0z B0z 100% oy P : _ _
o 7 s || 7 4J|:|?’5 Tirne Frame: m
Processar O .g MonSkop 05 Red: - — Start Time: 07-11: 2003 19:55:14
y Uil Rala
PE— Excacuting MonGtop OF = End Time: 07:11:2003 20:02.07
— E Cec Save Hiztary ta file I
— Procezzor Actionz
IDisaI:uIe Freeze LI FFerfarm action |
—aclion Slalus
Rezource Achion Ctatuz
=
hd
— Action Detail
=]
=
Save... |
Cloze | Help |
o= ] LLL: root JLDgged on [T
WEIOE yend

Check System Components (Using OSM)

Note. Do not launch the OSM Service Connection if you do not already have OSM server
processes configured. If OSM is not installed, use TSM to migrate to the G06.24 RVU.

1. Log on to the OSM Service Connection.

See the OSM Migration Guide if you have any problems accessing OSM.

The T2752AAl or later OSM Service Connection browser session starts in a new
browser window and eliminates the use of standard Internet Explorer buttons.
(Clicking the Internet Explorer’s Refresh ends your current OSM Service
Connection session and forces you to open a new browser window to reestablish a
new connection to the system you are monitoring.)

°  After the browser session begins, you can close the original IE window.
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° If you are on an earlier OSM Service Connection version, remember to use the
OSM Refresh, Reanalyze, or Rediscover actions for updating interface
display for the desired resource objects.

a HP 0SM - Seryice Application - Microsoft Internet Explorer proyided by ;lglﬂ
File Edit Wiew Favorites Tools Help ﬁ
= Back - = - @ it | I@Slﬁ!arch (%] Favarites @Media Qg | %v = =
Address I@ http: fisophizi-3.caclab, cac, cpgoorp, net ;99901 j @G | Links *

A ?
m Display  Summary  Tools  Window  Help
Wign: IF'h':-“Si'33| ll &% 'SOPHIA | Server Status : Discovery Complete

invent

05M Service Connection

ﬁl Servertet Cluster

= ]| stem SOPHIA

m & |rternal Serverilet ¥ Fabric
Irterial Servertlet v Fabric

-- Graup 1
-- Graup 2
-] Group 11
- | Tape Callection » alarms
System 'SOPHIA ACluster _
ﬁl Subcomponent State Praoblem ﬂgﬁﬁ E:E{:E
Logical ASystem 1SOPHIA
Stored Topology Tetra 16 F It ¥ Fahbric
Syatem Type Commercial Int " Fabtic AGroup 1
A Current Topology Error Group 2 AGroup 11
System Serial Mumber 045730 ATapes
Operating System Yersion  GO0G.21
1 | ]
|@ Applet Appletiiew skarted I_ I_ I_ 5 Local inkranet o

w22 end

2. The System Status window indicates the overall health of a system by the color of
the system icon. Green indicates that the overall health is fine; yellow indicates a
possible system problem. From the Summary menu, select System Status. For
example:

Wiewy: | Physical ;I B0 WSOPHIA | Server Status : Discovery Complete
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3. Select an item in the tree pane that shows alarm conditions, and then click the
Alarms tab to view the alarms associated with the selected item.

® |f ayellow triangle appears over an enclosure diagram, determine the cause of
the problem. Expand the tree. Correct the problem if possible. Determine if you
can proceed without affecting the installation of software. All processors, all
service processors, the $SYSTEM volume, the $DSMSCM volume, and the
$AUDIT volume must be working properly.

® |fared triangle appears over an enclosure diagram, you have a severe system
problem. Do not continue with the upgrade procedure. Contact your service
provider.

® To find out more about an item, select Display>Alarms. Click Detail on the
Alarms screen for specific information on the resource and problem.

Check Critical System Processes

Verify the status of all software processes that are critical for your system to operate
normally:

1. Make a list of all critical system processes for your system.
2. Ata TACL prompt, start SCF and enter a LISTDEV command.
3. Verify that the LISTDEYV display includes all critical processes. For example:

1> scf listdev
SCF - T9082Q02 - (15APR98) (04MAR98) - 02/23/99 13:47:49 System\ ELI
Copyri ght Tandem Conputers | ncorporated 1986 - 1998

LDev Nane PPI D BPID Type RSi ze Pri Program
0 $0 0,5 1,5 (1,0) 102 201 \ELI.$SYSTEM SYS00. Csl MAGE
3 $YMOP 0, 256 1, 256 ( 6,4) 80 205 \ ELI. $SYSTEM SYS00. Csl MAGE
5 $z0 0,7 1,7 (1,2) 102 200 \ ELI.$SYSTEM SYS00. Csl| MAGE
6 $SYSTEM 0, 257 1, 257 ( 3,42) 4096 220 \ELI.$SYSTEM SYS00. CSI MAGE
7 $ZOPR 0,8 1,8 (1,0) 102 201 \ELI.$SYSTEM SYS00. CsSl| MAGE
59 $ZZKRN 0, 15 1,18 (66,0 ) 132 180 \ELI.$SYSTEM SYS00. OZKRN
60 $ZZWAN 0, 267 1, 274 (50,3 ) 132 180 \ELI.$SYSTEM SYS00. WANMGR
61 $ZZSTO 0, 272 1, 280 (65,0 ) 4096 180 \ELI.$SYSTEM SYS00. TZSTO
62 $ZZLAN 0, 14 1,15 (43,0 ) 132 180 \ELI.$SYSTEM SYS00. LANVAN
66 $ZSNET 0, 15 1,18 (66,0 ) 132 180 \ELI.$SYSTEM SYS00. OZKRN
67 $ZNET 0,3 1,14 (50,63) 3900 175 \ELI.$SYSTEM SYS00. SCP
70 $zZMD1 1,11 0,0 (45,0 ) 132 201 \ELI.$SYSTEM SYS00. Q OMON
71 $ZMDO 0, 13 0,0 (45,0 ) 132 201 \ELI.$SYSTEM SYS00. Q OMON
72 $ZLOG 0,285 0,0 ( 1,0 ) 4024 150 \ELI.$SYSTEM SYS00. EMSACOLL
82 $TAPEO 0, 277 1,272 (4,9 ) 2048 200 \ELI.$SYSTEM SYS00. OTPPROCP
89 $DSMSCM 0,280 1,269 ( 3,41) 4096 220 \ELI.$SYSTEM SYS00. TSYSDP2
90 $DATAl4 2,268 3,264 ( 3,41) 4096 220 \ELI.$SYSTEM SYS00. TSYSDP2
98 S$AUDI T 0, 279 1, 270 ( 3,41) 4096 220 \ELI.$SYSTEM SYS00. TSYSDP2
111 $ZTCP1 1,281 0,299 (48,0 ) 32000 200 \ELI.$SYSTEM SYS00. TCPI P
112 $ZTCPO 0,288 1,278 (48,0 ) 32000 200 \ELI.$SYSTEM SYS00. TCPI P
113 $ZTNTO 0,298 1,276 (46,0 ) 6144 170 \ELI.$SYSTEM SYS00. TELSERV
140 $ZTN20 2,287 3,273 (46,0 ) 6144 170 \ELI.$SYSTEM SYS00. TELSERV
142 $ZTC20 2,286 3,272 (48,0 ) 32000 200 \ELI.$SYSTEM SYS00. TCPI P
196 $ZPH 0,268 1,288 (1,0 ) 4024 198 \ELI.$SYSTEM SYS00. EMSACOLL
199 $714W 3,35 0,0 ( 1,30) 132 150 \ ELI. $SYSTEM SYS00. EMSDI ST
205 $714X 2,23 0,0 ( 1,30) 132 150 \ ELI. $SYSTEM SYS00. EMSDI ST
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Check the Status of the ServerNet Addressable Controllers
(SACs)

Check the status of the SACs in the ServerNet LAN Systems Access (SLSA)
subsystem using SCF:

5> scf

SCF - T9082Q02 - (15APR98) (04MAR98) - 02/23/99 14:11:31 System \ ELI
Copyri ght Tandem Conputers | ncorporated 1986 - 1998

(I nvoki ng \ ELI . $SYSTEM SUPER. SCFCSTM

1-> assune $zzl an

$ZZLAN 2-> status sac *

SLSA Status SAC

Name Omner State Trace Status
$ZZLAN. M OEOQ. O 0 STARTED OFF
$ZZLAN. E0153. 0 0 STARTED OFF
$ZZLAN. E0153. 1 0 STARTED OFF
$ZZLAN. TR1. O 0 STARTED OFF

The SACs must be in the STARTED state before continuing with the migration.

Check Disk Subsystem Status
Verify that these disk volumes are started:
® $SYSTEM (mirrored volume)
® The volume containing the DSM/SCM target subvolume (by default SDSMSCM)
® The DSM/SCM Archive volume (by default $AUDIT)

Note. See the DSM/SCM User’s Guide for information on these DSM/SCM database volumes.

1. Ata TACL prompt, enter:

> SCF STATUS DI SK $*, SUB magnetic

2. Verify that the STATUS DISK display includes all the disk subsystems shown in this
example:

3> scf status disk $*, sub nagnetic

SCF - T9082G02 - (15APR98) (04MAR98) - 02/23/99 14:23:59 System \ELI

Copyri ght Tandem Conmputers Incorporated 1986 - 1998

STORACE - Status DI SK \ ELI . $SYSTEM

LDev Primary Backup Mrror M rror Backup Primary Backup
PI D PI D
6 *STARTED STARTED * STARTED STARTED 0, 257 1, 257

STORACE - Status DI SK \ ELI . $DSMSCM

LDev Primary Backup Mrror M rror Backup Primary Backup
PI D PI D
146 *STARTED STARTED *STARTED  STARTED 0, 299 1, 267

STORAGE - Status DI SK \ELI.$AUDI T
LDev Primary Backup Mrror M rror Backup Primry Backup
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PI D PI D
177 *STARTED STARTED *STARTED STARTED 0,291 1,276

3. Ifthe $SYSTEM, DSM/SCM, and Archive volumes are not listed in the display,
contact your service provider.

4. Verify that the primary path, backup paths, mirror path, and mirror backup path are
started for the mirrored $SYSTEM volume. If any paths are stopped, start them.

5. Verify that the primary path and backup path are started for the $DSMSCM volume
and the $AUDIT volume. If any paths are stopped, start them.

Check the Swap File Configuration

You must ensure that you have configured kernel-managed swap files of sufficient size
for all your system and application software processes. The optimal amount of swap
space varies, depending on the configuration of your system. The default swap files
can allocate up to 128 megabytes (MB) per processor. However, many processes and
applications require more swap space. Inadequate swap space can cause process-
creation errors, abended processes, and halts.

To check the size of the configured swap files for each processor:

1. Ata TACL prompt, start NSKCOM and enter an | NFO SWAPFI LE * command.
For example:
3> nskcominfo swapfile *

NSKCOM - T5838G05 BASE (04AUG08) - Jul 27 1998
Copyright (c) 1995, 1997 Tandem Conmputers | ncorporated

$SYSTEM SYSTEM ZSYSCFG
KMS. SWAPFI LE = 0 $AUDI TO. ZSYSSWAP. CPUO

KMS. SWAPFI LE = 1 $AUDI TO. ZSYSSWAP. CPUL
KMS. SWAPFI LE = 2 $AUDI TO. ZSYSSWAP. CPU2
= 3 $AUDI TO. ZSYSSWAP. CPU3A

KMS. SWAPFI LE

$AUDI TO. ZSYSSWAP. CPUO

Extent Size 512 di sk pages
MaxExt ent s 512

File Size 512 MB

CPU 0

Threshol d Def aul t

$AUDI TO. ZSYSSWAP. CPUL

Extent Size 512 di sk pages
MaxExt ent s 512

File Size 512 MB

CPU 1

Threshol d Def aul t

$AUDI TO. ZSYSSWAP. CPU2

Extent Size 512 di sk pages
MaxExt ent s 512

File Size 512 MB

CPU 2

Threshol d Def aul t
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$AUDI TO. ZSYSSWAP. CPU3A

Extent Size 128 di sk pages
MaxExt ent s 128

File Size 32 MB

CPU 3

Thr eshol d Def aul t

2. Verify that each processor in the system has a configured swap file of at least 256
MB in the minimum for any G-series system. Depending on how many processes
you have, your system configuration might require more swap space.

For each processor, configure at least twice as much swap space as there is
memory. For example, if you have 256 MB of memory for each processor,
configure 512 MB of swap space. If you have 1 GB or 2 GB memory per processor,
you might need additional swap space.

Note. Configure swap files if necessary. See the Kernel-Managed Swap Facility
(KMSF) Manual for information about how to configure swap files and for guidelines
about how much swap space should be allocated per processor.

3. From NSKCOM, perform a STATUS to verify which swap files are in use. For
example:

4> nskcom status swapfile *
NSKCOM - T5838G05 BASE (04AUR8) - Jul 27 1998
Copyright (c) 1995, 1997 Tandem Conputers | ncorporated

$SYSTEM SYSTEM ZSYSCFG

KMS. SWAPFI LE = 0 $AUDI TO. ZSYSSWAP. CPUO

KMS. SWAPFI LE = 1 $AUDI TO. ZSYSSWAP. CPUL

KMS. SWAPFI LE = 2 $AUDI TO. ZSYSSWAP. CPU2
= 3 $AUDI TO. ZSYSSWAP. CPU3A

KMS. SWAPFI LE

St atus of $AUDI TO. ZSYSSWAP. CPUO

CPU 0

CPU Pages: Total 32768 Reserved 9038 Avai | abl e 23730
Peak CPU Pages ever reserved 12869

Threshol d 27852 CPU pages

St atus of $AUDI TO. ZSYSSWAP. CPUL

CPU 1

CPU Pages: Total 32768 Reserved 5275 Avai | abl e 27493
Peak CPU Pages ever reserved 10978

Threshol d 27852 CPU pages

St atus of $AUDI TO. ZSYSSWAP. CPU2

CPU 2

CPU Pages: Total 32768 Reserved 8541 Avai | abl e 24227
Peak CPU Pages ever reserved 13228

Threshol d 27852 CPU pages

St at us of $AUDI TO. ZSYSSWAP. CPU3A

CPU 3

CPU Pages: Total 2048 Reserved 1541 Avai | abl e 507
Peak CPU Pages ever reserved 1638

Threshold 1740 CPU pages
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Check the Status of the Spooler Collector
Check that the spooler collector is active and not 100 percent full.

At a TACL prompt, start SPOOLCOM and issue a COLLECT, STATUS command. For
example:

1> spool com $spls; collect, status

COLLECT  STATE FLAGS CPU PRI UNIT DATA FI LE %-ULL
$S ACTI VE 3, 1 154 4 $OPS0. SPL. DATA 44

Check the Tape Drive Status
Check that the tape drive to be used to install the SUT is started and online:

1. Ata TACL prompt, enter:
> SCF STATUS TAPE $*

2. Verify that the STATUS TAPE display includes the tape subsystem you plan to use
to load the SUT. For example:

STORACE - Status TAPE \ELI. $SI L2

LDev State Primary Backup Devi ceSt at us
PI D PI D
138 STARTED 0, 295 1, 279 ONLI NE

3. If the tape subsystem you plan to use is not listed, select another tape drive or add
the tape drive to your system configuration. The state of that tape drive must be
STARTED, and the device status must be ONLINE.

4. If the status of the tape drive is stopped or not ready, start the tape drive and put
the tape drive online.
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Record the Current SYSnn

Identify and record the current SYSnn subvolume on your system. You will have to
specify this SYSnn subvolume if you need to fall back from the G06.24 RVU.

At a TACL prompt, issue the status command to determine the current SYSnn
subvolume. For example:

3> status 0,0

System \ ELI
Process Pri  PFR %AT Userid Programfile Honet er m
0,0 201 P R 000 255,255 $SYSTEM SYS01. CSI MAGE $YM OP. #CLCI
Swap File Nane: $SYSTEM #0

Back Up Important Files

Before you upgrade to the newest RVU, back up to tape critical host applications, such
as the following:

® NonStop SQL/MP files

HP recommends that you always have a current backup copy of the
$SYSTEM.SYSTEM.ZZSQLCI2 file in case you need to initialize SQL later if you
have problems with your new RVU during or after installation.

® NonStop SQL/MX files
® Spooler Control files

® TMF files
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~5  Installing the G06.24 RVU

Installing a new RVU involves these DSM/SCM tasks:

1. Receive New Software Into the Archive

2. Create a New Software Revision

3. Build and Apply the New Software Revision
Alerts

Do not use this procedure to upgrade more than one NonStop S-series server at a time
or to install SPRs.

Before you install the G06.24 RVU, these requirements must be met:

Always install the latest D46 software product version (SPR) of DSM/SCM and the
DSM/SCM client before receiving the SUT. If you are using a pre-G06.20 RVU, use
RESTORE and activate the SWID (T9298D40"AAK) product. See Appendix B,
Installing the Latest DSM/SCM SPRs and Client Software before continuing.

Note. Until the T6031ABE, or later, SPR of DSM/SCM is installed, you should select the
Receive-all-files option on all inputs into the DSM/SCM Archive whether or not you want
to manage OSS files. When the T6031ABE, or later, SPR is applied, you can then choose
the Receive-all-files only if you want to manage OSS files.

If you are managing OSS files with DSM/SCM, check that the OSS Root Name
Server $ZPNS is started and running on the DSM/SCM Target. (See Create a New

Software Revision on page 5-8.) The volume where the SYSnn is being placed
must be activated as $SYSTEM to install the OSS files. See Appendix B in the
Open System Services Management and Operations Guide or if using EasySetup,
see Section 1 in the Open System Services Installation Guide.

Install the appropriate TSM or OSM server SPRs, and upgrade the system console
to the set of software delivered on the NonStop System Console Installer CD.

Check that SPRs have been installed for SQL/MX, DP2, if needed. See Table 3-3,
SPRs Required for NonStop SQL/MX Release 2.0 Fallback, on page 3-7

Check that other SPRs required for falling back from the G06.24 RVU have been
installed, including any SPRs for SQL/MX Release 2.0. (You cannot install SPRs
required for fallback after you have installed the G06.24 RVU.) A special OSS
SPR, T8622AAH, or later, ensures backward compatibility if you need to fall back
to an RVU prior to G06.12.

Save the configuration database.

Verify system operations. Review Section 4, Preparing to Upgrade the Server
Software.
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Obtain a user name and password authorized to use the DSM/SCM Planner
Interface. See the DSM/SCM User’s Guide for more information about configuring
which users are allowed to use DSM/SCM and which tasks they are permitted to
perform.

Check that the OutsideView Startup TACL ($YMIOP.#CLCI) and EMS Event
Stream windows are open. These windows must remain open while DSM/SCM is
performing a Build/Apply; otherwise, Build/Apply errors result.

Pause the hometerm configured for use by DSM/SCM Pathway servers and other
processes when DSM/SCM is running. The default hometerm is $ZHOME. See the
DSM/SCM User’s Guide for more information about the hometerm used by
DSM/SCM Pathway servers.

If you are upgrading from the NonStop S7000 system (NSR-W), before you
upgrade to NonStop S76000 (NSR-X) / S86000 (NSR-Y) / S7600 (NSR-E),
NonStop S7800 (NSR-J), S78000 (NSR-H), S88000 (NSR-Z), change the
processor type entry in the CONFTEXT file. In the CONFTEXT file, you can specify
only one processor type. Neither NSR-D (S7400), nor NSR-W (S7000) can be in a
system with mixed processor types. Failure to change the processor type will result
in system instability and a backout to a previous RVU will be required.

For processor model S70000 running G06.24 and later, you must change the
processor type from NSR-G to NSR-C in the ALLPROCESSORS paragraph in the
CONFTEXT file. Failure to change the processor type when loading the new
SYSnn causes an immediate %100441 halt. All other references to NSR-G are still
valid, which means that any query performed on the system will return NSR-G if
the PMF is a model 1951 PMF CRU (S70000).

Back Up Important Files

If you are on a production system, make sure that important files have been backed up
(such as, TMF, SQL/MP, SQL/MX, and so forth).

Drain the spooler and back up spooler control files.
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Receive New Software Into the Archive

Receiving software into the Archive might take several hours.
To receive the SUT containing the G06.24 RVU into the DSM/SCM Archive:

1. Start TMF and DSM/SCM if they are not already running. For example:

> TMFCOM START TMF
> VOLUME $dsnmscm vol . ZDSMSCM
> RUN STARTSCM

8> startscm

DSM SCM Process Startup Function - STARTSCM - T6031D46 - (31MAR2003)
Copyright Hewl ett Packard Devel opment Conpany L.P. 1993-2003
NOTI CE: * | f the honmeterm chosen during | Nl TENV, $zhone,
* is not currently in a paused state, STARTSCM andDSM SCM
* server processes may hang indefinitely. Be sure this
* homet erm has been paused!

PATHWAY CONTROL FI LE DATED:. 21 APR 2003, 03:52:16

$Z03N: WARN - *1079* SERVER CB- 001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER | S-001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER M SERVER, NO STATI C SERVERS DEFI NED

$Z03N: SERVER OM 001, STARTED

$Z03N: SERVER SM 001, STARTED

$Z03N: SERVER SM T- 001, STARTED

$Z03N: SERVER T9154- HELP- SERV, STARTED

$Z03N: WARN - *1079* SERVER TA- 001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER Tl SERVER, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER US- 001, NO STATI C SERVERS DEFI NED

$Z03N: TCP TCP- H, STARTED
$Z03N: TCP TCP-T, STARTED

2. Start the DSM/SCM Planner Interface (Start>Programs>Dsm_scm>DSMSCM).

3. When the Logon dialog box appears, enter the user ID and password and click
OK.

The Planner Interface screen displays two dialog boxes:

® The Software in Archive dialog box lists the software that is currently in the
DSM/SCM Archive.

® The Configuration Revisions dialog box lists the current software revisions. For
example:
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Software in Archive Ed| Configuration Revisions
Loftvare Hpplication
Syr=tem Target RBevigion Date
ATINY TINY 14 11752002
Hame Received
D46 DSMFSCH 2002-11-04 Y
06 .10 FLBEK IPM5Z? 2002-04-16
-
Show inputs by group Receive software...
Target : ) ..
Copyio List products Hew softwarne revision...

vst500.vsd

4. Inthe Software in Archive dialog box, click Receive software.

The Receive Software Request dialog box appears. For example:

Receive Software Requesk El

Request name: SOFTWARE 2001-06-19:16:56

Request description:

SOF TWARE 2001-06-19:16:56

—Software name

{* Determine from incoming data

{” Provided by planner:

—Receive Options Optiong
{* Receive only changed files Input source...
" Receive all files Scheduling...

0K Cancel Help

VST505.vsd
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5. In the Receive Options group box, do the following, depending on your system
environment:

° Select Receive only changed files if you do not want to manage OSS files.

° Select Receive all files if you want to manage OSS files. If this option is
selected, the receive will take about an hour or two even if you have recently
upgraded to a new RVU.

6. Under Software name, select Provided by planner and enter a name for the RVU.
7. In the Options group box, click Input source.
The Request Source Options dialog box appears.
8. Select Tape drive.
9. From the list, select the tape drive that contains the SUT, and click OK.

The Request Source Options dialog box closes.

10. (Optional) In the Options group box of the Receive Software Request dialog box,
click Scheduling.

The Request Scheduling Options dialog box appears. Make the appropriate
selections and click OK.

{* How

" Later Date: [MOYYYY "TEEHY Time: [HH:MM AMPM

OK Cancel | Help |

VST553.vsd

The Request Scheduling Options dialog box closes.
11. In the Receive Software Request dialog box, click OK.

A Status window appears and is updated automatically at regular intervals.
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12. While waiting for the request to finish, check:

® The status of the request in the Status window. For example:

% SOFTWARE 2003-02-19:17:05 Status =01 x|

Planner: SUPER.SUPER Status last updated: 241903 1719
Request description:

SO0FTWAEE 2003-02-19%:17:05 ER25% 5IEC FULL

Request activity summany:

Input software Processing

Current activity status detail:
ttage 60, Archive software (T6991 D42 ACT 5 2)

Show EMS events

WETS1S wad

® EMS event messages to see if a new reel (or cartridge on a nonautoloading
drive) of the SUT needs to be mounted. EMS messages are displayed in the
following windows:

©  The OutsideView EMS Event Stream window

°  The EMS Events window displayed by DSM/SCM when you click Show
EMS events from the Status window

G06.24 Software Installation and Upgrade Guide—528593-005
5-6



Installing the G06.24 RVU Receive New Software Into the Archive

You can also check the Requests window to ensure that the request is finished.
(Select Requests>Requests list). For example:

== Requests o ] [

Request Statu=s Planner ID

SOFTVARE 2001-06-19:16:56 Completed Successfully

\TEENY TEENY 2 Cancelled SUPEER. SYPER
S0FTYWARE 2001-06-19:09:39 Completed Successfully SUPEER. SUPER
EXPORT FILES 2001-06-18:23:16 Completed Successfully SUPEER. SUPER
ATEENY TEENY 1 Completed Successfully SUPEER. SUPER
S0FTWARE 2001-06-18:12:31 Completed Successfully SUPEER. SUPER

Status details...

VST525.vsd

13. When the request is finished, close the Status and Requests windows.

14. Update the Software in Archive dialog box to show the newly received SUT. Select
Window>Refresh. The new SUT appears in the window:

Software in Archive |

Name Received

5UT GO&. 23 2004-08-25
GO&. 22 DSHJSUTD 2003-08-20
SUT GOG6. 18 2003-08-11

Show inputs by group Receive software...

Copyto |Target:

vst556.vsd
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15. Keep the Planner Interface open for the next task.

Create a New Software Revision

When you create a new software revision, DSM/SCM selects the products in the SUT
that are licensed for your site and replaces any previous versions of the products.

The following steps assume that you are creating a new software revision that
manages OSS files. If you are not, go to step 6 after you are in the Planner Interface
Configuration Revisions window. These instructions also assume that you have
installed OSS. To configure OSS for the first time, see the Open System Services
Installation Guide. For details on modifying a DSM/SCM target, see the DSM/SCM
User’s Guide.

1. Check that the OSS Root Name Server $ZPNS is running on the Target. The
volume where the SYSnn is being placed must be activated as $SYSTEM to install
OSS files. To determine the server process, issue an SCF STATUS SERVER
command or an SCF LISTDEV command. An example of the STATUS SERVER
command is:

TACL>SCF STATUS SERVER $ZPMON. *

SCF - T9082Q02 - (30APR03) (29JANO3) - 04/04/ 2003 14:39:49 System
\ TI NY

Copyri ght Compaq Computer Corporation 1986 - 2003

0SS St atus SERVER \ Tl NY. $ZPMON. *

Ser ver Nane State Last Error Error Det ai |
#ZNMBGQ STARTED 0 0
#ZPLS STARTED 0 0
#ZPNS STARTED 0 0
#ZTAOO STARTED 0 0
#ZTAO1 STARTED 0 0
#ZTAO02 STARTED 0 0
#ZTAO3 STARTED 0 0
#ZTA04 STOPPED 0 0
#ZTAO5 STOPPED 0 0
#ZTAO6 STOPPED 0 0
#ZTAO7 STOPPED 0 0
#ZTAO8 STOPPED 0 0
#ZTA09 STOPPED 0 0
#ZTA10 STOPPED 0 0
#ZTA1l STOPPED 0 0
#ZTA12 STOPPED 0 0
#ZTA13 STOPPED 0 0
#ZTA14 STOPPED 0 0
#ZTA15 STOPPED 0 0

Total Errors =0 Total Warnings =0
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2. In DSM/SCM, the Planner Interface, in the Configuration Revisions window, select
the target configuration.

3. Select Maintain>Target Maintenance>Modify.

a. Select the Manage OSS Files option.

4 TINY TINY Information E

CPUtype: THSR
Target description:

[¥ Manage OSS Files
—Modify defaults

Ourtput... SYSGEH...

0K Cancel Help

VST447.vsd

b. Click Output to view the default ouput values.

c. Enter default output values in the data fields as needed.

% TINY TINY Output Defaults

Output location for target reports:

Yolume for activation package/znapshot: |'I.TIH"|".$TI]5'||.||'S"|.I'I.||' j|
Target volume for new subvolumes: |$TI]5'u' j|
—Guardian defaults for new files —— —Include in activation package

ip ID: [SUPER.SUPER
Ownership ID: | | [T EMS template source files (SxxxTMPL)

Sec:ri;i received [T SPI definition files
* Set to [FWEP] IEI [ Privileged declarations files
0K Cancel | Help |
WET 4 wed
d. Click OK.
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Y TINY TINY Information

CPU type: THSR
Target description:

DSM Software Configuration Manager - Warning

[+ Manage 055 Files
According to the last snapshot, the version of

Modify defaults DSM/SCM running on iTIHY is not capable of
|7 Output... | 5v managing 05%. The Manage 055 Files checkbox
should remain unchecked until the target
DSM/SCM version is D46 or later.
OK | Cancel |

OK

kS 2 veed

Note. If you receive this error message stating that the current target is pre-D46, you can
continue with the installation if you are certain that you have installed the DSM/SCM
T6031D46 PVU or later SPR. To check the correct product version:

1. Use the following DSM/SCM VPROC commands:

> vol une $dsnscm vol . ZDSMSCM
> vproc taexe
> vproc chexe

2. Logonto Tl by running ZPHITI (page 5-19). The current target version appears.
> RUN ZPHI TI
3. To continue with the installation, click OK.

If you have previously installed the D46 DSM/SCM PVU and created a snapshot, the error
message does not appeatr.

DSM/SCM returns you to the Target Information dialog box.
4. Click OK to return to the Configuration Revisions dialog box.
5. Click OK to return to the Planner Interface.
6. Select New software revision.

DSM/SCM opens a New software revisions dialog box that shows the products in
the last software revision that was built for the target system. It might take several
minutes for the dialog box to appear.

a. Inthe New software revision dialog box, click Edit revision notes.

A Revision Notes text box containing existing revision notes appears.
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b. Add a description describing the new software revision (such as G06.24 SUT)

and click OK.

c. On the Software in Archive window, select the G06.24 RVU that was just

received into the archive and click Copy to.

File Edit Wiew Products iGroups  Requests  Maintain Tandem  window  Help

Goftware in Archive Configuration Revisions |
Softwvare Tpplication
Irstem Target Revizion Date
* A\TEENY TEENT 1 57122004
Name Received & New ' TEENY TEENY 2
GO&_ 22 SUT 2004-05-11
G0&6_18 SUT 2002-08-11 Software is for TNSfR processors, sorted by

Product Name . Release lewvel is GO6. 1%

HName Humber Yersion
055 STDLIES T&305D40 (RARD)
6761 DISK DOWWNLOAD C TO054G05 (AAF)
6761 TAPE DOWVNLOAD C TOOG5GGOS (ART)
6762 S5-PIC DOVWNLOAD TO305G07T (ARAC)
AD33806 T60IZ2G06 ()
AM3270 S5CE T2325603 (RRE)
AM3IZ2T0-610X T9371G02 (RBZ)
APE - ACCELERATED PE T2292D30 ()
RARCHUTIL - ARCHIVE ¥ T3519D20 (RAR)
ATH ADAPTEE CODE TT83806 (RAH)
Show inputs by group Receive software... ATH MONITOER PROCESS T?340G06 (RAAH)
ATH PTEACE PROD HOD T1842G06 (AAR)

Copyto

|Target:
\TEENY TEENY 2

Show products by group |

Edit revizion notes. |

Build/Apply... | Save

Cancel Revision

7. Click Continue when the Confirmation message appears:

The current contents of the new revision will be
deleted. Products named in this target’s custfile
will be required for the new revision.

‘o

vst560.vsd

VST559.vsd

Note that if there are any discrepancies between the set of products included in the
previous configuration and the set in your new configuration, a warning message
appears listing any products missing in the current configuration that were present
in the previous configuration. (These products are removed from the system by
DSM/SCM during the Build/Apply of the new configuration.)
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An example of a product version mismatch might occur when T9225D46 (TNS/R
C++ Compiler) is installed using DSM/SCM. If you are not currently running
TT9225D46, the Planner Interface displays a "Version Mismatch” message to
indicate that the version of this SPR is different from the version of the base
component. Click Continue.

Note also that for OSS files, the Activation Package contains installation
instructions for the pax files for those OSS products that contain A7CINFO files in
their distributed subvolumes. DSM/SCM will install only these pax (archive) files on
the OSS file system. Other files will be delivered to the target in the ZOSSUTL
subvolume, but will not be installed on the OSS file system. You might receive a
warning that certain OSS products (such as T6035, T5893) are not DSM/SCM
enabled. If this is the case, install them using PINSTALL/COPYOSS. See the
appropriate OSS manuals for using PINSTALL and COPYOSS.

8. Click Continue if the Non SUT Products message appears. The message lists
non-SUT products installed on the previous SYSnn that are not available on the
new configuration. For example:

Mon SUT Producks Ed |

The following products that are available with the present configuration
will be lo=st.

Do you wish to continue or cancel this request?

Product Humber
CMITODOL - CMI-TO-5CF T9539

DEFAULT DSMSTC MGR - T&368

SO0AP FOR SQL TO6042
TH&6530 - 6530 EMULAT Té6044
XML FOR 50L ToO580

Continue | Cancel |

B SE st

The New software revision list now displays the new RVU level. For example:
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8 New " TINY TINY 15 [_ 5] =]

Softvare iz for TNSFR processors, sorted by
Product Name. Release level iz GO6.21.

Hame Mumber Terzsion
6761 DISK DOVNLOAD C TOD54G05 GO6 21 (AAF) -

6761 TAPE DOYHLOAD C TOO055GO5 GO6.21(ARL) r
6762 5-PIC DOYHLOAD TOI05GDT GO&.21(RAE)

n03I3I806 T603I2G06 GO&_21()
AM3270 SCF T9325G03 GO6.21(ARE)
AM3IZ2T0-610X T9371G03 GO6.21(RACH)
APE - ACCELERATED PR TH5292D030 GO6.21()
ABCUTIL T2519D30 GO0&6.21¢)
ATH ADAPTEER CODE TT838G06 GO6.21(RARATL)

ATH MONITOE PROCESS TT810G06 GO6.21(RARATL)
ATH PTEACE PEROD MOD TT812G06 GO6.21(RAR)

ATM SCF PRODUCT MOD TT1841G06 GO6.21(AAD) %
Show products by group | Edit revision notes... |
BuildiApphy... | Save Cancel Revizion |

vst555.vsd

9. Keep the Planner Interface open for the next task.

Build and Apply the New Software Revision

The Build process creates an activation package containing all the products listed in
the new software revision.

Note. The Activation Package contains installation instructions for the pax files of those OSS
products that contain A7CINFO files in their distributed subvolumes.

To avoid disrupting other system activity, schedule the Build to run at night and the
Apply to run immediately after the Build. See the DSM/SCM User’s Guide for
information about scheduling the Build/Apply to run at different times.

To build and apply the new software revision:

1. Inthe New software revision dialog box, click Build/Apply to display the options
for your Build/Apply.

It might take several minutes for DSM/SCM to assemble the build information.
During this time, the Build/Apply Request dialog box options and commands are
dimmed and unavailable.
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Note. You might receive this message:

D5SM Software Configuration Manager - Warning E I

According to the last =napshot, the version of
DSM/SCM running on "TIHY is not capable of
managing 055. If thiz is the case, the Apply will
Fail. The Manage 055 Files checkbox should
remain unchecked until the target DSM/SCM
version is D46 or later.

0K

WETE dowsd

The message is warning you that the last DSM/SCM snapshot was created by a pre-T6031D46
version of DSM/SCM, which would be the case if you have not installed the T6031D46 product
version. If you are certain that you are on a D46 PVU of DSM/SCM, ignore the message and
continue with the G06.24 installation. If you are unsure of the DSM/SCM product version, logon
to the Target Interface (TI) by running ZPHITI (page 5-19). The current version of Tl appears
on the logon screen.

If you know that you have activated the D46 DSM/SCM product version, click OK and continue
with the installation.

If you have previously installed the D46 DSM/SCM PVU and created a snapshot, the error
message does not appear.

When the Build information is assembled, the Build/Apply Request dialog box is
refreshed. It displays default options and assigns a hame to the Build/Apply
request. For example:
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% TINY TIMY 15 Build/Apply Request

~Perform steps Request name: TIHY TIHY 15
Description:
" Build pt
A\TINY TINY 15 2002-11-07:14:48 R24 .15 SUT + 0SS
{+ Build, apply & files
process snapshot
Planner instructions to operator: |~ Editinstructions
Activation Instructions for ‘TIHY TIHY =
Thes=se are general instructions that were determined from configuration
attributes. Refer to the release documentation for detailed information LI
SYSGEM i required for this configuration. ~ Options
COLDLOAD is required for this configuration. Scheduling...
055 files will be installed. Output...
SYSGEMN...
ivati TR | :
Activation SYSnn List S¥YSnn TSV Location...
File Placement...
OK Cancel | Help |
T2, vd

2. Under Perform steps, select Build, apply & process snapshot.

3. Inthe Activation SYSnn: box, enter a unique number to create a new SYSnn
subvolume. The value nn must be a two-digit octal number in the range%00...%77.

You can issue a FILEINFO command at a TACL prompt to view the SYSnn
subvolumes that are currently on your system. (For other ways to determine the
SYSnn, see Determine the Current SYSnn on page A-3.)

> fileinfo $system *. osi mage
4. Make a note of the new SYSnn. You will specify this SYSnn subvolume when:

Using the VPROC command to verify the location and version of your firmware
Specifying the location of firmware for the new RVU

Running ZPHIRNM

Loading the G06.24 RVU

5. Click Edit instructions to display the Planner Instructions box.
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6. Edit the instructions to provide the correct (new) SYSnn number, and then click
OK.

The Planner Instructions box closes.

7. Select the Scheduling, Output, SYSGEN, TSV Location, and File Placement
options and configure as appropriate for your system. (See the DSM/SCM User’s
Guide or the online help for more information about Build/Apply Request options.)
In particular, you might want to create a system image tape (SIT) during the
Build/Apply. For example:

" TINY TINY 15 Request Scheduling Options

—Build
" How
®Later  Date: TINY time: [3:30 PM |
—Apply
" As soon as possible
@ Later Date: TNy time: [D5:00 AM

0K Cancel | Help |

WETS1 eed

8. Confirm that the spooler is active and not 100 percent full before executing the
Build/Apply request. At a TACL prompt, start SPOOLCOM and issue a COLLECT,

STATUS command. For example:

12> spool com $spls; collect, status
COLLECT  STATE FLAGS CPU PRI UNIT DATA FILE %-ULL
$S ACTI VE 3,1 154 4 $OPS0. SPL. DATA 4

9. In the Build/Apply Request dialog box, click OK.

DSM/SCM runs the Build and Apply steps and displays a Status window, which is
automatically updated at regular intervals. For example:
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®  TEENY TEENY 3 Status o ]

Planner: SUPER.SUPER Status last updated: 101103 15:43

Request description:
'‘TEEMY TEEHY 3 2003-10-11:18:34

Request activity summany:

Build Processing

Apply Twmaiting completion of Build

Create snapshot Twmiting completion of Tpply

Receive snapshot Twmiting completion of Create snapshot

Current activity status detail:
ttage 41, Create NSECOM input file

Show EMS events

WETSES eed

10. Check EMS messages for more detailed information about your Build/Apply:
a. Inthe Events window, click Refresh to see newer messages.

b. When finished viewing, click Close.

Note. If you encounter any problems, see the DSM/SCM User’s Guide or online help.

When the Build/Apply finishes successfully and a snapshot is received into the
host database:

® The Request activity summary in the Status window shows that the Build,
Apply, Create snapshot, and Receive snapshot activities finished. For example:
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% ' TEENY TEENY 3 Status - 0] x|

Planner: SUPER.SUPER Status last updated: 101101 19:58

Request description:
A\TEENY TEENY 2 2001-10-11:1%:34

Request activity summany:

Build Complete
Tpply Complete
Create snapshot Complete
Beceive snapshot Complete

Current activity status detail:

Show EMS events

WETSHE wed

® The last message in the EMS Events window shows that the input snapshot
finished successfully.

® The Requests window shows that the request is finished. (Select Requests>
Requests list).

11. Close the EMS Events, Status, and Request windows.

12. Exit the DSM/SCM Planner Interface.
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Print Operator Instructions From the Target
Interface (ZPHITI)

Print the operator instructions that you edited in Step 6 on page 5-16.
1. Enter the following from the DSM/SCM subvolume to display the TI Logon screen:
RUN ZPHI TI

DSM Sof t war e Confi gurati on Manager Tl Logon

User I D

This software is licensed by Hewl ett Packard Devel opnent Conpany L.P. and
is subject to restrictions on use, disclosure and copying and is Conmerci al
Software. If a user is an entity of the United States Governnent, only
LI M TED RI GHTS or RESTRI CTED RI GHTS are grant ed.
HP and the HP | ogo are tradenarks of
Hew ett Packard Devel opment Conpany L. P.
T6031D46"ABJ 16JAN2004

(c) Hewl ett Packard Devel opnent Conpany L.P., 1994-2002
Al'l Rights Reserved

F1- Logon F8-Cl ear entry
F15-Hel p SF16- Exi t
Ready

2. Enter your user ID and password and press F1 to log on to the Target Interface.

The Main Menu appears:

DSM Sof t war e Confi gurati on Manager Mai n Menu

\ WARRI OR Prior snapshot 2002-11-09:12:18: 44

Sel ection nunber: 0

bel ow.

1 Oeate systemreport

2 (Oeate system snapshot

3 Performtarget activities
4  Perform audit

5 Perform dat abase verify

9

Enabl e trace (for support use only)

F1- Sel ect F4- Show Messages
F15-Hel p F16- Ret urn SF16- Exi t
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3. From the ZPHITI Main Menu, enter 3 (Perform target activities) in the Selection
number field, and press F1 to display the Target Menu - Select Target screen.

DSM Sof t war e Confi gurati on Manager Target Menu - Sel ect Target

\ WARRI OR Prior snapshot 2000-09-20:12:18: 44

Sel ecti on nunber:

Choose a target selection nunber fromthe |ist below Status information is

shown for requests still in progress.
1 NEW CONFI G
2 DEFAULT
3
4
5
6
7
8
9
—=====—==—=—=—=—=—=—=—=—=—=—======—====\bre Tar get S PgDn/ PgLp:::::::::::::::::::::::::::::
F1- Sel ect
F15- Hel p F16- Return SF16- Exi t
Ready

4. Inthe Selection number field, enter the number corresponding to the logical
target to which you applied the software (selection 2 in this example), and press F1
to display the Target Menu - Select Action screen.

DSM Sof t war e Confi gurati on Manager Target Menu - Sel ect Action
\WARRIOR  Prior snapshot 2002-11-20:12:18:44
DEFAULT Last S/Wapplied on SYS 00 on 2002-11-22:12:17

Sel ecti on nunber:

bel ow.

1 Perform Revi ew apply request
2 Perform backout to S/WApplied on SYS 01 on 2000-09-13:15: 44
3 Review operator instructions for the |ast apply conpl eted.

F1- Sel ect
F15-Hel p F16- Return SF16-Exi t
Ready

5. Enter 3 (Review operator instructions for the last apply completed) in the Selection
number field, and press F1 to display the operator instructions.

6. Enter a printer location in the Print operator instructions field, and press F9 to
print the operator instructions.
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An example might look like this:

Activation Instructions for \WARRI OR DEFAULT

These are general instructions that were determ ned from configuration
attributes. Refer to the rel ease docunentation for detailed information
on mgrating to this software configuration.

1. Stop all applications. Keep OSS running.

2. Update FI RMMARE.
Run TMDS (or TSM for S-Series) to check firmwvare and perform
firmvare updates.
T7892 S70000 BOOT M LLI COD includes firmnvare changes.
T1089 S-SERIES SP FWincludes firmnare changes.

3. RUN ZDSMSCM ZPH RNM SYSnn
(Note: replace nn with correct nunber)

4. Check for $0 EMS nessages.
Correct any errors indicated in the $0 EMS nessages.
Do not proceed until this step has been successfully conpleted.
5. Coldload is required.
6. Run nerge_whatis if ZPHIRNM indicates it is needed.
7. Restart all applications.

7. Press SF16 to exit the Target Interface.

Note. If the operator instructions require you to run the INSTALLATEMPLATES macro, see If
Running INSTALLA"TEMPLATES Is Required on page A-7 for detailed instructions.

In the Activation instructions, you might see information regarding the ner ge_whati s
OSS command.

Run nerge whatis if zphirnmindicates it is needed.
When you finally run ZPHIRNM, the following lines are written to the log:

Note: nerge whatis needs to be run to update the man pages.
Files in a whatis.frag directory have changed.

The mer ge_what i s is a shell script in / bi n. It creates and updates the what i s
database used by the OSS shel | nan, apr opos, and what i s commands. You must
run the mer ge_what i s command once against each directory that contains the man
page files to be used.

You will run mer ge_what i s after using ZPHIRNM. Running the ner ge_whati s
command is documented in Steps for Running ZPHIRNM on page 10-5.
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Recovery for Problems Installing the G06.24 RVU

Recovery for Problems Installing the G06.24

RVU

If you receive an error indication in the Requests, Status, or EMS Events windows, you

might have to reinitiate the Build/Apply. See the DSM/SCM Messages Manual to
determine the nature and severity of the problem.

Cancel Pending Build/Apply Requests

Note. If you inadvertently close the Status dialog box, reopen it by selecting Requests>

Requests list and then double-clicking the request.

1. Select the request to be canceled.

2. Select Requests>Cancel request.

The cancel request action takes a few minutes to finish.

Note. If you cannot cancel the Build request through the DSM/SCM Planner Interface, use
the DSM/SCM Target Interface (ZPHITI) to cancel the request. See the DSM/SCM User’s

Guide and online help for more information.

3. Using the Planner Interface, rename the old software inputs:

a. Inthe Software in Archive dialog box, select the G06.24 RVU software input.

b. Select File>Show software input description to display the SUT Description

dialog box.

c. Inthe Software name box, edit the software input name so that another

operator will know it is a DSM/SCM input that should not be used to build a

new software revision. For example:

GO6.14 SUT Description

Software name: |Gl]ﬁ.14 DO HOT I.ISEl

Description:

X

SOFTWARE 2001-10-11:16:02 G06.14.14.0 SUT

Software vendor:
TAHDEM COMPUTERS, INC.
Software release: G06.14
Software type: SUT

OK Cancel Help

Received:
Received by:
Modified:
Modified by:

10M11/2001 £:06:56 PM

SUPER.SUPER

11562001 7:58:30 AM

SUPER.SUPER
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d. Click OK.

You must always use the new software input instead of the previously received
software input brought into the Archive.
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RN Replacing the Disk Bootstrap
Microcode (Pre-G06.06)

As of the G06.06 RVU, a new disk bootstrap program is available. If you are migrating
to the G06.24 RVU from an RVU prior to G06.06, you must replace the existing disk
bootstrap microcode with this new version, as described in this section. If you update
the disk boot code, you must down the mirrored disk. The mirror should be revived as
soon as possible after performing a system load.

In this procedure, you use the SCF CONTROL DISK, REPLACEBOOT command. See
the SCF Reference Manual for the Storage Subsystem for detailed instructions and
procedures that can help you recover if the SCF CONTROL DISK, REPLACEBOOT
command fails or if the bootstrap program is unusable.

Note. Inthe next procedure, when you enter yes (Y or y) at an SCF prompt, the action occurs
immediately. No confirmation prompt is given.

To replace the bootstrap program on the primary system disk named $SYSTEM:

1. From a TACL prompt, enter a SCF CONTROL DISK, REPLACEBOOT command.
For example:
1> scf
SCF - T9082G02 - (24SEP99) (26JUL99) - 05/04/2000 13:28:33 System
\ ELI
Copyright Conpaq Computer Corporation 1986 - 1999
(1 nvoki ng \ ELI . $SCM ZDSMSCM SCFCSTM)
1-> CONTRCOL DI SK $SYSTEM REPLACEBOOT $SYSTEM SYSnn. SYSDI SC
where nn is the number specified during the Build/Apply phase of installing the
G06.24 RVU.

SCF asks if you are sure you want to replace the bootstrap on $SYSTEM.
2. Enter yes (Y or y) to continue.

To facilitate recovery of a mirrored volume in the event of a failure, SCF asks
whether the mirror system disk should be stopped.

3. Enter yes (Y or y) to place the mirror system disk in a STOPPED state, substate
HARDDOWN.

SCF replaces the bootstrap program on the disk that is in a STARTED state.

A Caution. To avoid the potential outage of the system disk, do not start the stopped mirror
system disk until after performing a system load with the disk that has the new bootstrap
program (see Reset and Start the Mirror System Disk (If Necessary) on page 12-11).

Perform the system load using the updated primary $SYSTEM disk. Start the mirror system
disk only after a successful system load.
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==
Updating Service Processor (SP)
Firmware

Note. Update SP firmware only:
® |finstructed to do so by DSM/SCM
® |f you are not replacing the PMF CRUs in your system while migrating to the G06.24 RVU

See TSM or OSM online help for information about updating SP firmware when replacing an
I/0 multifunction (IOMF) CRU or processor multifunction (PMF) CRU.

To update SP firmware using OSM, if it is installed and configured, see Updating SP Firmware

Using the OSM Service Connection on page 7-20.

SP firmware performs vital functions for NonStop S-series servers. This section
describes how to update the SP firmware to the proper version when upgrading to a
new RVU. Table 7-1 provides an overview of firmware and SP components.

Table 7-1. Firmware Components and Associated CRUs

Exists on Exists on

Component Description PMF CRUs IOMF CRUs
SP firmware Firmware that enables the SP to X X

perform most of its functions
Processor boot code Millicode that is used to load, X

reload, and dump the processor
SCSI boot code Firmware that is downloadable to X

the SCSI controllers
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Alerts

When using the TSM Service Application to update the service processor firmware,
use the Firmware Update dialog box. Do not use the Single SP Firmware dialog
box unless instructed to do so to recover from a failed service processor update.

Check that no other service processor firmware updates are in progress before
updating service processor firmware.

Depending on your current RVU, you might have to reset all service processors in
each ServerNet fabric (X and Y) before you begin updating service processor
firmware. Failure to do so could result in the loss of certain critical system
resources.

Update first the service processor firmware in the fabric (X or Y) containing the
secondary master service processor (MSP).

If the TSM service connection is lost, reconnect by using the TSM Service
Application. If the OSM service connection is lost, reconnect using the OSM
Service Application.

If you have problems updating your SP firmware or resetting the SPs, see
Recovery for Problems Updating SP Firmware (Using TSM) on page 7-15.

Yellow caution symbols might appear on enclosure icons, both in the physical view
and in the tree pane, during the SP firmware update. These caution symbols
should disappear after the system is loaded with the G06.24 RVU.

As a precaution, download the SP firmware file (spntcde9), as described under
Download the SP Firmware File to the System Console on page 7-6. If you have
trouble updating your service processor and you cannot obtain a TSM service
connection, you can use the spntcde9 file with the TSM Low-Level Link Application
to update your SP, as described under Updating Firmware Using the TSM Low-
Level Link Application on page 7-17. If OSM is installed, you can also download
the SP firmware file (spntcde9) to the c:\osm\bin directory. You then use the OSM
Low-Level Link. See Using OSM and Downloading the SP Firmware File to the
System Console (Optional) on page 7-28.

Always check with Scout for the latest SP firmware SPRs.
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Before You Begin

Before You Begin

Verify that the system is up with at
least one processor running the
NonStop Kernel.

See Check Processor Status (Using
either TSM or OSM) on page 4-4.

Verify that you know the SYSnn for the
new RVU and for your current RVU.

® The SYSnn for your current RVU was
determined in the Record the Current
SYSnn procedure on 4-14.

® The SYSnn for the G06.24 RVU was
created during the Build and Apply
the New Software Revision
procedure on 5-13.

Verify that you know the correct
version of the SP firmware for the new
RVU and for your current RVU.

See Determine the Current and New
Versions of SP Firmware on page 7-4.

Verify that each SP is running the
correct SP version for your current
RVU.

See Verify That Your Current RVU Is
Running the Correct Version of SP
Firmware (Using TSM) on page 7-5.

Reset each service processor.

See If Necessary, Reset the SPs Prior to
Updating the SP Firmware on page 7-5.

After the SPs have updated, either TSM
or OSM asks you to reset the SP
firmware.

Optionally, download the SP firmware
file to the system console.

See Download the SP Firmware File to
the System Console on page 7-6.

For OSM, the procedure is the same. See
Using OSM and Downloading the SP
Firmware File to the System Console

(Optional) on page 7-28.
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Firmware

Determine the Current and New Versions of SP Firmware

When updating SP firmware, you need:

® The SP firmware version for your current RVU to determine that the SPs are in a
known, good state before you begin the SP firmware update

® The SP firmware version for the G06.24 RVU to verify that the SP firmware has
successfully updated

You can also use this FILEINFO command to see all the firmware currently on all
SYSnn's:

TACL> FI LEI NFO $SYSTEM SYS*. * CODE*
To determine the correct versions of SP firmware using the VPROC command:

1. Ata TACL prompt, issue the VPROC command to verify the location and version of
the SP firmware for the G06.24 RVU:

VPROC $SYSTEM SYSnn. SPCCDE9

where nn is the number specified during the Build/Apply phase of installing the
G06.24 RVU. For example:

Note. Version procedure dates might be different; these are examples only.

9> vproc spcode9

VPROC - T9617CG03 - (01 MAY 2001) SYSTEM \ TEENY Date 26 AUG 2003,
11:27: 55

COPYRI GHT TANDEM COMPUTERS | NCORPORATED 1986 - 2001

$SYSTEM SYS02. SPCCODE9

Bi nder tinmestanp: 23JUL2003 03:45:04
Versi on procedure: T1089CG06726AUGD3"23JULO3NABK
Versi on procedure: T1088CG06"26AUGD3"23JULO3NABK

2. Record the version of SP firmware.

3. Repeat Steps 1 and 2 by using the SYSnn for your current RVU. For example:

$SYSTEM SUPER 2> vproc $system sys00. spcode9

VPROC - T9617CG03 - (30 MAR 1999) SYSTEM \WARRIOR Date 21 SEP 2000,
11: 39: 58

COPYRI GHT TANDEM COMPUTERS | NCORPCRATED 1986 - 1995

$SYSTEM SYS01. SPCODE9
Bi nder tinmestanp: 10AUG2000 17:44:06
Ver si on procedure: T1089G06"31MAY00"10AURDONAAX
Ver si on procedure: T1088G06"31MAYO0"10AURDONAAX
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Version of SP Firmware (Using TSM)

Verify That Your Current RVU Is Running the Correct Version of
SP Firmware (Using TSM)

1.
2.

Log on to the TSM Service Application.
Select Display>SP Actions.

The Service Processor Actions dialog box appears. Wait for the firmware version of
each SP to appear (this might take several minutes).

Verify that the correct version of SP firmware for your current RVU is displayed for
each SP.

If any SP has a different version of SP firmware, update that SP to the correct
version for your current RVU:

a. Select Display>Firmware Update to update the SP firmware to the proper
version for your current RVU.

b. Monitor the status of the firmware update by using the Firmware Update Action
Summary:

® |f the firmware update finishes successfully, reset the SP, as described
under Resetting an SP Using the TSM Low-Level Link on page 7-18.

® |f the firmware update fails, you might have a faulty SP or a down-rev
customer-replaceable unit (CRU). Contact your service provider.

A WARNING. To avoid hardware damage, never reset an SP if the firmware update does not
finish successfully.

If Necessary, Reset the SPs Prior to Updating the SP Firmware

After verifying that the SPs are running the correct version of SP firmware for your
current RVU, and before you begin to update firmware, you might have to reset all SPs
in both ServerNet fabrics (X and Y). Failure to do so could result in the loss of critical
system resources. Each SP takes about two minutes to reset.

1.
2.

3.
4.
5.

If necessary, log on to the TSM Service Application.

From the toolbar, select SP Actions, or select Display> SP Actions to display the
Service Processor Actions dialog box.

Click Select all Y Fabric SPs.
From the Available Actions list, select Reset and then click Perform action.

Click OK in response to this message:

This action takes up to 2 mnutes for the SP to conplete the reset even if the action
appears to conplete i mediately.

This action will cause any current Firnware Update actions against this SP to abort.
Verify there are no Firnmware Updates being perfornmed on this SP before continuing.

Are you sure you want to reset this SP?
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Console

6. Verify that the SP reset finishes successfully. Wait until the display in the Action

7.

Status box shows that the reset is Completed.

If the Action Status box shows that the reset has failed or if the completed status
does not appear, contact your service provider.

Repeat Steps 3 through 6 for the X-fabric service processors.

Download the SP Firmware File to the System Console

SP firmware updates are normally performed through the TSM Service Application.
However, if you need to use the TSM Low-Level Link Application to perform firmware
updates on an SP, you must have access to spnt cde9, the SP firmware file that runs
on a system console. HP recommends that you download the SP firmware file

(spnt cde9) into the \ t sm bi n directory, although you can use any directory you

want.

1. If necessary, start an OutsideView session.

2. Select Session>Receive file to display the IXF Receive dialog box.

3. Inthe Host box enter the host system name, and the volume and subvolume
where the firmware file resides, based on the SYSnn specified during the
Build/Apply phase of installing the new RVU. For example:

\ prod2. $syst em sys01

4. Inthe File box, enter spnt cde9.
spnt cde9 appears in the Local area File Name box. For example:

5. Under Download Path, click Browse to locate and select the \ t sm bi n directory.

Under Options, verify that the Binary option is selected.

Note. If you have downloaded the spntcde9 file in previous RVU installations, verify that
the Overwrite local files option is also selected.
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Download the SP Firmware File to the System

Console
i IXF Heceive
— Host — Local
IMachine. Bvolume. Subvolurme  File: File [ ame
I'xprndE.:i;system. gz I sphtcded Ispntcdeﬂ
Dowrload Path
— Hozt Mavigatior IE:HtsmHhin Browse...
— Options
¥ Binary I Add CRLF
I Qvennite local fileg
3 Packet depth
_ll |1 3z Record length
] Carcel Help |

6. Click OK.

vst642.vsd

The Browse window closes, and an IXF - Receive dialog box appears, showing the
download progress of the spnt cde9 file. The download should take around 5

minutes.

7. When the IXF - Receive dialog box indicates that the transfer is finished, click End

Transfer.
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Application

Update SP Firmware Using the TSM Service
Application
1. If necessary, log on to the TSM Service Application.

2. If necessary, display the Service Processor Actions dialog box, either by selecting
SP Actions in the toolbar or by selecting Display>SP Actions.

E Compaq TSM™ - Service Application - % TINY
File Miew Display Summary Window  Help

GoRER=IE
= Service Processor Actions !EI

TIMY .

ﬁl ! | Service Proceszorg [SPz] | Firrnware “ersion Select all % Fabric 5Pz |

| ATIY GRP-1.M0D-1.5L0T-50 *T1089G06 OMOWODM1 SEPDO*AAT "

. Ibornal Son || GAPTMOD1SL0TS5  T1089G06% DNOVODA01SEPDIMAT  —ooot Al Fabiic 3PS |
{ Int I_S N\ GRP-2M0D0-1.50L0T-50 *T10289G06 OMOWIDM01 SEPOOMAAT Show attibutes, |
: nermna_vu | GRP-2M0D-1.5L0T-55 T1089G06 ONOVODA01 SEP I0AAAT
- ] sRP-1
. RP-2 Firmware Yerzion Type
. . Fi Tapes %' Service Processor

" Processor Boot
q | _,I " SCSI| Baoot
* ihdicates primany 5P
—&vvailable Actions

Ferfarm acton
WTIMY Systern Cwvervie 5P Responsive Test
@ K_Fabric w GRP-1

@ ¥_Fabric w GRP-2

—Action Status :
Rezource Action Shatis
— Action Detail Save.., |
:I Help |
;I | Cloze I

vst630.vsd
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3. Using the Service Processors (SPs) list, determine which fabric (X or Y) contains
the secondary master service processor. (You must choose this fabric when you
begin updating service processor firmware):

® |f an asterisk appears on the line for GRP-1.MOD-1.SLOT-50, then the Y fabric
contains the secondary master service processor; choose the Y fabric for the
remaining steps in this procedure.

® |f an asterisk appears on the line for GRP-1.MOD-1.SLOT-55, then the X fabric
contains the secondary master service processor; choose the X fabric for the
remaining steps in this procedure.

4. Select Display>Firmware update.
The Firmware Update dialog box appears.

5. From the Resource Type list, select Service Processors, Y-side if you have
chosen to update the service processors in the Y fabric, or Service Processors,
X-side if you are updating the service processors in the X fabric.

6. From the Display list, select All to display the selected resources in the Available

area.
Il Firmware Update I =]
= Ayailable
Resource Type: IService Processors, ¥-side j Dizplay: IM "I
Mame | Current Werzion | File “'ersion |

IOMF.SP.GRP-21.M00-1.5L0T-50  T1083G0E™31kAYDO™ OALGOD " Ad, T1089G0E"31 A 00 DALIGOD Ak
PMF.SP.GRP-1.MO0D-1_5LOT-50 T1089G05"™ 31 MAY 0™ DALGOO Ak T1089G06"™ 31 MAY00™ QALGO0 A4
PMF.SP.GRP-2ZMOD-1_5LOT-50 T1089G0E"™ 31 MAY 0™ DALGOO Ak T1089G0E"™ 3 MAY00™ QALGO0" A4

Lol | Add all Hemawe | Hemme &l

— Selected

Mame | Current Wersion | File ersion |

Firrmyare zource file location: I SEecifi -:uther...l

Firrware zource file wersian: I

| Eertarm actiu:unl |.-’-'-.|:ti|:|n status...l Cloze | Help |

VST645.vsd

7. Click Add all to move the resources to the Selected box.

8. Click Specify other to display the Specify Firmware File Location dialog box.
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9. Enter the new file location. Use the $SYSTEM.SYSnn subvolume created during

the most recent DSM/SCM Build/Apply. For example:

Specify Firmware File Location

Enter firmware file location and name:

$volume.subvolume

=]

$system.sys02

File name

SPCODE9

Ok

Cancel

Help

10. Click OK.

11. Click Yes when a message appears, warning that you have specified a
nonstandard firmware file location.

VST646.vsd

You have specified a nonstandard firmnaare | ocation.
Conmpaq TSMwill try to get the firmvare i nformation.
Do you want to use this nonstandard firmwvare | ocation?

TSM retrieves firmware information, and the firmware source file version shows the
new version in the Firmware Update dialog box. (Note that the following examples

It may take a few seconds.

might not match the latest firmware version.) For example:

T1089@6"02DECO2" 11 DECO2™ ABI

Update SP Firmware Using the TSM Service
Application

aelecked

M ame Current Wersion

File Wersion

PHF.SP.GRP-1.M00-1.5LOT-55 T1089G0E™02DECOZ™ 1 DECOZ" AR
PMF.SP.GRP-2.M00-1.5LOT-55 T1089G0E™02DECOZ™ 11 DECOZ"ABI

T1089G0R™02DECO2™ 1DECOZ"ABI
T1089G0R™02DECO2™11DECOZ"ABI

Firrnware zource file location; |$s_l,lstem. a1 SPCODES

Specify ather...

Firrnweare source file version: |T'I 089G0E"020ECO2™11DECO2 AR

| | Action statusz. .

Help |
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Update SP Firmware Using the TSM Service

Updating Service Processor (SP) Firmware
Application

12. From the Firmware Update dialog box, click Perform action.

The update starts, and the Firmware Update Action Summary dialog box appears.

Updati ng each service processor takes approxinmately ten
m nutes, and updating a master service processor takes
approxi mately twenty m nutes.

13.Monitor the status of the service processor firmware update in the Firmware
Update Action Summary dialog box.

a. Verify that the firmware update for every SP on the chosen fabric (X or Y) has
started.

Firmware Update Action Summary

Rezource Action Statuz

= |OMF.5P.GRP-21_MOD-1.5L0T-50 5P Firmware Load 5Specific Started ﬂ
= PMF.SP.GRP-1. MOD-1.5LOT-50 5P Firmware Load 5pecific Started

= PMF.SP.GRP-2.M0OD-1.5L0T-50 SP Fumware Load Specific Started LI

VST647.vsd

b. Verify that the status of all SPs changes to Completed.

14. Click Yes when asked if you want to reset all SPs that were successfully updated.

Al'l of the service processor (SP) firmnare updates have conpl eted successfully.

In order for the firmvare to be used, a reset nust be perfornmed on each SP.

Answering “Yes” will automatically reset all successfully updated SPs in this group.
Answering “No” will require each SP to be individually reset.

If the master service processor (MSP) is reset, you mght |ose the Conpag TSM servi ce
connection with the S-series server. Use the System “Session Responsive Test” action
to determne if your current service connection is active.

Do you want to automatically reset all successfully updated SPs in this group?

15. Click OK when you are notified that all the SPs have been successfully reset.
All service processors (SPs) that had firmware updates applied have been reset successfully.

The Firmware Update Action Summary dialog box confirms that the SPs have
been reset. For example:

=1o1x]

Firmware

Resource Action Status

Completed

PMF.SP.GRP-1.K400-1.5L0T -55

FF.SP.GRP-2.M00-1.5L0T-55 Rezet Completed
FrF.5P.GRF-1.M00-1.5L0T-55 SP Firmware Load Specific Completed
PrF.SFP.GRP-2.M0O0-1.5L0T-55 SP Firmware Load Specific Completed
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Update SP Firmware Using the TSM Service
Application

16. Verify that the correct firmware version is loaded for each SP:

17.

a.

If necessary, log on to the TSM Low-Level Link Application and perform a
System Discovery. (Do not log off the TSM Service Application.)

Display the Service Processor Actions dialog box, either by clicking SP
Actions in the toolbar or by selecting Display>SP Actions.

Check that the firmware version and date appear in the Service Processors
(SPs) list.

Click Refresh to update the information in the Service Processors (SP) list.
This step might take several minutes.

Verify that the correct version of SP firmware is displayed in the Service
Processors (SPs) list:

The service processor is successfully updated and reset if the firmware
version and date for all SPs in the chosen fabric are exactly the same as
the VPROC version of the SP firmware for the G06.24 RVU.

A service processor in the chosen fabric did not successfully update or
reset if it has a firmware version and date that are not exactly the same as
the VPROC version of the SP firmware for the G06.24 RVU.

Follow the directions in Recovery for Problems Updating SP Firmware
(Using TSM) on page 7-15 before you proceed to update the service
processors in the other fabric. Every SP on the chosen fabric must be
successfully updated and reset before updating the SPs on the other
fabric. This step is necessary to ensure that the firmware is operating

properly.

After you have verified that the correct version of SP firmware appears in the
Service Processors (SP) list for the service processors in the chosen fabric, return
to the TSM Service Application and repeat Steps 5 through 16 for the service
processors in the other fabric.

The firmware version for all SPs should now show the latest version. This example
shows T1089G06"ABI:
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wois Compag TSM - Low-Level Link Application - \MINDEN

File iew Dizplay  Summary  Operations

Update SP Firmware Using the TSM Service
Application

Help

Esten Disu:u:uver_l,ll Shart Speten | Susten Eatwer Elffl Eroressan Statis | S EEtTE I SEten Ak

i Service Processor Actions M= E |

Service Processors [SPs]

| Firrnware ersion

Select all X Fabric 5Ps |

GRP-1.MOD0-1.5L0T-50
GRF-1.M0D-1.5L0T-55
GRP-2MOD0-1.5L0T-50
GRP-2MO0-1.5L0T-55

1]

* T1089G06™02DECO2™1DECHZ AR
T1089G0E"02DECO2™11DECO2 AR
= T1089G0E"02DECO2™11DECOZ AR
T1089G0E"02DECOZ2™11DECOZ AR

Select all'Y Fabric 5Ps |

St Etintauies, |
Refrezh |

Firmware Yerzion Tepe
% Service Processor

" Processor Boot
i~ SCS| Boat

| ©

* indicates prirmarny 5P

—&avalable Actions

|SF' Responzive Test

EErtEr akiE

Firrnware File: ISPNTEDEE

—Action Status
Rezource
GRP-2MOD-1.5L0T-55
GRP-2M0O0-1.5L0T-55
GRP-2M0O0-1.5L0T-55

Action

5P Rezponzive Test

Statuz

Completed
Completed
SP Firrmware Loac SpecCompleted

—&ction Detail SEvEL |
ﬂ Help |
ﬂ | Cloze I

J o— I LLL: root J Logged on I|-|-|-|-|- J SN G814

w1 end

If all SPs were updated successfully, you can skip to Section 8, Updating

Processor Boot Code on page 8-1.

Otherwise, continue with Determining If a

Problem Has Occurred on page 7-14 to diagnose and correct problems you

encountered.
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Determining If a Problem Has Occurred

Note. Note that once the firmware update finishes and the SP is successfully reset, it can take
up to 20 minutes before the Service Processor Firmware Version attribute is updated to display
the new information.

Follow all the verification steps included in the SP firmware update procedure.
Otherwise, you might not know that the firmware update or reset did not finish
successfully.

Verify the Firmware Updates (Using TSM)

1. Double-click the group containing the PMF or IOMF CRU containing the SP whose
status you want to verify.

2. Right-click the PMF or IOMF CRU and choose Attributes from the shortcut menu.
The Attributes dialog box appears.

3. From the Component/Subcomponent list, select Service Processor.

4. Under Attributes, scroll down to display the Service Processor State or Tandem
State (depending on your version of client software). This state should be
Updating, indicating that the firmware update is in progress for the SP.

Problems Updating SP Firmware (Using TSM)

A few indications that a problem has occurred when updating firmware are:

® The status indicates that the SP Firmware Load failed. For example:

Rezource Achion Status
PIF SP.GRP-2MOD-15LOT A5 5P Furware Load Specific Failed -
FMF.SP.GRP-2M0D0-15L0T-65 Reset Completed -

St deta I Ak At Cloze Help |

VST680.vsd

® The SP Firmware Load for a service processor does not start, and no status is
shown for that SP.

® The status indicates that the SP Firmware Load started, but the status has not
changed to Completed within a reasonable amount of time.

Note. Updating a service processor takes about ten minutes, and updating a master
service processor takes about twenty minutes.

® The status indicates that the SP Firmware Load is finished, but the correct version
of SP firmware does not appear after that SP is reset.
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If any of these problems occur, see Recovery for Problems Updating SP Firmware

(Using TSM) on page 7-15.

Other Indications of SP Firmware Update Problems

These problem indicators, which might occur if you are having problems with your SP
firmware updates, should disappear after you reload the new operating system:

® Yellow caution symbols on enclosure icons
® A degraded State in the Attributes pane

Problems Resetting an SP (Using TSM)

During the multiple firmware update procedure, you might see that an SP has updated,
but has not reset automatically. In this case:

1. From the Firmware Update Actions Summary display, verify the SP has been
reset. (The action Reset and status Completed should appear for the SP.)

2. If the Resource, Action, and Status indications remain missing for that SP after 25
minutes or so, try resetting the SP, as described under Resetting an SP Using the
TSM Low-Level Link on page 7-18.

Recovery for Problems Updating SP Firmware
(Using TSM)

If an SP Firmware Update Fails

A WARNING. To avoid hardware damage, never reset an SP if the firmware update does not
finish successfully

1. Verify that the SP is responding, as described under Checking the State of the
Service Connection.

® |fthe SP is not responding, contact your service provider.
® |fthe SP is responding, continue with Step 2.

2. Try to update the firmware, as described under Correcting a Failed SP Firmware
Update (Using TSM) on page 7-16.

3. Ifthe SP is responding but the firmware update fails again, try updating the
firmware, as described under Updating Firmware Using the TSM Low-Level Link

Application on page 7-17.
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Checking the State of the Service Connection

1. Using the TSM Service Application, open the Service Processor Actions dialog
box, either by clicking SP Actions on the toolbar or by selecting Display>SP
Actions.

From the Available Actions list, select SP Responsive Test.
Select the SP you want to test by clicking on it in the Service Processors (SPs) list.

Click Perform action.

a b 0D

Monitor the action in the Action Status box.

® Your service connection is active if the SP Responsive Test finishes
successfully.

® |fthe SP Responsive Test fails, wait one minute and retry the SP Responsive
Test action. If the SP Responsive Test fails again, you might have a hardware
problem. Contact your service provider.

Correcting a Failed SP Firmware Update (Using TSM)

When an SP fails to update using the multiple firmware update, a TSM Service
Application message appears. For example:

2 SP(s) successfully firmvare updated. 1 SP(s) failed to conplete firnnare update. In
order for the firmvare to be used, a reset nust be performed on each SP. Answering
Yes will automatically reset all successfully updated SPs in this group. If the

mast er processor is reset, you mght |ose the TSM servi ce connection....

1. Click Yes to automatically reset the SPs that updated successfully.

2. Select Display>Single SP Firmware Update facility to update each SP that failed
or did not start.

3. Monitor the status of the firmware update in the Firmware Update Action Summary
dialog box:

® |f the firmware update finishes successfully, reset the SP, as described under
Resetting an SP Using the TSM Low-Level Link on page 7-18.

® |f the firmware update fails again, you might have a faulty SP or a down-rev
customer-replaceable unit (CRU). Contact your service provider.

A WARNING. To avoid hardware damage, never reset an SP if the firmware update does not
finish successfully.
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Updating Firmware Using the TSM Low-Level Link
Application

Updating Firmware Using the TSM Low-Level Link Application

If you are unable to use the TSM Service Application, you can still update each SP by
using the TSM Low-Level Link Application, if you have downloaded the firmware file
spntcde9, as described under Download the SP Firmware File to the System Console

on page 7-6. This scenario might occur if you are unable to log on to the TSM Service
Application because the NonStop Kernel operating system is not running on your

system.

1. If necessary, log on to the TSM Low-Level Link Application and perform a System

Discovery.

2. From the toolbar, click SP Actions, or select Display>SP Actions.
The Service Processor Actions dialog box appears.

3. From the Available Actions list, select Firmware Update.

The Firmware File box appears.

ws Compaq TSH - Low-Level Link Application - \MINDEN

File

Yiew [Dizplay  Summary  Operations

Help

=] Discnver_l,ll Starh S ieten | Syster Eataer Elffl Eracessarn Statis " SHE .ﬂu:tiu:unsl Susten et

i S ervice Processor Actions M=l |

Semvice Processors [SPs)

| Firrmeare Yersion

Select all ¥ Fabric SPs |

GRP-1.MO0-1.5L0T-50
GRP-1.MO0-1.5L0T-55
GRP-2MO0-1.5L0T-50
GRP-2MO0-1.5L0T-55
GRP-21.:00-1.5L07-50
GRP-21.M00-1.5L0T-55

1]

* T1083G06™0M OVOO 01 SEPDO"AAE
T1083G06™10M 00001 SEPODL " AE
* T1089G06™10M OW00 01 SEPOD ™ AAE
T1083G0E™1 0N OO0 "I SEPOD A
= T1089G06™10M OW00 0 SEPOD™AAE
T1083G06™1 0N OO0 01 SEPOD "AsE

Select all Y Fabric SPs |

St athttes, |
Fiefresh |

Firrmware “Wersion Type
i Sepvice Processor

' Processor Boot
i~ SCS| Boat

| W

* indicates primarny 5P

— Avwaillable Achionz

S5F Responzive Test

Firrrware File: | T

Eertarm st

Firmware File box appears when the

Firmware Update action is selected

VST660.vsd

4. Select the SP to be updated in the Service Processors (SPs) list.

5. Click Perform action.
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6. When the SP update finishes successfully, reset it, as described under Resetting
an SP Using the TSM Low-Level Link on page 7-18.

A WARNING. To avoid hardware damage, never reset an SP if the firmware update does not
finish successfully

See the TSM Low-Level Link Application online help for more information.

Resetting an SP Using the TSM Low-Level Link
To reset an SP, use the TSM Low-Level Link Application:

1. Log on to the TSM Low-Level Link Application and perform a System Discovery.

2. From the toolbar, click SP Actions to display the Service Processor Actions dialog
box.

3. Select the service processor to be reset.
4. From the Available Actions list, select Reset.
5. Click Perform Action.

6. Click OK when the warning message appears.

This action takes up to 2 mnutes for the SP to conplete the reset even if the action
appears to conplete i mediately.

This action will cause any Firmvare Update actions against this SP to abort.

Verify there are no Firnmware Updates being perfornmed on this SP before continuing.
Are you sure you want to reset this SP?

7. When the status of the reset action appears as Completed in the Action Status

box, click Refresh to update the information in the Service Processors (SPs) list.
For example:
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M service Processor Actions = |EI |£|
Service Processors (SPs] | Firmwars Version Select all ¥ Fabric SPs |
GRP-1.K00-1.5L0T-50 * T1089G0E™02DECO2™11DECDZ AR -
GRP-1.M0D-1.5L0T 55 T1089G06"02DECD2"11 DECO2" AR Seloct ll Y Fabiic 5P |
GRP-2MOD-1.5L0T-50 * T1089G05"02DECO2"11DECOZ A8 ET |
GRP-Z.MO0-1.5L0OT-55 T1089G06™020ECOZ2"11DECOZ2 AR

Refrezh |

Firrnware Werzion Tupe
% Sepvice Processor
™ Processor Boot

a | *] " SCSIBaot

* ihdicates primary SP

— Available Actions
Firmware pdate i Perform action
5P Responzive Test

— &ction Status :
Fezource Action Skabuz

GRP-2.K00-1.5L0OT-55 Reszet Completed
GRP-1.MO0D0-1.5L0T-55 Fezet Completed

— fction Detail Save... |

Date: 02/07/03 i’ Help |

Time: 11:27:01
Initiator: BAMDEAKIN A 2K LI

Cloze |

8. Verify that the correct version of SP firmware appears in the Service Processors
(SPs) list.

9. Click Close.
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Connection

Updating SP Firmware Using the OSM Service
Connection

Use this procedure only if OSM is installed and configured. If TSM is installed and is
your default, use the TSM Service Connection to update your SP firmware.

Notes for Using OSM to Update SP Firmware

The Multi-Resource Actions dialog box is used to update the SP firmware.
After the SP firmware update is complete, you are asked to reset the SP.

The T2752AAl or later OSM Service Connection browser session starts in a new
browser window and eliminates the use of standard Internet Explorer buttons. After
the browser session begins, you can close the original IE window. (Clicking the
Internet Explorer’s Refresh ends your current OSM Service Connection session
and forces you to open a new browser window to reestablish a new connection to
the system you are monitoring.) If you have a previous OSM Service Connection
version, use OSM Refresh, Reanalyze, or Rediscover actions for updating
interface display for the desired resource objects.

(Optional) Before you begin updating your SP firmware, you should download the
spntcode9 file. The procedure for downloading the spntcode is similar to the
procedure documented in Download the SP Firmware File to the System Console
on page 7-6. The entire path to the SP file (spnt cde9) for OSM in the Firmware
File box is:

C.\ osm bi n\ spnt cde9

Firmware Update for Fabric Side-Y (Using OSM)

These instructions require that you have already installed and configured OSM and
have previously logged on to the OSM Service Connection and initiated a server
connection. If you have not, see the OSM Migration Guide.

1.
2.

Log on to the OSM Service Connection.

Before and after updating firmware, use the OSM Service Connection to check for
connection status. From the Summary menu, select Connection Status. At least
two IP addresses should be listed, and the Status should display Up.
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A O 2
Summary  Tools Window Help
= Froblem
MY action & TOYS2

Alarms

Cannect

4} Connection Status - 4 TOYS

IP Address 1 Status
16107433120 4]
1610743311 4]
16107133122 4]

vt 2ovsd

3. Select Display>Multi-Resource Actions. The Multi-Resource Actions screen
appears with unselected fields.

i Multi-Resource Actions - % SOPHIA

Selection Criteria

n Action IN::: actions LI

=l VR Nl SElect & resource type

Fitter by I Ma fitter availakle LI ahd I Mo fitter availakble LI
VST938.vsd
4. From the Resource Type list, select SP.
5. From the Action list, select SP Firmware Update.

6. In the Filter by list, select the appropriate filter, Logical:Fabric Side-Y first. For
example:

- =election Criteria

Resource Type |SP LI Action |SP Firmware Update LI

Fiter by |Logical:Fabric Side - ¥ | and

VST939.vsd

It might take a minute or so, for the SPs appear to appear in the SP Firmware list.
At this point in the update process, the Compare State displays “Same”. For
instance, the current firmware version might display
T1089G06"07NOV03*270OCT0O3"ABL. For example:
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=P Firtmweare

Default File Yersion Yersion Compare State

T1039G06 07 MNONVOS 2T OCTOFAABL (T10893G06 07MOYOS~27OCTO3 AEL |Same
T1039G06 07 ROWOFI 2 OCTOFAEL [T1039G06 0FMOYWOS 27 OCTO3ABL |Same

VST949.vsd

After the firmware update is complete with the SPs reset, the Compare State will
display Up-rev and the firmware Version will display the new firmware file version.

7. Click Add All to add the SPs you want to update to the lower list.
8. Click Perform action.

9. Click OK when the SP-Confirm SP Firmware Update dialog box appears:

£ SP - Confirm SP Firmware Lipdate E

@ The execution of this action will prompt you to enter the location
of the file to be used for the update | e.qg. §system.sys00.cpucode?
J. Leaving it blank will result in the default file being used. The

attribute wiew displays detailed information about the default file,

Do you still wish to execute this action?

Ik | Cancel| Help |

WETDE] vsd

The SP - Parameter Input dialog box appears. For example:

SP (1.1.55) - Parameter Input x|

Optional Parameter © $vol subywvol file I

Cancel |

VST906.vsd

10. Enter the new file location. Use the $vol une. subvol une. fi | enane created
during the most recent DSM/SCM Build/Apply and click OK. For example:

$system sys01. spcode9

After you click OK, the number of SPs that are currently being updated appear in
the Running column under SP Firmware Update Progress. For example:
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11.

12.

13.

14.

ZP Firmmwware Update Progress (2 selected)

|2_ v Rumning l_ v Paszzed IT 3 Failed IIJ_ ? Cther

Zlose | Help |

vst945.vsd

(Under Resource Name, the SP that has initially been updated displays a grey
checkmark beside it. The other SP, awaiting update, displays a yellow question
mark.)

To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and their overall progress.

The SP Firmware Update Progress bar keeps track of the number of SPs that pass
the firmware update. When all the selected SPs have completed the firmware
update, the Passed column displays the number of SPs that are successfully
updated.

Progress (2 selected)

I_ v Running I_E v Pazsed IIII_ 3 Failed IIII— D Cther

Cloze | Help |

WETIME vsd

You are then asked to reset each SP. For example, to reset SP 2.1.55:
The firmnvare update needs to reset the Service Processor

to activate the updated firmvare. Wuld you like to

reset the Service Processor?

Select Yes.

The number of SPs that are currently being updated appear in the Running column
under SP Firmware Update Progress. For example:

Reset Progrezs (2 selected)

IT w’ RURRNIAG IT % Pazzed o0 3 Faied IT Z other

VST966.vsd

The message is displayed for all SPs that must be reset.

To verify that firmware resets are in progress, select Action Summary. The Action
Status Summary window appears with information about recent actions, including
their status and their overall progress. For example:
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2 Action Status Summary - \TINY - Microsoft Internet Explorer

La=t Update Time | I Resource I Action State
Mar 31, 2004 05:16:33 PMW PST SP (2.4 .50) Reset Pazzed
Mar 31, 2004 05:16:32 PMW PST SP A 50) Reset Pazzed
Mar 31, 2004 05:13:42 PMW PET SP(1.1.500 SP Firmweare Update Feply Reguested
Mar 31, 2004 0512221 PM PET SP2.1.800 P Firmwware Update Reply Reguested
Mar 31, 2004 04:58:21 PM PET SP1.1.585) P Firmwware Update Paz=ed
Mar 31, 2004 04:57:12 PM PET SP21.85) P Firmwware Update Paz=ed

WETOEEd

The Reset Progress bar keeps track of those SPs that pass the firmware reset.
When all the selected SPs have completed the reset, the Passed column displays
the number that are successfully reset. (A green checkmark replaces the grey
checkmark by the SP under Resource Name in the SP Firmware resource list).

Reset Progress (2 selectzd)

IEI_ v Running |2_ v Pazzec IT ¥ Failed IIZI_ D Cther

WETOET vsd

Firmware Update for Fabric Side-X (Using OSM)

Note. You can begin this procedure for updating the X-side by using Remove All to delete the
resources for the Y-side update. All the steps are the same, except the change filter message
is not displayed and Step 2 is unnecessary.)

1. From the Filter by list, select the appropriate filter, Logical:Fabric Side-X. The
following message appears:

Changing a required filter results in your
sel ections being cleared.

Do you still wish to change the filter?
Click OK.

Click Add All to add the SPs you want to update to the lower list.

Click Perform action.

a b 0N

Click OK when the Confirm SP Firmware Update dialog box appears.

The SP-Parameter Input dialog box appears.
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6. Enter the new file location the SP - Parameter Input dialog box. Use the
$vol une. subvol une. fil enane created during the most recent DSM/SCM
Build/Apply and click OK. For example:

$system sys01. spcode9

After you click OK, the number of SPs that are currently being updated appear in
the Running column under SP Firmware Update Progress.

7. To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and their overall progress.

The SP Firmware Update Progress bar keeps track of the number of SPs that pass
the firmware update. When all the selected SPs have completed the firmware
update, the Passed column displays the number of SPs that are successfully
updated.

You are then asked to reset each SP.

The firmwvare update needs to reset the Service Processor
to activate the updated firmvare. Wuld you like to
reset the Service Processor?

8. Select Yes.

9. To verify that firmware resets are in progress, select Action Summary. The Action
Status Summary window appears with information about recent actions, including
their status and their overall progress.

The Reset Progress bar keeps track of the number of SPs that pass the firmware
reset. After a few minutes, the SP is reset. When all the selected SPs have
completed the reset, the Passed column displays the number that are successfully
reset. (A green checkmark replaces the grey checkmark by the SP under
Resource Name.)

After the firmware update is complete and the SPs reset, the Compare State
displays “Up-rev” and the firmware Version displays the new firmware file, such as,
T1089”"25MAR04"09MARO4"N ABM For example:

Nersion | Compare State

T1039G06 07 MONVOF 2V OCTOS AEL |Same
110390623 ARDS DI AR04 280 Lp-rew
WETERR wed
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Verifying the SP Firmware Update (Using OSM)

1.

2.
3.

In the OSM Service Connection, double-click the group containing the PMF or
IOMF CRU containing the SP whose status you want to verify.

Right click the SP. Select Attributes from the menu.
The Compare State should display Up-rev.

You can also use the OSM Low Level Link Application to verify the firmware update:

1.

Log on to the OSM Low-Level Link Application. (Keep the OSM Service
Connection open.)

Display the Service Processor Actions dialog box, either by clicking SP Actions in
the toolbar or by selecting Display>SP Actions.

Check that the firmware version and date appear in the Service Processors (SPs)
list.

If desired, click either Select all X Fabric SPs or Select all Y Fabric SPs.
Select Service Processor from the Firmware Version Type.

Click Refresh to update the information in the Service Processors (SP) list. This
step might take several minutes.

Verify that the correct version of SP firmware is displayed in the Service
Processors (SPs) list:
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Service Processor Actions

Select all ¥ Fabric GPs |

Service Procezsors [SPs] I Firmware Werzion
GRP-1.M00-1.5L0T-50 * T1089G06™ 25 AR 0409 AR D4 " ABM :
GRP-1.M0D-1.5L0T 55 T10R9G05"25MAR4 DIMARO4 8B oot all ¥ Fabrie SPs |
GRP-2.M00-1.5L0T-50 * T1089G06™25MAR04 09 ARD4"ABM Chow athibutes, I
GRP-2.M0O0-1.5L0T7-55 T1029G05"25MAR04 09 AR D4 A M
| Refrezh I
Firrnware Wersion Type -
" Sepvice Processor
™ Processor Boot
( 1111 | ). r 5ES| B':":lt

* indicates primary SP

— Available Actions

Perfarm actian
Reszet
SP Responzive Test

Firrware File: IS PHMTCDES Erowse... |

— Achion Status -
Rezource Action Catuz
— Achian Detal Save... |
Help |
Cloze |
WETOED ved
8. Click Close.

If all SPs were updated successfully, you can skip to Section 8, Updating
Processor Boot Code on page 8-1. Otherwise, continue with Correcting a Failed
SP Firmware Update (Using the OSM Service Connection) on page 7-28 to
diagnose and correct problems you encountered.
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Correcting a Failed SP Firmware Update (Using the OSM Service
Connection)
When an SP fails to update using the multiple firmware update, the number of failed

SPs is displayed in the Failed column, and a red X appears by the SP that failed under
Resource name in the SP Firmware resource list:

SP Firmwware
| Resource MNatne Detfault File Matne Detfault Filz Werszion ersioh
W TNy F55 STEM Sy S00 SPCODES |T10&9G06 07 MNOY 032 OCTOI~ABL (T108930625M ARDS0TM.L
SP2.1.50) WTIMY B2 STEM Y S00 SPCODES | T10E9G0E0FNOY032TOCTOIABL | T1089306"25MAROL"03mMA,

| |

=P Firmwware Update Progresz (2 selected)

IEI_ vyﬁunning |1_ I;/’F'assed |1_ XFaiIed IIII_ ﬂ? Cither

WETHEE vsd

1. Select Action Summary.

a. When the Action Summary screen appears, select the SP action that failed.

b. Select Details from the Action Summary screen or right click on the SP
resource to find out more details about the firmware failure.

2. Correct the problem. If you cannot update or reset an SP, call your service
provider.

Using OSM and Downloading the SP Firmware File to the
System Console (Optional)

SP firmware updates are normally performed through the OSM Service Connection.
However, if you need to use the OSM Low-Level Link to perform firmware updates on
an SP, you must have access to spnt cde9, the SP firmware file that runs on a system
console. HP recommends that you download the SP firmware file (spnt cde9) into the
\ osm bi n directory, although you can use any directory you want.

1. If necessary, start an OutsideView session.
2. Select Session>Receive file to display the IXF Receive dialog box.

3. In the Host box enter the host system name, and the volume and subvolume
where the firmware file resides, based on the SYSnn specified during the
Build/Apply phase of installing the new RVU. For example:

\ prod2. $syst em sys01
4. Inthe File box, enter spnt cde9.

spnt cde9 appears in the Local area File Name box. For example:
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Using OSM and Downloading the SP Firmware File
to the System Console (Optional)

I IXF Receive
— Host —Local
IMachine. $%olume Subvolume  File: File I ame
IHpde2.$system.sysD1 I spntcded IspntcdeEl
Download Fath
— Host Mavigation IDMSMHH Browse...
— Options
¥ Binary I 4dd CRLF
¢ Overwte loca files
|3 Packet depth
_LI I‘I 3z Record length
ak. Camcel Help |

5. Under Download Path, click Browse to locate and select the \ osm bi n directory.
Under Options, verify that the Binary option is selected.

Note. Verify that the Overwrite local files option is also selected.

6. Click OK.

The Browse window closes, and an IXF - Receive dialog box appears, showing the
download progress of the spnt cde9 file. The download should take around 5

minutes.

7. When the IXF - Receive dialog box indicates that the transfer is finished, click End

Transfer.

8. See Updating Firmware Using the OSM Low-Level Link Application (Optional) on

page 7-30.
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Application (Optional)

Updating Firmware Using the OSM Low-Level Link Application
(Optional)

If you are unable to use the OSM Service Connection, you can still update each SP by
using the OSM Low-Level Link, if you have downloaded the firmware file spnt cde9,

as described under Using OSM and Downloading the SP Firmware File to the System
Console (Optional) on page 7-28. This scenario might occur if you are unable to log on

to the OSM Service Connection because the NonStop Kernel operating system is not
running on your system. For more information, see the OSM online help.

1.
2.

Log onto the OSM Low-Level Link Application.
From the toolbar, click Display>SP Actions.

The Service Processor Actions dialog box appears (similar to the TSM Service
Processor Actions dialog box).

From the Resource Type list, select Service Processors, Y-side if you have
chosen to update the service processors in the Y fabric, or Service Processors,
X-side if you are updating the service processors in the X fabric.

Under Available Actions, select Firmware Update. The SP file (SPNTCDE9)
appears in the Firmware File box.

Select the SP to be updated.
Click Perform action.

A message appears telling you that the “action may take up to 30 minutes” for
each SP. Click OK.

When all the SP updates finish successfully, reset it, as described in the OSM
online help.

A WARNING. To avoid hardware damage, never reset an SP if the firmware update does not
finish successfully.
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—8— Updating Processor Boot Code

Processor boot code controls device boot and power-on diagnostic functions.

This section describes the two common methods for updating the processor boot code
and how to use either the OSM Service Connection or TSM Service Application to
update the processor boot code for each PMF CRU in your system. See Table 8-1.

Table 8-1. Processor Boot Code to Be Updated

Product
Boot Code Number Description
S7000 boot millicode T8461 Processor boot code is the processor
(cpucode8) millicode that is used to load, reload, and
T7892 dump each processor.

S7x000, S8x000, S7800, S7400
S7600, S88000 boot millicode
(cpucode9)

Always check Scout for the latest processor boot code SPRs (T8461 and T7892).

Note. Update processor boot code only:
® |finstructed to do so by DSM/SCM

® |f you are not replacing the PMF CRUs in your system while migrating to the G06.24 RVU

A Caution. Before using the online boot code option for upgrading boot millicode to T7892ABD
or later, you must have the G06.24 or later version of either TSM server (T7945ABN) or all
G06.24 OSM server-based SPRs (along with their prerequisites) installed and configured.
Otherwise, a processor halt will result.

Read HS02865 for background information and recommended upgrade options.

With the introduction of the G06.24 RVU and the new boot code firmware (T7892ABD)
needed for the S88000 processor, potential system problems can result if you upgrade
the boot millicode and you:

® Use the explicit online command option from either the Resource Type menu in
TSM or the Action menu in OSM and

® Do not have the G06.24 or later OSM and their prerequisite SPRs or TSM SPRs
installed and started. (See HS02865, OPN T7892G07 ABD Online Boot Code
Upgrade Warning.) For a list of OSM SPRs for G06.24, see OSM Server and Client

Compatibility SPRs on page 3-8.

Even if you are not installing new S88000s, if use the explicit online boot code option
and try to update to the T7892ABD boot millicode for other NonStop S-series
processors, such as S74000, S78000, and so forth, a processor halt will occur.
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As documented in HS02865, there are at least three strategies for updating processor
boot code firmware with subsequent methods for reloading the processors. See
HS02865 for further details.

This section combines the three Hotstuff strategies into two major methods:

® Method 1: Using G06.24 OSM or TSM SPRs, Update Processor Boot Code Using
the Online Option on page 8-4

With this method, it is assumed that you have at least the G06.24 OSM and TSM
SPRs installed on your client and server. If this is the case, you can use the explicit
online boot code update available in either TSM or OSM. Note that if you are on an
S7000, the online update option does not appear.

It is possible that you can update your OSM and TSM SPRs to the latest versions,
and still decide, based on previous adhered-to practices, not to update the
processor millicode using the explicit online option. Follow the steps described in
Method 2.

® Method 2: Using Your Current Pre-G06.24 OSM or TSM SPRs, Update the
Processor Boot Code and Issue a Hard Reset or Equivalent on page 8-10

With this method, it is assumed that you have down-rev G06.24 SPRs installed on
your client and server. If this is the case, you cannot use the explicit online boot
code update. It will cause a processor halt.

It is possible that you can update your OSM and TSM SPRs to the latest versions
and still decide not to update the processor millicode using the explicit online
option available in either TSM or OSM. In that case, you must issue a Hard Reset
action or a Reload. The Hard Reset or Reload action can be performed during the
system load procedure.

G06.24 Software Installation and Upgrade Guide—528593-005
8-2




Updating Processor Boot Code Before You Begin Updating the Boot Millicode

Before You Begin Updating the Boot Millicode

Check Processor Status

Before you update your firmware, verify that the system is up with at least one
processor running a G06.00 or later version of the NonStop operating system:

1. If necessary, log on to the OSM or TSM Low-Level Link Application.
2. From the TSM or OSM toolbar, click Processor Status.

Processor status should be Executing NonStop OS.

Verify Your TSM and OSM Versions

See Determining the Current Version of OSM on page 3-9 and Determining the Current
Version of TSM Server Software on page 3-10.

Verify Location and Version of Processor Boot Code

1. Ata TACL prompt, issue the VPROC command to verify the location and version of
the processor boot code for the G06.24 RVU:

® For processor boot code for the NonStop Server S7000, enter:

>VPROC $SYSTEM SYSnn. CPUCODES

® For processor boot code for NonStop servers S7x000, S8x000, S7400, S7600,
S7800, or S78000, enter:

>VPROC $SYSTEM SYSnn. CPUCODE9

where nn is the number specified during the Build/Apply phase when you installed
the G06.24 RVU.

Note. Version procedure dates might be different; these are examples only. Bold lettering
is used to emphasize the vpr oc command and corresponding results.

(\Vitty $SYSTEM SYSO5 7> vproc cpucode9
VPROC - T9617Q03 - (07 AUG 2003) SYSTEM\ITTY Date 16 NOV 2004, 17:07:52
Copyri ght 2003 Hewl ett - Packard Devel opnent Conpany, L.P.

$SYSTEM SYS02. CPUCODE9
Bi nder tinestanp: 24AUG004 10:22:35
Version procedure: T7892Q07/23AUG04"ABDN24Aug04n

\itty $SYSTEM SYS10 6> vproc cpucode8
VPROC - T9617Q03 - (07 AUG 2003) SYSTEM\ITTY Date 16 NOV 2004, 17:07:41
Copyri ght 2003 Hewl ett - Packard Devel opnent Conpany, L.P.

$SYSTEM SYS10. CPUCODES
Bi nder tinestanp: 130CT2000 10:23:06
Versi on procedure: T8461G057120CT00”120ct 00
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Updating Processor Boot Code Method 1: Using G06.24 OSM or TSM SPRs,
Update Processor Boot Code Using the Online

2. Record the version of the processor boot code.
3. Repeat Steps 1 and 2 by using the SYSnn for your current RVU. For example:

$SYSTEM SUPER 7> vproc $system sysOl. cpucode8

VPROC - T9617CG03 - (30 MAR 1999) SYSTEM \WARRI OR Date 21 SEP
2000, 11:49:55

COPYRI GHT TANDEM COMPUTERS | NCORPCORATED 1986 - 1995

$SYSTEM SYS01. CPUCODES
Bi nder timestanp: 25AUGL999 16: 03: 25
Ver si on procedure: T8461G05"03SEP99/25Aug99

$SYSTEM SUPER 10> vproc $system sys01l. cpucode9

VPROC - T9617(03 - (30 MAR 1999) SYSTEM \WARRIOR Date 21 SEP 2000,
11: 53: 30

COPYRI GHT TANDEM COMPUTERS | NCORPORATED 1986 - 1995

$SYSTEM SYS01. CPUCCDE9

Bi nder ti nmestanp: 17JUL2000 12:45: 44
Version procedure: T7892Q06723JULO0MAAIN14Jul 00N

Method 1: Using G06.24 OSM or TSM SPRs,
Update Processor Boot Code Using the Online
Option

A Caution: Before using the online boot code option for upgrading boot millicode to T7892ABD
or later, you must have the G06.24 or later version of either TSM server (T7945ABN) or all
OSM server-based SPRs (along with their prerequisites) installed and configured. Otherwise, a
processor halt will result.

Read HS02865 for detailed background information and upgrade options.

This method allows you to update the processor boot code without resetting the
processors on completion of the update. You can use either TSM or OSM to update
the processor boot code using the online command option:

® Using TSM, Update Processor Boot Code Using the Online Option and G06.24 or
Later TSM SPRs on page 8-5

® Using OSM, Update Processor Boot Code Using the Online Option and G06.24 or
Later OSM SPRs on page 8-7
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Updating Processor Boot Code

Using TSM, Update Processor Boot Code Using the

Online Option and G06.24 or Later TSM SPRs

Using TSM, Update Processor Boot Code Using the Online
Option and G06.24 or Later TSM SPRs

Beginning with TSM 2001D (client and server versions) in G06.14, you can update the
processor boot code for NonStop S-series servers (S70000, S7x000, S7600, S7800,
S7400, S8x000) without taking the processor down for a hard reset action (or prime for
reload action). The online firmware update actions do not appear if the system is an
S7000.

A Caution. To use TSM to update processor boot code online, you must have already installed
and configured T7945ABN or later. Otherwise, a processor halt will result. If you have not
configured the latest TSM server side components, follow the instructions in Using TSM,
Update the Processor Boot Code and Issue a Hard Reset or Equivalent on page 8-10.

1.
2.

— Availlable

Resource Tepe: |Ethermet ServerM et Addressable Contraller

Log on to the TSM Service Application.

Select Display>Firmware Update.

The Firmware Update dialog box appears.

From the Resource Type list, select Online Processor Boot Code, Y-side. For

example:

| Display: Iann-rev only |

Ethernet ServerM et &ddreszable Contraller
Online Proceszor Boot Code, #4-side
:Unline Process or Boaot Code, -zide
Proceszar Boot Code, -zide
Procezsar Boot Code, v-side

SCSI Boot Code, #-zide

SC51 Boot Code, Y'-zide

Service Processors, #-side

Service Processarg, ¥-zide

Swidih CLIP

I arne

| File " erzion

VST962.vsd

4. From the Display list, select All to list the selected resources in the Available box.

5. Click Add all to move the resources to the Selected box.
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Updating Processor Boot Code Using TSM, Update Processor Boot Code Using the
Online Option and G06.24 or Later TSM SPRs

aElECiEd
M armne | Current Yersion | File %erzsion |
FROCESSORA T7B92G07 0EMOY 03 A2 1 TNowD3™  T7832G07 ™1 BNOVOZ2 A8 " 080 ct02™
PROCESSOR-2 T7892G07 0ENOVOI AAZ "1 1New03™  TTEI2GO7™EMOV02 AL 050 02"

Firrvare source file location: |$SYSTEM.SYS O0.CPUCODES Specify ather...

Firmmware zource file wersion: |T.'-"BE|2I3 07"18M 002" A 080 ct02™

WEToEd vsd

6. Click Specify other to display the Specify Firmware File Location dialog box.

Specify Firmware File Location |

Enter firmware file location and name:

$volume.subvolume

$system.sys02

File name

CPUCODES9

] Cancel Help

VST654.vsd

7. Enter the volume and subvolume where the file to use as the source for the update
resides. Use the $SYSTEM.SYSnn created during the most recent DSM/SCM

Build/Apply.
Click OK.
Click Yes when this message appears:

You have specified a nonstandard firmnaare | ocation.
Conmpaq TSMwill try to get the firmvare information. It may take a few seconds.
Do you want to use this nonstandard firmwvare | ocation?

TSM retrieves firmware information, and the firmware source file version shows the
new RVU version:

G06.24 Software Installation and Upgrade Guide—528593-005
8-6



Updating Processor Boot Code Using OSM, Update Processor Boot Code Using the
Online Option and G06.24 or Later OSM SPRs

Firmaare zource file version; T7892G07"25AUG03"AAY"22Jul03”

VST728.vsd

10. From the Firmware Update dialog box, click Perform action.
The update starts, and the Firmware Update Action Summary dialog box appears.

11. Monitor the status of the processor boot code update in the Firmware Update
Action Summary dialog box. For example:

Resource Actian Status

Dnline Firmware Load Completed

FROCESSOR-3 Online Firmware Load Completed

VST964.vsd

When the action status appears as Completed, the processor boot code update is
finished.

12. Repeat Steps 2 through 10 to update the boot code using the TSM Online
Processor Boot Code, X-side option.

13. Close the Firmware Update and Firmware Update Action Summary dialog boxes.

Using OSM, Update Processor Boot Code Using the Online
Option and G06.24 or Later OSM SPRs

If you have at least the G06.24 OSM client and SPRS installed and configured, HP
recommends use of the explicit online option because it enables you to update the
processor boot code without resetting the processors on completion of the update. You
can update the processor boot code for NonStop S-series servers (S70000, S7x000,
S7600, S7800, S7400, and S8x000) without taking the processor down for a hard
reset. The online firmware update actions do not appear if the system is an S7000.

A Caution. To use OSM to update processor boot code online, you must have already installed
and configured T2728AAL. Otherwise, a processor halt will result. If you have not configured
the G06.24 or later OSM server side components, follow the instructions to update boot code
in Using OSM, Update the Processor Boot Code and Issue a Hard Reset or Equivalent on
page 8-14.

1. Log on to the OSM Service Connection.

2. Select Display> Multi-Resource Actions. The Multi-Resource Actions dialog box
appears with unselected fields.
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Updating Processor Boot Code Using OSM, Update Processor Boot Code Using the
Online Option and G06.24 or Later OSM SPRs

i Multi-Resource Actions - % SOPHIA
Selection Criteria

=l VR Nl SElect & resource type

n Action IN::: actions LI

Fitter by I Ma fitter availakle LI ahd I Mo fitter availakble LI

VST938.vsd

3. From the Resource Type list, select Processor.
4. From the Action list, select Online Boot Millicode Firmware Update.

5. From the Filter by list, select Logical: Fabric Side-Y. For example:

& Multi-Resource Actions - Processor - Online Boot Millicode Firmware Update - 45

— zelection Criteria

Reszource Type IF‘ru:u:essu:ur LI eLtw (nly W Orline Boot Millicode Firmuwsare Upcate

Fiter by |Logical: Fabric Side - =] and |- Mo fiter selected - =]

Online Boot Milicode Firmweare

Resource Matme Default File Matme Default File Yersion Funning ersion Compare State

Processar 2 WSTART B STEM. Sy S00.CPUCODES [TYE92G07 06RO D 3 e s 1MovD. .. |TYa92G070EMOWD... |Same
Processar O WSTART GBS STEM. SN S00.CPUCODES TYE92G07 06k OO 3 e s 1MovD. .. |TYa32G070EMOWD... |Same

Kl |

B a2 | 1 A | T Remave | 1 Remove &

VETOE vsd

6. Click Add All to move the selected resources to update the lower list.

7. Click Perform Action.

8. Click OK when the Confirm Processor Boot Millicode Firmware Update dialog box
appears.

The Processor-Parameter Input dialog box appears.

9. Enter the file location. Use the $vol une. subvol une. fil enane
($SYSTEM.SYSnn) subvolume created during the most recent DSM/SCM
Build/Apply and click OK. For example:

$system sys01. cpucode9

As the firmware update is performed, information about it appears in the Progress
List.
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Updating Processor Boot Code Using OSM, Update Processor Boot Code Using the

10.

11.

12.
13.
14.
15.

16.

17.

Online Option and G06.24 or Later OSM SPRs

Procezzar Boat Millicode Firmwware Update Progress (2 selected)

IIII_ V’Running |2_ I;/Passed IIII_ XFaiIed IEI_ ‘? Cither

Close | Helg |

VST955vsd

To verify that firmware resets are in progress, select Action Summary. The Action
Status Summary window appears with information about recent actions, including
their status and overall progress.

Update the X-fabric for the processor boot code. From the Filter by list, select the
appropriate filter, Logical:Fabric Side-X.

When you change the Filter by list from Y-side to X-side, this message appears:

Changing a required filter results in your
sel ections being cleared.

Do you still wish to change the filter?

Click OK.

Click Add All or Add to add the SPs you want to update to the lower resource list.
Click Perform Action.

Click OK when the Confirm Processor Boot Millicode Firmware Update dialog box
appears.

The Processor Parameter Input dialog box appears.

Enter the file location. Use the $vol une. subvol une. fil enanme
($SYSTEM.SYSnn) subvolume created during the most recent DSM/SCM
Build/Apply and click OK. For example:

$system sys01. cpucode9

As the firmware update is performed, information about it appears in the Progress
List.

To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and overall progress.
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Updating Processor Boot Code Method 2: Using Your Current Pre-G06.24 OSM or
TSM SPRs, Update the Processor Boot Code and

Method 2: Using Your Current Pre-G06.24 OSM
or TSM SPRs, Update the Processor Boot
Code and Issue a Hard Reset or Equivalent

Note. You can also perform a hard reset using the TSM or OSM Low-Level Link on all
processors when you perform a system load instead of using the Reset action. See The Reset

Operation on page 11-8.

® Using TSM, Update the Processor Boot Code and Issue a Hard Reset or
Equivalent on page 8-10

® Using OSM, Update the Processor Boot Code and Issue a Hard Reset or
Equivalent on page 8-14

Using TSM, Update the Processor Boot Code and Issue a Hard
Reset or Equivalent

From the TSM Service Application, use the Firmware Update dialog box to update the
processor boot code offline for each PMF CRU in your system:

1. Log on to the TSM Service Application.
2. Select Display>Firmware Update.
The Firmware Update dialog box appears.
3. From the Resource Type list, select Processor Boot Code, Y-side.

4. From the Display list, select All to list the selected resources in the Available box:
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Updating Processor Boot Code

II Firmwarc Updatc

—frailable

Using TSM, Update the Processor Boot Code and
Issue a Hard Reset or Equivalent

Resource Type: | Processor Boot Code, -side

_:JDmpm¥1ﬁm.ll'..l..‘E]

Mame

| Current Wersion

| File Wersion |

PrF SRGRP-1 . MOD-1 SLOT-25
PrF SRGRP-2.MOD-1 SLOT-25

T7E92G08 23 U000 8.0 4 Juld0" TY892C06~23UL00~A.0.0% 4.Jul00
T7E92G06 230000480 4. Juld0" TY892Z06~23UL00 A.0.0% 4Jul00~

Sdd FHEmEye | Fzmaee |
— Selzcted
MHame | Current Wersiaon | File Yersian |
Firmare zource file locztion: I S e Dther...l
Firmware zource file version; I
| Eertarmm a:tiu:unl |.ﬂ-.cti|:.n status.l Cloze | Help |

Click Add all to move the resources to the Selected box.

Click Specify other to display the Specify Firmware File Location dialog box.

Enter the volume and subvolume where the file to use as the source for the update

resides. Use the $SYSTEM.SYSnn created during the most recent DSM/SCM
Build/Apply:
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Updating Processor Boot Code Using TSM, Update the Processor Boot Code and

10.

Issue a Hard Reset or Equivalent

Specify Firmware File Location |

Enter firmware file location and name:

$volume.subvolume

$system.sys02

File name

CPUCODES9

] Cancel Help

VST654.vsd

Click OK.

Click Yes when this message appears:

You have specified a nonstandard firmnaare | ocation.

Conmpaq TSMwill try to get the firmvare information. It may take a few seconds.
Do you want to use this nonstandard firmwvare | ocation?

TSM retrieves firmware information, and the firmware source file version shows the

new RVU version:

Firmaare zource file version; T7892G07725AUG03"AAY"22Jul03”

VST728.vsd

From the Firmware Update dialog box, click Perform action.

The update starts, and the Firmware Update Action Summary dialog box appears.
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Updating Processor Boot Code

Using TSM, Update the Processor Boot Code and
Issue a Hard Reset or Equivalent

11. Monitor the status of the processor boot code update in the Firmware Update
Action Summary dialog box. For example:

irmware Update Action Summary

Fezource

pJPMF.SP.GRP-1.MOD-1.5L0T-55

% PMF.SP.GRP-Z2.MOD-1.5L0T-55

Action Statusz

Processor Frmware Load Specihce  Started
Processor Firmware Load Specific  Started

Save...

A bort aetion |

Action Detai

Drate; 01421 /2001 -
Timne: 12:06:42 _I
|itiator: warrionpe

Errarld: O

| Cloze |

VST729.vsd

When the action status appears as Completed, the processor boot code update is

finished.

12. Repeat Steps 2 through 11 tou

pdate the Processor Boot Code, X-side.

The Firmware Update Action Summary dialog box should confirm that all

processor boot millicode for all
example:

Firmware Update Action Summary

PMF CRUs has been updated successfully. For

Rezource Action Statug
FrF.SP.GRP-1.M00-1.5L0T-50 Processzor Firmmware Load Specific Completed il
FrF.SP.GRP-2MO0-1.5L0T-50 Proceszor Firrmware Load Specific Completed
FPrF.SP.GRP-1.MO0D-1.5L0T-65 Proceszor Firrmware Load Specific Completed
PrF.SP.GRP-2MO0-1.5L0T-55 Proceszzor Firrmware Load Specific Completed ;I
Action Detail
Date: 01/21/2001 -
Tirme: 12:14:06 _I
|nitiatar: warriorpc
Error1d: O

Aot Setior Save.. Cloze Help |

VST740.vsd

13. Close the Firmware Update and Firmware Update Action Summary dialog boxes.

14. You must now reset the processors. See Reset the Processors To Complete
Updating the Processor Boot Code (Both for OSM and TSM) on page 8-16.
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Updating Processor Boot Code Using OSM, Update the Processor Boot Code and
Issue a Hard Reset or Equivalent

Using OSM, Update the Processor Boot Code and Issue a Hard
Reset or Equivalent

You can use OSM to update processor boot code, provided that you use the Hard
Reset or Prime for Reload action option. This action can be done at the end of the
procedure or when performing a system load.

1. Log on to the OSM Service Connection.

2. Select Display> Multi-Resource Actions. The Multi-Resource Actions dialog box
appears with unselected fields.

t& Multi-Resource Actions - 4 SOPHIA

Selection Criteria

=l VR Nl SElect & resource type

n Action IN::: actions LI

Fitter by I Ma fitter availakle LI ahd I Mo fitter availakble LI

VST938.vsd

3. From the Resource Type list, select SP.
4. From the Action list, select Processor Boot Millicode Firmware Update.

5. From the Filter by list, select Logical: Fabric Side-Y:

Selection Criteria

Rezource Type |SF‘ j Action |Processzor Boot Milicode Firmmeeare Update j

Filter by |Logical Fabric Side - ¥~ | and |- No fiter selected - |

VST956.vsd

6. Click Add All to move the selected resources to update the lower list.
7. Click Perform Action.

8. Click OK when the Confirm Processor Boot Millicode Firmware Update dialog box
appears.

The Processor Parameter Input dialog box appears.

9. Enter the file location. Use the $vol une. subvol une. fil enane
($SYSTEM.SYSnn) subvolume created during the most recent DSM/SCM
Build/Apply and click OK. For example:

$system sys02. cpucode9

As the firmware update is performed, information about it appears in the Progress
List.

G06.24 Software Installation and Upgrade Guide—528593-005
8-14



Updating Processor Boot Code Using OSM, Update the Processor Boot Code and
Issue a Hard Reset or Equivalent

Procezzar Boat Millicode Firmwware Update Progress (2 selected)

IIII_ V’Running |2_ I;/Passed IIII_ XFaiIed IEI_ ‘? Cither

Close | Helg |

VST955vsd

10. To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and overall progress.

A successful update (partial screen) for the Y-fabric of the processor boot code:

Selection Criteria

Rezource Type |SP j Action

Fitter by |Logical:Fabric Side - ¥ * | and |- Mo fiter selected -

Procezzor Boot Milicode Fimware
Resource Matme Detfault File Mame | Default File Yersion | Yersion !
SP (2.4 55) VTINY FSYSTEM S S00CPUCODES |TE464 GOSM 20CTO0M 20ct0. .. | TEE1 G058 20CTOCA AR 20000 |=
=P 1.4 .55) WTINY FSYSTEM S S00CPUCODES |TE461 GOSM 20CTO0M 20ct0. .. | TEE1 G055 20CTOCA AR 20000 |=
A |
1) cad 2 | 1 2dd | T Remove | 11 Remove
Procezzor Boat Millicodz Firmwware
| Fremource Mo Lz Ml File Flarne | Dz laul, File werzion | 2o
=P 1.4 55) WTINY BSY STEM. S 200 CPUCODES [TE4E61 305 2OCTOD™ 20000 |TE4E61 GOS™ 20CTO0"AAE M 200t
SP (2.4 55) VTINY BSY STEM. S 200 CPUCODES [TE4E61 305 20CTOD™ 20000 |TE4E61 GOS™ 20CTO0"AAE M 200t
J |
Proceszzar Bool Millicode Firmwware Update Progress (2 selected)
0 Rumning 7 Passed | 0 Faied |0 D Other

VETEsE ysd

11. Update the X-fabric for the processor boot code. From the Filter by list, select the
appropriate filter, Logical:Fabric Side-X.

Note. You can begin this sequence of steps by using Remove All to delete the resources for
the Y-side update. All the steps are the same, except the change filter message is not
displayed and Step 12 is unnecessary.)
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Updating Processor Boot Code Reset the Processors To Complete Updating the
Processor Boot Code (Both for OSM and TSM)

When you change the Filter by list from Y-side to X-side, this message appears:

Changing a required filter results in your
sel ections being cleared.

Do you still wish to change the filter?
12. Click OK.

13. Click Add All to add the SPs you want to update to the Processor Boot Millicode
Firmware lower list.

14. Click Perform Action.

15. Click OK when the Confirm Processor Boot Millicode Firmware Update dialog box
appears.

The Processor Parameter Input dialog box appears.

16. Enter the file location. Use the $vol une. subvol une. fil enanme
($SYSTEM.SYSnn) subvolume created during the most recent DSM/SCM
Build/Apply and click OK. For example:

$system sys02. cpucode9

As the firmware update is performed, information about it appears in the Progress
List.

17. To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and overall progress.

You must now reset the processors. See Reset the Processors To Complete Updating
the Processor Boot Code (Both for OSM and TSM)

Reset the Processors To Complete Updating the Processor Boot
Code (Both for OSM and TSM)

You must perform a Hard Reset action or equivalent (reload) of the processors after

you have updated the processor boot code and if you did not use the explicit online |
boot code option in either TSM or OSM. Use the Hard Reset action (or Prime for

Reload action) action from either the OSM or TSM LLL to terminate all processes
running on a processor, stop the processor, clear the processor’'s memory, and reset

the processor’s internal mapping tables.

Note. You can also perform a hard reset using the TSM or OSM Low-Level Link on all
processors when you perform a system load instead of using the Reset action. See The Reset

Operation on page 11-8.

1. Log on to the server using the OSM Low-Level Link or TSM Low-Level Link
Application.

2. On the toolbar, click Processor Status.

The Processor Status dialog box appears.
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Updating Processor Boot Code Reset the Processors To Complete Updating the
Processor Boot Code (Both for OSM and TSM)

Select the processor(s) that you want to halt.
From the Processor Actions list, select Halt.

Click Perform action.

o o &~

Monitor status of the halt action. After the halt action has successfully finished, a
completed message appears.

7. From the Processor Actions list, select Hard Reset and click Perform Action. For
example:

A Caution. Do not proceed until the Hard Reset action is completed because that could prevent
the update from taking effect.

=l5] ]

— Proceszsor Status — Proceszsor Busy Optiohz — — Processzor History Oplions

0% B0 100% Yellow: ——IF—— i ;

| | _ a0 Time Frame: .Im
Processor 0 Executing MonStop 05 Red: = Start Time: 05192004 130221

e =l 02
Processor 1 Executing Monstop 05 “Refesh Piate End Time: 05:13:2004 14:.01:55
— B Sec Save Hiztary ta file I

Processar 2 Executing MonStop O5

— Proceszsar Actions

Processar 3 Executing MonSkop 05

Perfarm action |

—action Status

Resource Actian Statuz
Completed u
Zompleted
PROCESSOR-Z Zompleted
PROCESSOR-3 Completed ™)
—&ction Detail
Date: 05713704 -
Time: lZ:EZZ:E6
Initiator: TEENYERC ;l
Cawva I
VETOER v=d

8. Reload the processor from the TACL prompt. See Reload the Remaining
Processors (If Necessary) on page 11-6.

9. Repeat all steps for each processor in the system.
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Updating Processor Boot Code Reset the Processors To Complete Updating the
Processor Boot Code (Both for OSM and TSM)
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9
Updating SCSI Boot Code
(Pre-G06.08 RVU)

This section describes how to check and, if necessary, update SCSI boot code for
each PMF CRU in your system.

Note. Update SCSI boot code only:
® |finstructed to do so by DSM/SCM

® |f you are not replacing the PMF CRUs in your system while migrating to the G06.24 RVU.

Note. If you are migrating to the G06.24 RVU from an RVU prior to G06.08, you must update
SCSI boot code after you perform the system load of the G06.24 RVU so that the TSM server
software uses the default ISP firmware file IBOOT (introduced with the G06.08 RVU).

OSM can be installed only on G06.08 RVUs or later.Therefore, the IBOOT (T0503) file should
already be installed. Instructions are provided when a new firmware file is introduced.

® Using TSM to Update SCSI Boot Code (If Necessary) on page 9-2

® Using OSM to Update SCSI Boot Code (If Necessary) on page 9-4

SCSI Boot Code Product Numbers

Use these SCSI boot code product numbers for the PMF CRUSs to verify that the
update to the new version is successful:

Released Object
RVU Product Number | Product Number File Name
G06.07 and earlier | T1067 T1067 11000
G06.08 and later TO503 T1067 and T0480 IBOOT
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Updating SCSI Boot Code (Pre-G06.08 RVU) Using TSM to Update SCSI Boot Code (If
Necessary)

Using TSM to Update SCSI Boot Code (If
Necessary)

Before you update your firmware, verify that the system is up and running the G06.24
version of the NonStop Kernel operating system. This step is important if you are
coming from a pre-G06.08 RVU.

1. If necessary, log on to the TSM Low-Level Link Application.
2. On the toolbar, click Processor Status.

3. The Processor Status should be Executing NonStop OS.

4

At a TACL prompt, use the VPROC command to verify and record the location and
version of the SCSI boot code for the G06.24 RVU:

Note. Version procedure dates might be different; these are examples only.

>VPROC $SYSTEM SYSnn. | BOOT
where nn is the new operating system image subvolume. For example:
$SYSTEM SUPER 1> vproc $system sys02.i boot

VPROC - T9617CG03 - (30 MAR 1999) SYSTEM \ WARRI OR Date 21 SEP 2000, 13:50:43
COPYRI GHT TANDEM COMPUTERS | NCORPCRATED 1986 - 1995

$SYSTEM SYS02. | BOOT
Bi nder tinmestanp: 11MAY2000 13: 22: 07

Version procedure: T1067F40"05MAROONTREV=01"AAN
Version procedure: T0480(06"11MAYOONTREV=01"AAA

Note that the version procedures for 11000, 11040, and IBOOT do not have to match.

From the TSM Service Application, use the Firmware Update dialog box to update the
SCSI boot code for each processor multifunction (PMF) customer-replaceable unit
(CRU) in your system.

1. Select Display>Firmware update to display the Firmware Update dialog box.
2. From the Resource Type list, select SCSI Boot Code, Y-side.

3. From the Display list, select All to list the selected resources in the Available box.
For example:
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Updating SCSI Boot Code (Pre-G06.08 RVU) Using TSM to Update SCSI Boot Code (If

Necessary)
k] Firmware update
—dwvailable
Fezource Tope: | SCSI Boot Code, Y-side LI Displa':.f:l Al LI
Mame | Current Yersion | File Yersion
PMF SPGRP-1.MOD-15LOT-55 T1067F400SMARDOMTREY-01 “L A0 T1067140°05mar00~TREW-01 ~4..4R
PMWF.SPGRP-2 MOD-1 SLOT-55 T1067F4005MARDOMTREY-01 “& A0 T106714005mar00 TREW-01 ~4.4kK
Sl | Add all HEmavE | Hemmaye &l
—Selected
Mame | Current Version |Fi|e Yersion
1]

Firmmwwvare source file location: I Cpecifinatiern |

Fitrrmaware source file location: I

Ferfarm actiom | Action Status... Close | Help |

vst900.vsd

4. Select all resources that have a current version different from the file version
recorded in SCSI Boot Code Product Numbers on page 9-1, and then click Add to
move selected resources to the Selected box.

If all firmware versions match, you do not need to perform the update for the
selected fabric (X or Y). If you have not yet checked the firmware in the other
fabric, repeat Steps 2 through 6. Otherwise, close the Firmware Update and
Firmware Update Action Summary dialog boxes and resume the upgrade
procedure as described in Section 12, Resuming Normal Operations.

5. Click Perform action.
The update starts, and the Firmware Update Action Summary dialog box appears.

6. Monitor the status of the processor boot code update in the Firmware Update
Action Summary dialog box.

When the action status appears as Completed, the SCSI boot code update is
finished.

7. Repeat Steps 2 through 6 to update the SCSI Boot Code, X-side.

The Firmware Update Action Summary dialog box should confirm that all SCSI
boot code for all PMF CRUs has been updated successfully.

8. Close the Firmware Update and Firmware Update Action Summary dialog boxes.
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Updating SCSI Boot Code (Pre-G06.08 RVU) Using OSM to Update SCSI Boot Code (If

Necessary)

Using OSM to Update SCSI Boot Code (If
Necessary)

Note. OSM can only be installed on G06.08 RVUs or later; thus the IBOOT (T0503) file should
already be installed. Instructions are provided in case a new firmware file is introduced after the
most current RVU is initially released.

1.

w

© N o o b

Before you update your firmware, verify that the system is up and running the
G06.24 version of the NonStop Kernel operating system:

If necessary, log on to the OSM Low-Level Link and select Processor Status.

Log on to the OSM Service Connection. Select Display> Multi-Resource
Actions.

From the Resource Type list, select the appropriate resource.

From the Filter by list, select the appropriate filter, Logical:Fabric Side-Y.

Select Add All or Add to add the SPs you want to update to the lower list.

Click Perform action.

Click OK when the Confirm SCSI Boot Code firmware Update dialog box appears.
The SCSI Parameter Input dialog box appears.

Enter the new file location. Use the $vol une. subvol une. fi |l enane created
during the most recent DSM/SCM Build/Apply and click OK.

As the firmware update is performed, information about it appears in the Progress
list.

10. (Optional) Select Action Summary if a firmware update fails.

a. Select the action that failed.
b. Select Details

11. Repeat Steps 2 through 10 to update the SCSI Boot Code, X-side.
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10O Running ZPHIRNM

During the Build/Apply phase, DSM/SCM places product files in their subvolumes with
temporary (fabricated) file names so that the new file names do not conflict with the file
names of currently running programs.

This section describes how to run the ZPHIRNM program on the target system to:

® Rename the files that currently have actual file names with fabricated names.
These files become obsolete when the new files are renamed.

® Rename the new files, which have fabricated names, with their actual names.

Warning, error, and completion messages are written to a log file if you choose to
create one. Error and completion messages are also displayed in the terminal-
emulation window.

Alerts

® |f you are upgrading to the G06.24 RVU, back up copies of TCP/IP configuration
files in the ZTCPIP subvolume before running ZPHIRNM. (See Back Up (Copy)
Files in the $SYSTEM.ZTCPIP Subvolume on page 10-2.)

® Applications that use files that are being replaced should not be running. To avoid
any possibility of conflict, stop all applications, except for the TMF subsystem
before running ZPHIRNM.

® You must have rename (purge) access to all files being renamed. Run ZPHIRNM
as the super ID (255,255).

® |f you are connected to an Expand network, you might see a message stating that
the NonStop SQL file, ZZSQLCI2, was not renamed during ZPHIRNM. However,
on further examination of the log file, you might find that ZPHIRNM did finally
rename the file, in which case you can ignore the error message and continue.

® |f you are using DSM/SCM to manage OSS files, ZPHIRNM notifies you if and
when to run the ner ge_what i s command.
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Running ZPHIRNM

Back Up (Copy) Files in the $SYSTEM.ZTCPIP
Subvolume

Back Up (Copy) Files in the $SYSTEM.ZTCPIP
Subvolume

If you are upgrading to the G06.24 RVU, you must make backup copies of these files
in the $SYSTEM.ZTCPIP subvolume before running ZPHIRNM, which overwrites them

with sample versions.

You might need your previous versions for reference or for fallback:

DNSBAK
DNSBOOT
DNSCACHE
DNSHOSTS
DNSLOCAL
DNSREV
DNREVBAK
HOSTS
NETWORKS
PORTCONF
PROTOCOL
RESCONF
SERVICES
SMTPCONF

The file names of NonStop TCP/IPv6 that reside on the G06.24 SUT are:

ztcpip.smplhost
ztcpip.smplprot
ztcpip.smplnetw
ztcpip.smplport
ztcpip.smplresc
ztcpip.smplserv
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Running ZPHIRNM Stop All Applications

Stop All Applications

Before running ZPHIRNM:
1. Stop DSM/SCM ifit is still running. For example:

> VOLUME $dsnscm vol . ZDSMSCM

> Run STOPSCM

STOP CNFGA NFO server process $ZPHC

STOP DSM SCM Pat hway syst em $YPHI

PATHCOM $YPHI ; SHUTDOWN !, WAI T

$Z02H. TCP TCP-H, STOPPED

$Z02H. TCP TCP-T, STOPPED

STOP DSM SCM Al ternate EMS Col | ect or $ZPHI

where $dsnscm vol is the DSM/SCM volume.
2. Stop all other applications, except for TMF and the OSS file system.

The NonStop Server S-Series Operations Guide contains detailed information on
stopping applications, devices, and processes in an orderly fashion.

Note. Your site might have macros or OSS shell scripts set up to start and stop applications,
devices, and processes.

Drain the Spooler

Always use the SPOOLCOM;SPOOLER,DRAIN command to perform an orderly
shutdown of the spooler. Failure to do so can cause problems during a warm start of
the spooler.

Before executing the SPOOLCOM;SPOOLER,DRAIN command:

1. Use the SPOOLCOM COLLECT $col | ect or-process, LI STOPENS command
to identify processes that currently have jobs open.

2. Use the SPOOLCOM JOB ( STATE PRI NT) command to determine which jobs are
currently printing.

Take the appropriate action to ensure that these jobs either terminate when finished or
are stopped.

After receiving the SPOOLER DRAIN command, the supervisor stops accepting jobs
for collection or printing (new opens are rejected with a file-system error 66—device
downed). Each collector stops when it has no more open jobs. Each print process
finishes printing any active jobs and then stops.

After all collectors and print processes have stopped, the supervisor process stops
itself. The spooler enters the dormant state, ready to be warm started.

A Caution. Never use the TACL STOP command to halt the spooler. The control file can be
corrupted during the next warmstart or rebuild.
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Running ZPHIRNM Back Up the Spooler Control Files

See Support Note S99086, NSK Spooler—Migration and Draining Instructions, for
more information. You can also review Section 1 and Appendix H in the Spooler
Utilities Reference Manual.

Back Up the Spooler Control Files

While the spooler environment is closed, back up the spooler control files. Backing up
the spooler will render a known database from which you recover in case of a
catastrophic spooler failure. Make sure that you Drain the Spooler on page 10-3.

BACKUP/ QUTSPLBKUP/ $TAPE, ( $SYSTEM SPOOLER. *, $DATAO01. SPOOLER. DATA), LI STALL

ZPHIRNM

During the Build/Apply phase, DSM/SCM places product files in their subvolumes with
temporary (fabricated) file names so that the new file names do not conflict with the file
names of currently running programs. The ZPHIRNM program renames files that
currently have actual file names with fabricated names and renames new files, which
have fabricated names, with their actual names. ZPHIRNM is run from the DSM/SCM
subvolume.

Using ZPHIRNM PREVIEW Mode

You can do a preview run of ZPHIRNM to check that the target subvolumes (TSVs)
and associated map files are consistent. Running ZPHIRNM in PREVIEW mode
simulates the ZPHIRNM process without actually updating files or activating the
configuration. In PREVIEW mode, ZPHIRNM indicates whether or not TMF needs to
be up when running ZPHIRNM. For example, if no SQL program files need running,
TMF is not required to be running along with the ZPHIRNM program. For example:

Total Number of files to be renanmed......... ... ... .. ... ... 827
Nunmber of files to be renamed back during undo processing....0
Process Time:
Start........ 1/20/01 8:18:56
End ......... 1/20/01 8:20:09
El apsed ..... 0:01: 14
Errors & VArnings:
Total Errors ..... 0
Total Warnings ... 0

ZPHI RNM Previ ew for $SYSTEM SYSOO fi ni shed successful ly.

Note: TMF is not required to be running during the real ZPH RNM
because no SQL programfiles need to be renamed.

PREVIEW mode also reveals most errors that ZPHIRNM would encounter if it were
run. If errors are revealed, you can evaluate and correct them interactively.
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The syntax for running ZPHIRNM in PREVIEW mode is (from the DSM/SCM
subvolume):

> RUN ZPHI RNM [ $vol . ] SYSnn , PREVI EW [ STRI CT] [, option]

If you enter a RUN ZPHIRNM command with no arguments, ZPHIRNM help text
displays information about PREVIEW mode. For more information, see the DSM/SCM
User’s Guide.

Steps for Running ZPHIRNM

1. Ata TACL prompt, enter this command from the DSM/SCM subvolume:
> RUN ZPH RNM $vol . SYSnn
where:
® 3vol specifies the default current system load volume, usually $SYSTEM.

® SYSnn specifies the subvolume to which you just applied software. The SYSnn
subvolume must match the activation SYSnn that you specified earlier during
the Build/Apply phase.

2. When asked if you want to use a log file with the session, enter Y.
3. When prompted, enter a file name for the log file.

For example:

6> run zphi rnm $system sys00

DSM SCM Utility - ZPH RNM - T6031D31 - (31MAY2001)
Copyright Conpaq Conputer Corporation 1993-2001

Do you want to use a log file with this session? (Y N): vy

You may use any file for logging. |If you request to use a disk
file that doesn't exist, it will be created as an edit file.

Pl ease enter a filenanme: elist00
Log file is open, Zphirnmw Il now begin processing.

ZPHIRNM begins processing and provides status of its progress.
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For managing OSS files, you might see a display similar to:
Gss:

Directories:

Directories in new configuration .................. 110
Directories in old configuration .................. 110
Directories in new configurationonly ............. 0
Directories in old configurationonly ............. 0
Directories shared by new and old configurations .. 110
Directories processed in newconfig ............... 110
Directories processed in old config (obsolete) .... 0

OSS files Processed:

Fil es processed in new configuration ................... 2144
Files processed in new configurationonly .................... 2144
Files processed in old configurationonly .................... 0
Fil es processed that are shared by new and ol d configuration . 0
Fil es processed & unchanged between new and ol d configuration 0
Files processed in obsolete TDLS ......... ... .. .. .. ... 0
Files renaned fromreal nane to fabricated nane .............. 0
Files renaned fromfabricated nane to real nane .............. 441
Files renamed fromreal nanme to fabricated (ZPG name ........ 381
Files renamed from fabricated nanme to fabricated (ZPG nane .. 0
Total Nunber of files renamed ......... ... .. ... . .. .. . .. ... ... 822
Nunber of files renanmed back during undo processing .......... 0

Process Ti ne:

Start ....... 11/11/02 17:34: 36
End ......... 11/11/02 17:41:14
El apsed ..... 0: 06: 38

Errors & Warnings:

Total Errors ..... 0
Total Warnings ... 0

Note: nerge_whatis needs to be run to update the man pages. Files in a
whatis.frag directory have changed.

ZPHI RNM f or $SYSTEM $WHI T4) . SYSO1 fini shed successful ly.
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4. Runthe OSS ner ge_whati s command. (The mer ge_whati s command is a
shell script in / bi n that creates and updates the what i s database used by the
OSS shel | man, apr opos, and what i s commands.) You might have a shell
script that runs either one or both of the following, depending on your OSS
environment:

/ bi n/ merge_whatis
/ bi n/ merge_whati s /nonnative/usr/share/ man
The CISC version of the ¢89(1) man page resides in the / nonnat i ve directory.

Note. You can run the Pcleanup utility on any file that is managed and audited by DSM/SCM
before running the mer ge_what i s command. However, the OSS utility, Pcleanup cleans up
OSS files, but not DSM/SCM files in the OSS file system. Only the DSM/SCM CLEANOSS
macro cleans up DSM/SCM files in the OSS file system. The CLEANOSS macro is run only if
you fall back and then migrate again to a T6031D46 product version. During a Build/Applly,
DSM/SCM automatically prompts you to run the CLEANOSS macro.

a. Log onto OSS as the super ID (255,255).

Current volune is $SYSTEM STARTUP
$SYSTEM STARTUP 1> osh

b. Change directory using the cd command. For example:

| G SYSTEM STARTUP: cd /usr/share/ man
c. Runthe nerge_whati s command:

/usr/share/ man: merge_whatis
d. Enterthe list (I s) command. For example:

lusr/share/man: |s

catl cat4 cat7 whatis.frag
cat 2 cath cat 8 whatis_ol d
cat 3 cat6 whati s

[ usr/ shar e/ man:

After you run mer ge_what i s, the directory will contain a file named what i s,
containing the database. If you have previously installed OSS, a file named
what i s_ol d is present, containing the previous version of the database.

5. If necessary, you can compare the creation dates of the what i s file to the
what i s_ol d file to see if any changes occurred:

a. Runthe nor e command against the what i s file:

nore /usr/share/ man/ whatis

b. After reviewing the displayed file, exit by entering q at the percentage (%
prompt.
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c. Repeat Steps a. and b. for the whati s_ol d file.

Verify That ZPHIRNM Ran Successfully

1. Review the log file.

2. If ZPHIRNM did not run successfully, correct whatever problems occurred and run
it again.
Two types of error and warning messages are issued during the renaming process:

® |f afatal error occurs, ZPHIRNM immediately issues an error message and
stops.

® A nonfatal error is one that affects processing only for a single subvolume. If a
nonfatal error occurs, ZPHIRNM issues an error message and attempts to
restore the subvolume it is currently processing to its original state.

° If the subvolume is successfully restored, ZPHIRNM continues with the
next subvolume.

° If the subvolume cannot be restored, ZPHIRNM issues an additional error
message and continues with the next subvolume.

° If the subvolume was successfully processed, you can ignore warning
messages.

See the DSM/SCM User’s Guide for troubleshooting procedures and the
DSM/SCM Messages Manual for a complete list of ZPHIRNM messages.
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11 Loading the G06.24 RVU

This section describes how to load the G06.24 version of the NonStop Kernel
operating system into the memory of each processor in a NonStop S-series server.

Unless OSM is installed and configured, TSM is used to load the system processors.

Alerts

Before performing a system load:

Before halting the processors, stop any applications that are still running, including
TMF.

Note. To stop TMF, at a TACL prompt, enter:
5> TMFCOM STOP TMF

The NonStop S-Series Operations Guide contains detailed information on the best
methods for stopping applications, devices, and processes.

Do not close the System Startup dialog box while startup is in progress. If you
attempt to close the dialog box, a message dialog box appears to alert you that the
system startup process will be stopped if you continue.

If you stop a system startup before it has finished, the state of your system will be
unpredictable. You might need to perform another system startup to enable the
system to resume normal operation.

If you must stop the system startup process, click Abort. (The abort process
should take effect within 30 seconds.)

If OSM is installed and configured, use OSM to load the G06.24 RVU.

Load the G06.24 RVU only on the primary disk in case there is something wrong
with the disk bootstrap code.

Before a system load, you might have to run the SCF ALTER command for correct

placement of EMS templates:

-> ASSUME SUBSYS $ZZKRN

-> ALTER, RESI DENT_TEMPLATES $SYSTEM SYSTEM RTMPLATE, &
NONRESI DENT_TEMPLATES $SYSTEM SYSTEM TEMPLATE
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Halt the Processors

1. If necessary, log on to the TSM Low-Level Link Application or the OSM Low-Level
Link.

The following steps are similar whether you are using the TSM or OSM Low-Level
Link:

2. On the toolbar, click Processor Status to display the Processor Status dialog box.
3. Inthe Processor Status box, select all processors.

4. From the Processor Actions list, select Halt. For example:

' Processor Status HE E
— Processor Statu: — Processor Buzy Options Processor Histary Options
D|/° 50|/° _1 Uz i Time Frame, f——
' 1 hour
B I Start Time: 01:21:2001 12:42:44
8% End Time: 01:21:2001 12:43:56
Save History to file |
— Processor Action
Halt j Perform action I
—&ction Status
Resource Action Status
—&ction Detail
Save... I
Cloze Help
VST800.vsd

5. Click Perform action.

6. Click OK when asked “Are you sure you want to do Halts?”
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7. When the Action Status box confirms that all processors have halted, close the

Processor Status dialog box. For example:

B¥ Processor Status

r~ Processar Status

100%

— Processor Busy Dptions
Yellow: —+H——

Replace Processor or Other System CRUs

= E3

Processor Histary Options
Time Frame: F———

= . A0 1 hour
or0 - F - Halted by operator (H: — = Start Tirme: 01:21:2001 12:42:44
75% End Time: 01:21:200112:46:25

or 1 - F - Halted by operator [H:

Save Histary to file |

-F - Halted

r~ Processor Action:

3 -F - Halted by operator [Halt %100 Halt
—Action Status
Fesource Action Status
PROCESSOR-O Completed !
FROCESSOR-1 Halt Completed
FROCESSOR-2 Halt Completed
FROCESSOR-3 Halt Completed j
—&ction Detail
Date: 12:45:44 -
Time: 071421/01
Initiator: warriorpe
Errorld: 0 LI
Save... |
Close | Help
VST830.vsd

8. Close the OSM Service Connection or TSM Service Application window and any
OutsideView windows, but do not log off of the OSM or TSM Low-Level Link
Application; you will use it to perform a system load in the next procedure.

Replace Processor or Other System CRUSs

Note. If you are using TSM as the default, guided procedures for CRU replacement will not
perform correctly during online disk remirroring (ODR). However, when you stop $ZTSM and
restart it, TSM will rediscover the entire system (including the disk pair on which ODR was
run). TSM then displays correctly the current system information.

After you halt all the processors in the system, you have an opportunity to replace or
upgrade CRUs in your system (for example, replacing existing PMF CRUs with
NonStop S78000 or S88000 PMF CRUS).
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System Load Using the TSM or OSM
Low-Level Link

The operating system is loaded from disk into the memory of one processor. (This
operation is sometimes also called a device load or cold load.) All possible paths to
processor 0 are tried. If these fail, all possible paths to processor 1 are tried.

The remaining processors are loaded by commands in the CIIN file. The initial TACL
process stops after executing the CIIN file.

1.
2.

If necessary, log on to the Low-Level Link.
Start the system by clicking Start System.
The System Startup dialog box appears.

In the SYSnn text box, enter the number of the system subvolume containing the
version of the operating system that you want to load.

The number of the SYSnn last used to start the system is displayed as the default.
Enter the correct two-digit number to load the new version of software stored in the
SYSnn subvolume on the system disk.

Note. The System Startup dialog box requires that the primary and mirror system disks
($SYSTEM) are installed in Group 01, Module 01, slots 11 and 12. If the system load fails
along one load path, another load path is tried until the system load is successful. To start
your system with a system disk in disk slots other than 11 and 12, use the Processor
Status dialog box, Load action, to access the Load Processor-n from Disk dialog box. This
dialog box allows you to type the group, module, and slot number of the disk from which
you want to load. (It does not try alternate paths or alternate disk slots.) See the NonStop
S-Series Operations Guide for more information.

Under Configuration File, select Current (CONFIG).

Current (CONFIG) is the default configuration and represents the last running
configuration.

Verify that the CIIN disabled option is not selected.
Click Start system.

During system load, two startup event stream windows and two startup TACL
windows are automatically launched on the system console configured to receive
them.
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7. Monitor the System Status (which contains initial high-level messages) and
Detailed Status (which contains low-level messages) boxes. For example, as

shown in TSM:
CisystomStatp___________________I3|

— Spztem Statuz

Proceszzor 22 HALTED [halt code = 100, lites reg = 240000)
Proceszor 3 HALTED [halt code = %100, lites reg = 0]
Resetting all Processors:

=
Reszetting Proceszor 0...
Regzetting Proceszor 1...

Regzetting Proceszor 2.
Regzetting Proceszor 3...

— Startup Configuration

SY¥Snn: IE

Stark systent

Configuration File

Aboart |
% Curent [COMFIG)
" Saved version ([CONFsyy): [0 ﬂl

—Option————— " Baze [COMFBASE] |
[T ClN digabled i

— Detailed Statuz

Diag bits = %10

Litez req = %0

Hw err frz bit =0

Proceszor intialized bit = 1

Hif freeze type =0
Calling SPIOLIE spMskMilicodeload])...
SPIOLIE spMzkMilicodeload(] return code = 0

L+

Ll

VST810.vsd

Messages indicate the progress and completion of the system load and the reload
of any processors configured in the CIIN file to start. When the processors are
reset and primed, and the system load of the first processor is finished, this
message appears:

SYSTEM STARTUP COVPLETE, NSK RUNNI NG ON PROCESSOR n
8. Close the System Startup dialog box.
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Reload the Remaining Processors (If
Necessary)

After the first processor is loaded, the initial TACL process automatically invokes the
CIIN file unless the CIIN file is disabled. The CIIN file contains commands that
establish the permanent TACL process pair for the system console. The CIIN file might
also contain commands to reload all processors.

The reload operation copies the operating system into other processors in the system
after the first processor has been successfully loaded from disk (by the system load).

If the CIIN file does not contain the commands to reload all processors, after processor
0 or processor 1 is successfully running the G06.24 NonStop Kernel, use the RELOAD
command to reload the remaining processors in the system.

At a TACL prompt on the system console OutsideView session window, log on to the
system as a super-group user (255,n) and enter:

RELCAD nn

where nn is the number of the processor(s) you want to reload.

If the reload is initiated successfully, this message appears:

PROCESSOR RELOAD: nn

This example shows the RELOAD command for a four-processor system:

9> reload (1,2, 3)
NONSTOP OS PROCESSOR RELOAD - T9050@06 - (01MAY98)

Rel oad 1: Fabric: 0 (X

Rel oad 2: Fabric: 0 (X

Rel oad 3: Fabric: 0 (X

Checki ng rel oadee cpu(s) state.

Sent reload start-up packet to cpu 1
Sent reload start-up packet to cpu 2

Sent reload start-up packet to cpu 3
Sendi ng OSI MAGE pages to Rel oadee(s)
Integrating cpu 1

Starting system services on cpu 1
PROCESSOR RELOAD: 1

Services started successfully
Integrating cpu 2

Starting system services on cpu 2
PROCESSOR RELQOAD: 2

Services started successfully
Integrating cpu 3

Starting system services on cpu 3
PROCESSOR RELQOAD: 3

Services started successfully
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CPU 1: rel oaded.
CPU 2: rel oaded.
CPU 3: rel oaded.

Check the Status of the Processors

1. Check the status of the processors to verify that they are all executing the NonStop
Kernel.

2. From the OSM Low-Level Link or the TSM Low-Level Link window toolbar, click
Processor Status to display the Processor Status dialog box.

3. When all processors are executing the NonStop Kernel, continue with the upgrade
procedure.

Recovery Operations for System Load

If the system load operation from the newly updated disk fails in any way:

1. Use the halt codes that appear in the OSM Low-Level Link or TSM Low-Level Link
System Startup dialog box to determine how to proceed.

For descriptions of these halt codes, see the Processor Halt Codes Manual.

2. If you still cannot perform a system load after following the halt code instructions,
try using the unchanged mirrored system disk to load the system.

Note. The NonStop S-Series Operations Guide contains additional instructions on
troubleshooting and recovery operations if the following problems occur when you start a

system:

®  Startup event stream and TACL windows do not appear.
® The CIIN file is not invoked during system startup.

® Processor reload fail.

[ J

System load fails.

Performing a System Load From the Mirror System Disk

1. Through the OSM Low-Level Link or the TSM Low-Level Link Application, power
off the primary system disk drive.

2. Check that the green power-on LED on the primary system disk drive is not lit.

3. Continue with the steps under System Load Using the TSM or OSM Low-Level
Link on page 11-4.
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Because the primary system disk is powered off, the system load is forced to use
the mirror disk half (normally, the disk with the latest disk label timestamp is used,
and the other disk half is placed in a STOPPED state). The system load uses the
mirror disk regardless of its state when the system was stopped.

Note. If you are loading your system with a system disk in disk slots other than Group 01,
Module 01, slots 11 and 12, you must go through the Processor Status dialog box, Load
action, to access the Load Processor-n from Disk dialog box. Type the group, module, and
slot number of the mirror disk half from which you want to load. See the NonStop S-Series
Operations Guide for more information.

The Reset Operation

The Reset operation terminates all processes running on a processor, stops the
processor, and places the processor in a known state, ready for a Prime for Reload or

Load action.

1. If necessary, log on to the OSM Low-Level Link or the TSM Low-Level Link
Application.

2. From the toolbar, click Processor Status to display the Processor Status dialog
box.

3. From the Processor Status list, select the processors you want to reset.

4. From the Processor Actions list, select Reset.

5. Click Perform action.

6. From the Action Status display, monitor the status of the Reset action. After the

reset has finished successfully, a completed message appears.

If the reset fails, retry the action. If the action fails a second time, try the Hard Reset
action first. Use the Hard Reset action only if the Reset action fails.

A Caution. Performing a hard reset on a processor results in an unrecoverable loss of data.
Use the Hard Reset action only to prepare for reloading the processors.

If the hard reset fails, contact your service provider or the Global Customer Support
Center (GCSC).
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Several tasks must be performed after system load before you can resume normal
system operations, as described in this section.

Update TCP/IP Configuration Files

Check Processor Status (Using TSM or OSM)
Perform Other Firmware Updates

Configure the Spooler

Start User and System Applications

Reset and Start the Mirror System Disk (If Necessary)
Configure Specific Products (Post-System Load)

Update TCP/IP Configuration Files

Note. You must have all the TCP/IP configuration files in your $SYSTEM.ZTCPIP subvolume.
Otherwise, applications dependent on proper network connections will fail.

Alerts:

® See Back Up (Copy) Files in the $SYSTEM.ZTCPIP Subvolume on page 10-2.

® For the DSM/SCM Planner Interface to be operational, the PORTCONF file must have the
correct entry for DSM/SCM. The SERVICES file must have an entry that specifies DSM
and its corresponding port number.

® Keep your current PROTOCOL file in your $SYSTEM.ZTCPIP subvolume. Update it with
the new lines from the sample PROTOCOL file (SMPLPROT).

Step 1: Copy the Sample TCP/IP Files into $SYSTEM.ZTCPIP
(Optional)

You need to copy the sample files if you do not have any of the following TCP/IP

configuration files in your $SYSTEM.ZTCPIP subvolume:

® HOSTS

®* PROTOCOL

®* NETWORKS

®* PORTCONF

® RESCONF

® SERVICES
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Perform a FUP DUP operation to rename the sample configuration files from the
G06.24 SUT to the real file name.

Note. Only copy these configuration files if you do not already have versions of these files.

Depending on your applications, if you copy the configuration files, you might have to insert
previous network port information into each individually copied file.

The sample configuration files are named:

SMPLHOST
SMPLPROT
SMPLNETW
SMPLPORT
SMPLRESC
SMPLSERV

To copy the sample files:

>FUP DUP $SYSTEM ZTCPI P. SMPLHOST, $SYSTEM ZTCPI P. HOSTS
>FUP DUP $SYSTEM ZTCPI P. SMPLPROT, $SYSTEM ZTCPI P. PROTOCOL
>FUP DUP $SYSTEM ZTCPI P. SMPLNETW $SYSTEM ZTCPI P. NETWORKS
>FUP DUP $SYSTEM ZTCPI P. SMPLPORT, $SYSTEM ZTCPI P. PORTCONF
>FUP DUP $SYSTEM ZTCPI P. SMPLRESC, $SYSTEM ZTCPI P. RESCONF
>FUP DUP $SYSTEM ZTCPI P. SMPLSERV, $SYSTEM ZTCPI P. SERVI CES

Step 2: Check the PROTOCOL File

A Caution. Even if you are running TCP/IPv6 in IPv4 or conventional TCP/IP mode, you must
make sure that the PROTOCOL file contains ipv6 and icmpv6 entries. If these entries are
absent, a network failure might occur because the new socket routines present in TELSERYV,
LISTNER, and FTP access the entries in the PROTOCOL file.

If the PROTOCOL configuration file exists in $SYSTEM.ZTCPIP, you must add two
lines from the sample PROTOCOL file (SMPLPROT). Find the lines in SMPLPROT
from the SUT that refer to IPV6 and ICMPV6 and copy those lines into your
$SYSTEM.ZTCPIP.PROTOCOL file. For example:

12> TYPE SMPLPROT

#

# @#)protocols 1.1 Tandem
#

# Internet (IP) protocols
# This file is never consulted when the yell ow pages are running

#

ip 0 I P # internet protocol, pseudo protocol
nunber

icnp 1 | CVP i nternet control message protocol

aap 3 &GP gat eway- gat eway pr ot ocol

tcp 6 TCP transm ssi on control protocol

pup 12 PUP PARC uni versal packet protocol

udp 17 UDP user datagram pr ot ocol
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i pv6 41 I P internet protocol for v6
i cmpv6 58 | CVP internet control message protocol for v6

Step 3: Ensure That PORTCONF and SERVICES Files Are
Complete

The PORTCONF file specifies the ports that the LISTNER process listens to and the
corresponding server program it invokes when the request comes in.

If you copied files as documented in Step 1, for the DSM/SCM Planner Interface to
work, you must add a services line corresponding to DSM/SCM in the PORTCONF file
(shown in bold lettering) and save the file. If you did not copy the files as documented
in Step 1, no action is necessary. An example of the PORTCONF file:

58> type portconf

F*

# This file tells the listner program which ports to
# listen to, and what prograns to run
# Telnet is directly, and does not use the listner's
# services.

# To run the listner use:
# $system ztcpip.listner / nane.../ [config-file-nane]
# where config-file-nane is this file.

#

f

fi

tp $system zt cpi p. ft pserv
i nge $system zt cpi p. fi ngserv
$syst em zt cpi p. echoserv
phi wsock $tdsv.zdsnmscm pdpexe

Applications use the SERVICES file to retrieve the service port numbers and service
names. If you copied files as documented in Step 1, check that the last lines of the
SERVICES file have an entry similar to the following:

phi wsock 1089/tcp #DSM SCM Pl anner Interface

For DSM/SCM, the port number is user-definable. The setup default is 1089. In the
ZDSMSCM subvolume, you can check the INITSTAT file for the recently configured
TCP/IP port number. INITSTAT is created by DSM/SCM when INITENV is run.
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Reconfigure System Console Applications

Note. You can have both the TSM client and the OSM client-based components on your
system consoles. However, to avoid duplicate dial-outs, use either the OSM Notification
Director (ND) or TSM Noatification Director, but not both.

Using TSM to Reconfigure Primary and Backup Dial-Out Points

See the TSM client software online TSM Configuration Guide or the TSM Notification
Director Application online help for information on reconfiguring the primary and
backup dial-out points.

Using TSM to Reconfigure Your Site Contact Information

Use the TSM Notification Director Application to configure your site contact
information. See the TSM Configuration Guide or the TSM Notification Director
Application online help for more information.

Using OSM (If Installed) to Reconfigure Site Contact Information
and Backup Dial-Out Points

Perform this step if you want to use OSM when it is already installed and configured on
both the server and client side. See the OSM Notification Director online help for more
information.

Check Processor Status (Using TSM or OSM)

Before you update firmware, verify that all processors in the system are up and running
the G06.24 version of the NonStop Kernel operating system:

1. If necessary, log on to the TSM Low-Level Link or the OSM Low-Level Link
Application.

2. Check processor status by selecting Processor Status.

The Processor Status should be Executing NonStop OS.
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Perform Other Firmware Updates

Update SWAN and SWAN 2 CLIP Firmware

If you have a ServerNet wide area network (SWAN) concentrator connected to your
NonStop S-series server, follow the instructions in Appendix C, Updating SWAN
Concentrator CLIP Firmware, to update the CLIP firmware after doing a system load of
the G06.24 RVU.

If you have a SWAN connected to your NonStop S-series server, you can update CLIP
firmware in either of two ways:

® Use the SWAN Fast Firmware Update guided procedure. (HP recommends this
method if you are using TSM.)

Note. The SWAN Fast Firmware Update guided procedure is supported only on G06.13
and subsequent RVUs. You can use it for both SWAN and SWAN 2s. However, OSM does
not support the SWAN Fast Firmware Update procedure.

® Use the Firmware Update dialog box in the TSM Service Application or use the
Multi-Resource Actions dialog box in the OSM Service Connection.

Note. If you have to fall back to a previous G-series RVU, do not revert back to previous
versions of SWAN CLIP firmware. If you must fall back, keep the firmware change.

Update NonStop ServerNet Switch Firmware

If you have a 6780 ServerNet Switch in your system, you must use OSM to update the
firmware ServerNet Switch. For up-to-date SPRs, see Scout for NonStop Servers. For
information on the 6780 ServerNet switch installation, see the ServerNet Cluster 6780
Planning and Installation Guide.

Update ServerNet Adapter Firmware

Updateable firmware in most ServerNet adapters can be managed automatically by
higher-level system software, if the corresponding “autofirmup” attribute is set to “on”
using SCF (the default when a ServerNet adapter is added to a system). If you choose
to disable the autofirmup attribute of these adapters, then you must use either the TSM
Service Application or the OSM Service Connection to manage them yourself:

® ATM 3 ServerNet adapter (ATM3SA)

® Ethernet 4-Port ServerNet adapter (E4SA)

® Fast Ethernet ServerNet adapter (FESA)

® Gigabit Ethernet ServerNet adapter (GESA-C and GESA-F)

® Token-Ring ServerNet adapter (TRSA)

® 6763 Common Communication ServerNet adapter (CCSA)

® Gigabit Ethernet 4-Port adapter (G4SA)
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Resuming Normal Operations Update ServerNet/FX and ServerNet/FX2 Firmware
(Overview)
® Fibre Channel ServerNet adapter (FCSA)

Note that the ServerNet/FX and ServerNet/FX 2 adapters do not have the autofirmup
feature. Use either the TSM Service Application, or if installed, the OSM Service
Connection. Only an HP service provider is authorized to install and configure an
FCSA and G4SA.

Update ServerNet/FX and ServerNet/FX2 Firmware (Overview)

ServerNet/FX and ServerNet/FX 2 adapters cannot be managed automatically through
the autofirmup feature.

The FOX ring consists of two fiber-optic rings for fault tolerance. In each NonStop
S-series server, two ServerNet/FX (FXSA) or ServerNet/FX 2 adapter (FXSA?2) field-
replaceable units (FRUS) are installed:

® The FOX-X controller connects to the FOX-X ring.
® The FOX-Y controller connects to the FOX-Y ring.

On the ServerNet side, one FXSA/FXSA2 FRU connects to the ServerNet X fabric, and
the other FXSA FRU connects to the ServerNet Y fabric. The ServerNet/FX is
considered a field-replaceable unit because of the necessary fiber-optic cable
connection.

If you are currently running a TOO59AAB version (released in G05.00) of ServerNet/FX
firmware (TO059Q05" 19MAR98"04MAR98), you do not need to upgrade ServerNet/FX
FRUSs.

To Load the FXSA or FX2SA Firmware (Using TSM)

1. Use SCF to stop the FXSA or FXSA2 FRU.

2. Log on to the TSM Service Application.

3. Select Display> Firmware Update.

4. From the Resource Type list, select ServerNet/FX FRU.

5. From the Display list, select All and then click Add All.

6. Click Specify other to specify the firmware source file location.

7. Click Perform action to start the firmware update process.

When the process is finished, the TSM Action dialog displays Completed and confirms
that FOX firmware is updated.
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(Overview)

To Set a Cluster Number (Using TSM)

1.

2
3.
4

m,

In the TSM Management window, select the FXSA FRU.
Select Display> Actions to display the TSM Actions dialog box.
Select Set FOX Cluster Number and then click Perform Action.

Select an integer number from 1 through 14 for a new cluster number, making sure
that it is different from the current cluster number.

To start the FXSA FRU, click Start and then click Perform Action.

When the process is finished, the TSM Action dialog box displays Completed, and
the new cluster number appears in the Attributes box.

For detailed instructions, see the ServerNet/FX Adapter Configuration and
Management Manual.

To Load the FXSA or FX2SA Firmware (Using OSM)

1.
2.
3.

Log on to the OSM Service Connection.
Select Display>Multi-Resource Actions.

In the Multi-Resource Actions dialog box, select FXSA or FX2SA from the
Resource Type list.

If any of the FXSA or FX2SA FRUs are down-rev, check the Device State attribute
for those FRUSs. If any of them need to be stopped, select Stop from the Action list.
(You can also use SCF to stop FXSA or FX2SA FRUS).

Selection Criteria

Resource Type IF}(ES.E. ;I Action i)

5.

Filter by I- Mo fitter selected - LI ahd I- Mo fiter selected - j

Click to highlight (shift-select to highlight multiple) FRUs to be stopped and click
Add to move them to the lower resource list. For example:
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Resuming Normal Operations Update ServerNet/FX and ServerNet/FX2 Firmware
(Overview)

& Multi-Resource Actions - FX25A - Firmware Update - " SOPHLA

— Selection Criteria
Resource Type IF}CESA ;I PLYe il gl F it rvivare Lpdate
Filter by I- Mo fiter selected - LI ahid I Mo fitter selected - LI
Firrwware
Resource MNatme Default File Mame Default File Version Version | Compare State | Device State
FR2548 (21.1.51)
Rl |
1) Aad 2 | 1 Add | T Remove | 11 Remove &1 |
Firrnyware
Resource Mame Detault File Matme Default File Yersion “ersion | Compare State | Device State | Lett Tran
FR258 FXZF 0 |BSYSTEM SYS00 PEY4Z | TO426G08M S4Ga95%0, 0 0 2000 Ikt Stopped Loy
Rl |
Progreszs (1 selected)
| 0 Running | 0 o Passed | 0 3% Failed | 0 | % Other | Pepform Actioh | Action Summary..

Cloze | Help |

VST450.vsd

6. After moving all FXSA or FX2SA FRUs to be stopped to the lower resource list,
click Perform Action.

Note. The associated LBU is also stopped.

7. When the FRUSs are in the Stopped state, select Firmware Update from the Action
list and click Perform Action to update the firmware for any FRUSs listed in the
lower resource list.
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Resuming Normal Operations Configure the Spooler

Confirmation dialog boxes prompt you to enter an (optional) alternative to the
default file location. The Progress bar at the bottom of the Multi-Resource Actions
dialog box tracks the success or failure of each action. (Click Action Summary to
get details on failed actions).

8. Upon successful completion of the firmware updates, select Start from the Action
list to start selected FRUs (and their associated LBUS).

9. Use the Actions dialog box or the Multi-Resource Actions dialog box to set the
FOX cluster number.

Configure the Spooler

Depending on the RVU from which you are upgrading, the spooler might require some
configuration. (Starting with the G06.00 RVU, a new control file was introduced in
T9101D46. Although it is still a type 128 file, internally it is considerably different from
the format of product versions released prior to T9101ADM). To ensure that you can
use a previous version of spooler, always back up the control files and the collector
files for that version before warm starting the new product version of spooler (see
Spooler (G06.00 through G06.19) on page 1-33).

Note. See Hotstuff HS02440 for information on warm starting the spooler after migration from
a product version prior to D41 to a D46 product version of the spooler if you are unable to
delete old jobs from the spooler subsystem.

For detailed instructions on configuring the spooler, see the Spooler Utilities Reference
Manual, Appendix H.

Starting with G06.19, the spooler SPR T9101AEY or later is installed by DSM/SCM
with CSPOOL set to HIGHPIN ON. If you want spooler to run at LOWPIN, set
HIGHPIN to OFF by using the BINDER command:

CHANGE HI GHPI N OFF I N CSPOOL
See Support Note SO3006A.
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Start User and System Applications

You can now start your application software. Follow your site’s procedures for
executing the system configuration and startup (command) files to accomplish this.

DSM/SCM is often started automatically by a system command file. If not, you must
start it manually as described next.

Before Starting DSM/SCM

Initialize SQL
1. Check that TMF is started:
> TMFCOM STATUS TMF
2. Save a copy of the existing ZZSQLCI2 file on the $SYSTEM disk. For example:
> FUP DUP $SYSTEM SYSTEM ZZSQLCl 2, $SYSTEM BKUPZSQ.. *, SAVEALL
3. Enter:
> SQLCI I NITIALI ZE SQL; EXIT;
4. Copy the ZZSQLCI2 file saved previously back to the $SYSTEM disk. For

example:

> FUP DUP $SYSTEM BKUPZSQL. ZZSQLCl 2, $SYSTEM SYSTEM *, SAVEALL

Note. ZZSQLCI2 is a temporary file that contains the SQLCI2 program. SQLCI2 is the
process through which the NonStop SQL/MP conversational interface (SQLCI)
communicates with the NonStop SQL/MP executor to request various functions. After SQL
initialization is complete, ZZSQLCI2 is renamed and becomes the permanent SQLCI2
program.

HP recommends that you always have a current backup copy of the
$SYSTEM.SYSTEM.ZZSQLCIZ2 file in case you need to initialize SQL later for some
reason. If you cannot find a copy of ZZSQLCI2 on the $SYSTEM disk, use DSM/SCM to
Export the file from the software archive. (ZZSQLCI2 is a component file of the TSQLCI2
product, T9198.)

For more information, see the SQL/MP Installation and Management Guide. For
information on exporting the file from the Archive, see the DSM/SCM online help.

Cold Start the Pathway Configuration

1.

Verify your current configuration against the cold start configuration in PATHHOST
(or PATHTARG) to check that the current configuration reflects all changes you
have made.

Run the PATHCOLD macro from the ZDSMSCM subvolume to cold start the
Pathway configuration.
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Start DSM/SCM

1. Runthe STARTSCM macro from the ZDSM/SCM subvolume to start DSM/SCM:
> RUN STARTSCM

These messages appear:

8> startscm
DSM SCM Process Startup Function - STARTSCM - T6031D46 - (31MAR2003)
Copyright Hew ett Packard Devel opnment Conpany L.P. 1993-2003

NOTI CE: * | f the hometerm chosen during I N TENV, $zhone,

* is not currently in a paused state, STARTSCM and DSM SCM
* server processes may hang indefinitely. Be sure this

*

homet erm has been paused!

PATHWAY CONTROL FI LE DATED: 21 APR 2003, 03:52:16

$Z03N: WARN - *1079* SERVER CB- 001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER | S-001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER M SERVER, NO STATI C SERVERS DEFI NED

$Z03N: SERVER OM 001, STARTED

$Z03N: SERVER SM 001, STARTED

$Z03N: SERVER SM T- 001, STARTED

$Z03N: SERVER T9154- HELP- SERV, STARTED

$Z03N: WARN - *1079* SERVER TA- 001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER Tl SERVER, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER US- 001, NO STATI C SERVERS DEFI NED

$Z03N: TCP TCP-H, STARTED
$Z03N: TCP TCP-T, STARTED

Because the $ZHOME reliable home-term process is not an interactive process
and is always paused, no action is necessary.

2. Press Enter to have STARTSCM run the IP6031 TACL macro automatically. This
step takes several minutes.

Reset and Start the Mirror System Disk (If
Necessary)

A Caution. If you updated the disk boot code, you downed the mirrored disk. Revive the
mirrored disk as soon as possible after performing a system load. Failure to do so, can cause
data loss.

This procedure is necessary only if you are migrating from a pre-G06.06 RVU to the
G06.24 RVU and had to replace the disk system load bootstrap program, as described
in Section 6, Replacing the Disk Bootstrap Microcode (Pre-G06.06).

After you have verified that the new disk bootstrap program is functional, reset and
start the unchanged mirror system disk (which is in the STOPPED state, substate
HARDDOWN) by using the SCF RESET and START commands. The SCF RESET
command moves the disk into the STOPPED state, substate DOWN, from which it can
be started.
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For example:

> scf

SCF - T9082(02 - (14JANO2) (O03JANO2) - 04/28/ 2003 10: 54: 23 System
\ TEENY

Copyri ght Conmpaq Comnput er Corporation 1986 - 2002

(1 nvoki ng \ TEENY. $SYSTEM STARTUP. SCFCSTM

1-> reset disk $system

2-> start disk $system

STORAGE W1001 To START the di sk, SCF nust revive the information on
\ TEENY. $SYSTEM Thi s operation m ght | MPACT system
perfornmance, especially users of $SYSTEM

Do you want to start a disk revive on \ TEENY. $SYSTEM (Y/[N])y

3-> status disk $system

STORAGE - Status DI SK \ TEENY. $SYSTEM

LDev Primry Backup Mrror M rrorBackup Primary
Backup
PI D PI D
6 *STARTED STARTED  *STARTING  STARTI NG 0, 257 1, 257

4-> status di sk $system
STORAGE - Status DI SK \ TEENY. $SYSTEM

LDev Primry Backup Mrror M rrorBackup Pri mary Backup
PI D PI D
6 *STARTED STARTED  *STARTED STARTED 0, 257 1, 257

SCF automatically revives the unchanged mirror disk, updating the old disk bootstrap
program from the new version copied earlier to the primary disk.

Note. The SCF RESET DISK command does not touch paths that are in a STARTED state.
You could also issue a RESET DISK command for the $SYSTEM-M path and the
$SYSTEM-MB path.

Configure Specific Products (Post-System
Load)

This subsection contains information about the configuration of various products such
as Expand, OSS, and SMF. See product-specific documentation for more information.

Configure Expand and New Profiles

Note. Always check Scout for NonStop Servers for the most up-to-date SPRs for Expand.
Also, review all softdocs for up-to-date installation instructions for the profiles.

Expand had significant changes starting in the G06.20 RVU (SPR T9057 AFK) that
were also released in SPR T9057AFL as a time-critical fix. The details of many of the
changes and all defect repair changes are described in the T9057G06"AFQ or later
softdoc.
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In summary, the latest Expand T9057 SPRs remove the use of Super Timefactors in
Expand routing. The original time factor method of routing used before
T9057G06"AEM (G06.08 RVU) is now used starting with SPR T9057AFL and G06.20.

SPEEDK is now mapped to a time factor, and values of SPEEDK for FOX networks or
faster are mapped to a time factor of 1. As a result, review settings for SPEEDK,
SPEED, and RSIZE to verify that the proper routing is maintained. (For example, if
both ServerNet and FOX exist between two adjacent nodes, set the time factor for the
preferred line to 1 and the less preferred line to either 2 or 3.)

A new LINETF modifier is provided and recommended to set the time factor of lines
directly. Neither SPEED nor SPEEDK is recommended.

In larger networks, incremental installation of the latest T9057G06"AFL SPR can
precipitate connection instability on nodes that are running earlier versions of Expand.
(Contact your service representative for assistance in using specific tools to resolve
network routing problems.)

The SPRs T0O533G06"AEE, T0532G06"AAD and TO509G06"AAD, or later, have new
modifiers to set time factors directly and to allow some parameters to be set
persistently. SPR TO533G06"AEE, or later, has new modifiers to support IPv6
addresses. The default values of some parameters have been changed. See the
softdoc for any installation details and the Expand Configuration and Management
Manual for information on the new modifiers.

See support note S03040 for more information on changes to Expand routing.

Note. Always check the Interactive Upgrade Guide and Expand softdocs for changes to
Expand profiles. General configuration instructions are presented. For complete descriptions of
Expand profiles, modifiers, and attributes, see the Expand Configuration and Management
Manual.

Configure OSS

See the Open System Services Management and Operations Guide and the Open
System Services Installation Guide for information about updating and maintaining
OSS database files. See the Interactive Upgrade Guide for new OSS features and for
a summary of migration or installation issues.

Also note these general OSS alerts and considerations:

® Disk volumes that are accessed by the OSS environment, including the $SYSTEM
volume where the OSS Monitor’s configuration files are kept, must not be
configured for administration by SMF.

® Forthe OSS environment, certain configuration files require symbolic links from the
OSS file system. For more information, see the OSS Management and Operations
Guide for details.
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Resuming Normal Operations Configure SMF (Optional)

The i net d process should be run immediately after loading the OSS product files into
the OSS environment. The i net d process listens for connections on certain Internet
sockets. When a connection is found on one of its sockets, i net d determines what
service the socket corresponds to and invokes a program to service the request.

See the inetd(8) reference page in the Open System Services Shell and Utilities
Reference Manual for more information. For installation instructions, see
T9660G07MAAG, or later, softdoc.

OSS Unautomated Configuration and Startup

Unautomated configuration and startup is described in Appendix B in the Open System
Services Management and Operations Guide.

OSS EasySetup (T0585)

The OSS EasySetup product (T0585) is available for automated setup, as described in
the Open System Services Installation Guide. OSS EasySetup is a series of TACL
scripts that assist a site when configuring and installing a minimal OSS subsystem for
the first time or when starting, stopping, or removing an OSS subsystem. For setup
and fallback purposes, OSS EasySetup provides:

® Ajournal file of all installation and configuration actions
® Afile that records the directory structure of the initial OSS file installation

® A configuration file to partially automate restarting the OSS subsystem. This file
can be edited as needed when the configuration changes.

OSS EasySetup requires the process $NULL and the installation of SPI template files.
The product NULL (T6025) is included on each SUT.

Configure SMF (Optional)

If you plan to configure SMF, an optional product, note:

® Migration of data from direct volumes to SMF logical volumes is documented in the
Storage Management Foundation User's Guide.

® Performance-critical applications that optimize the physical location of their data
might need to specify the PHYSVOL option when creating data files, instead of
relying on the SMF file-placement algorithm.

® NonStop SQL/MP 3.x must be up and running before you start SMF.

A Caution. To maintain data integrity, do not place:

® SWAP files on a virtual disk process (VDP)
TMF audit data on a VDP.
® DSM/SCM files on a VDP.
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Resuming Normal Operations Configure the Remote Duplicate Database Facility
(RDF)

To ensure system configuration integrity, always:

1. Save the system configuration after SMF configuration changes are made.

2. Reload the system from the current system configuration file or the latest version
with SMF changes.

If remote access to files supported by SMF is needed, the remote system must be
running one of these RVUSs:

® Any G-series RVU
® D43.02 or later D4n. nn D-series RVUs
® D35.00, plus an additional set of D3n. nn SPRs, including:

°  T9055ACR
°  T9194ABQ
° T9196ACE
° T9197ABO

See the softdoc T8472ACK or later for interoperability considerations, including
information on SMF configuration.

Configure the Remote Duplicate Database Facility (RDF)

The AUDITTRAILBUFFER parameter is a modifier to DP2, which improves the
performance of RDF. Ensure that an appropriate value is specified for the
AUDITTRAILBUFFER modifier for the master audit-trail disk process. The
AUDITTRAILBUFFER parameter allows you to specify how many megabytes of buffer
space to allocate for the audit-trail buffers. See the SCF Reference Manual for the
Storage Subsystem for information on configuring the buffer size.

Upgrade the WAN Manager (T8365), (Optional)

The version of WAN Manager (WANMGR) delivered in the G06.07 and later RVUs
removes the limitation of configuring 100 SWAN adapters. Starting with the G06.07
RVU, the number of adapters you can configure is determined by the amount of
memory available to the WAN manager. See the T8365 softdoc for information on the
default WANMGR startup configuration and how to use SCF to increase it.

Before updating the SWAN or SWAN 2 firmware (Appendix C, Updating SWAN
Concentrator CLIP Firmware), first configure the WAN Manager.
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(Optional)

Upgrade the TNOS Server and TNOS Utility (Optional)

A miscoded TNS (non-native) program can erroneously generate operand addresses
that are not adequately aligned for the TNS instruction set architecture. The program
can then get unpredictable results when referencing those memory operands, on both
TNS and TNS/R systems, whether accelerated or not. The program might silently
corrupt adjacent data, compute wrong answers, or make wrong decisions.

Upgrade the TNOS Server and TNOS Utility to at least these versions:

® T8666ACL or later (for TNOS Server)
® T8667ACL or later (for TNOS Utility)
To obtain these new versions, contact your service provider. The marketing ID for the

new versions is SJ08V1, and the IP name is NonStop ODBC Server and Client. See
Support Note S02075B for details.
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— Part Il. Fallback Tasks

Part Il describes the tasks for falling back from the G06.24 RVU to a G06.06 or later
RVU.

If you encounter a problem that cannot be resolved while running G06.24, you can fall
back to your previous G-series RVU, provided you have already installed the
appropriate fallback SPRs for your system.

These sections describe the tasks for falling back to your previous RVU from G06.24
RVU:

® Section 13, Preparing to Fall Back
® Section 14, Backing Out the DSM/SCM Revision

® Section 15, Returning Firmware to Previous Versions

® Section 16, Running ZPHIRNM to Reactivate the Previous Software Revision

® Section 17, Loading the Previous RVU and Resuming Normal Operations

G06.24 Software Installation and Upgrade Guide—528593-005



Part Il. Fallback Tasks

G06.24 Software Installation and Upgrade Guide—528593-005



13 Preparing to Fall Back

If you encounter a problem that cannot be resolved while running the G06.24 RVU, you
can fall back to a G06.06 or later G-series RVU, provided that you have already
installed the appropriate fallback SPRs, as described in Section 3, Installing SPRs
Before Upgrading to the G06.24 RVU. If you did not install the appropriate fallback

SPRs before installing the G06.24 RVU, contact your service provider.

Alerts

Before falling back from the G06.24 RVU:

Review G06.24 Installation and Fallback Alerts for Products on page 1-21.

Verify that you have a saved configuration database (see Save the Current
Configuration File (CONFxxyy) on page 4-1).

It is not necessary to return SP firmware (unless pre-G06.08) or SCSI boot code
back to the previous versions when falling back to an earlier RVU. However, if you
want to do so, HP recommends that you update the firmware before performing the
system load of the previous RVU.

Note. Do not revert back to pre-T7953AAG versions of SWAN concentrator firmware. The
T7953AAG and later versions are compatible with the earliest G-series RVUs and contain
important fixes and enhancements.

If you are falling back to an RVU prior to G06.13, you will not be able to access any
NonStop SQL/MP Format 2 partitions you might have created.

If you are falling back to an RVU prior to G06.08 and you upgraded to NonStop
S7400 and S74000 PMF CRUs after installing G06.24, these PMF CRUs must be
removed. If you are falling back to a pre-G06.16 and you upgraded to NonStop
S7600, S76000, S86000, S7800, or S7T8000 PMF CRUs after installing G06.24,
these PMF CRUs must be removed. If you are falling back to any RVU prior to
G06.24, you must remove the S88000 PMF CRUSs. You can generally retain TSM
and OSM software because they are compatible with earlier software. OSM
requires the SP firmware file TL089ABK or later.

If you are falling back to an RVU prior to G06.16, you must return processor boot
code back to the previous version before performing a system load of the previous
RVU. HP recommends that you update the firmware before performing the system
load of the previous RVU.

If you have to fall back to a pre-G06.21 RVU, you must deinstall the previous WAN
Wizard Pro and reinstall the previous WAN Wizard Pro on your system console.
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Starting with the G06.23 RVU, there are fallback considerations regarding NonStop
SQL/MX Release 2.0. See NonStop SQL/MX Release 2.0 (G06.23 and G06.24) on
page 1-28. For SQL/MX Release 2.0: Before falling back, to minimize the risks
involved with falling back without a clean TMF shutdown, use the appropriate SQL
(MX or special MP) GOAWAY utility to delete all native-format SQL/MX objects and
their resource forks. Do this before entering the first START TMF after you have
performed a system load with the previous RVU.

If you installed the DSM/SCM D46 client version, you do not need to deinstall it.
However, you need to run the FALLBACK macro to convert both the Host and
Target database for use by the pre-T6031D46 version. You must run the macro
before you start DSM/SCM.

Note. The FALLBACK macro can be retrieved from a D6031D46 distributed subvolume on
any G06.18 or later SUT. If the SUT is in the DSM/SCM archive, the FALLBACK macro can be
exported from the DSM/SCM archive.

Summary of Fallback Tasks

ONoahONE

Backing out the revision (DSM/SCM)

Replacing the bootstrap program on the primary system disk
Returning firmware to the previous versions (if needed)
Running ZPHIRNM

Halting the system processors

Removing any hardware not supported by your previous RVU
Loading the system from the previous operating system image
Starting the applications

Fallback Considerations for Specific Products

You might need to perform additional tasks for these products:

DP2
DLL (Dynamic-Link Libraries)
DSM/SCM

Spooler

Open System Services (OSS)
OSM and TSM

SMF

SQL/MX 2.0
TME

WAN Manager (T8365)
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DP2

If you have set the AUDITTRAILBUFFER or the SQLMXBUFFER attribute to 128 or
more, you need to reset the value to 0 before falling back to G06.16 or earlier RVU. If
you fail to do so, TMF might not start, or a disk volume could go offline. You can
recover from this situation after the fallback by using the SCF ALTER command. See
the Interactive Upgrade Guide for details.

If you are planning on using NonStop SQL/MX for the first time, it is recommended that
you perform a clean TMF shutdown. (A clean TMF shutdown is always recommended
in any case.) You can also apply the DP2 (T9053) fallback SPR on your current SYSnn
before upgrading to G06.24 if you are migrating from a pre-G06.23 RVU. If you are
using NonStop SQL/MX introduced in G06.23 and you have to fall back to a previous
RVU before G06.23, and have created native-format SQL/MX metadata tables or audit
records, you need the DP2 (T9053) fallback SPR on your current SYSnn. A SYSGEN
is required.

DLL (Dynamic-Link Libraries)

The G06.20 RVU provides programming and system tools to create position-
independent code (PIC) that can be used to create your own dynamic-link libraries
(DLLs) to run on NonStop S-series servers (G06.20 RVU only). The run-time libraries
on the SUT have changes to the mechanism for registering the programming
destructors for objects declared statically in C++ Version 2 and beyond.

If you install the DLL programming tools and you encounter system or application
problems that do not use PIC, fall back to your previous RVU. However, if you install
the DLL tools, and system problems occur because applications are trying to use PIC,
you can stop converting a program or library to DLLs by using the PIC compiler options
to recompile the program or library and the PIC linker to relink it.

See the appropriate programming documentation for details on C++ and compilers. For
a list of participating products, see the Interactive Upgrade Guide.

DSM/SCM

If you have to fall back to a pre-G06.18 RVU and a pre-D46 T6031 product version of
DSM/SCM, run the FALLBACK macro to convert both the Host and Target database for
use by a pre-T6031D46 DSM/SCM product version. You must run the FALLBACK
macro before starting DSM/SCM. If you fall back to a pre-D46 product version and then
migrate to a G06.18 or later RvU, DSM/SCM might notify you during the Apply that the
CLEANOSS macro must be run. You must cancel the Apply, and then run the
CLEANOSS macro. For detailed information on the FALLBACK and CLEANOSS
macros, see the DSM/SCM User’s Guide and Notes on the CLEANOSS Macro on
page 1-18.

The D46 DSM/SCM client software is backwards compatible with most DSM/SCM
server versions (AAO).
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Preparing to Fall Back Spooler

Spooler

If you have to fall back to an RVU prior to G06.00 and the spooler control file format is
from a spooler version prior to T9101ADM, you must restore copies of both the control
file and the collection files that were in use.

If your previous product version of spooler was T9101D41 SPR ADM or later, you do
not need to restore copies of both the control file and the collector data files if you back
out of your G06.24 RVU. All versions of T9101D41, starting with T9101D41 SPR ADM,
contain Version 5 of the spooler control file and are compatible with T9101D46 and
D48 product versions of spooler. However, it is always recommended that you back up
the spooler control file and collector data files before migrating or applying spooler
SPRs.

See Support Notes S97057 (T9101D41 Spooler Collector Data Files Have Changed
Format) and S99086 (NSK Spooler — Migration and Draining Instructions) for more
information.

Open System Services (OSS)

Back up the OSS configuration database files before falling back. See the Open
System Services Management and Operations Guide for more information.

OSM and TSM

See the OSM Migration Guide for complete information. If you installed OSM after
installing the G06.24 RVU, and you want to fall back to a newer SPR of TSM, see TSM
Server and Client Compatibility SPRs on page 3-10 and the Interactive Upgrade
Guide.

SMF

The record format of the system configuration database sometimes changes between
RVUs and is automatically converted to the new format the first time the system is
loaded. To ensure system configuration integrity, always:

1. Save the system configuration after SMF configuration changes are made.

2. Reload the system from the current system configuration file or the latest version
with SMF changes.

A Caution. Create a saved version of the configuration before loading a new RVU. If this step is
omitted, you cannot fall back to a previous RVU.

See the Storage Management Foundation User’s Guide for more information.

G06.24 Software Installation and Upgrade Guide—528593-005
13-4



Preparing to Fall Back SQL/MX 2.0

SQL/MX 2.0

Metadata tables created and used by SQL/MX Release 2.0 running on or after G06.23
are different than those metadata tables used on prior SQL/MX releases, and the
tables are very different than those used by SQL/MP. You must be on at least Release
1.8 to migrate or to fall back. Migration and fallback considerations do apply. See TMF
(G06.23 and G06.24) on page 1-38 and DP2.

Before attempting to fall back, you should remove all SQL/MX objects and their
resource forks by using the SQL/MX GOAWAY utility. (GOAWAY is an OSS command
line utility run from nxt ool .) After you fall back, the SQL/MX GOAWAY utility is not
available, and SQL/MX objects are much more difficult to remove. See NonStop
SQL/MX Release 2.0 (G06.23 and G06.24) on page 1-28.

TMF

Falling back to other RVUs, prior to G06.24, with format 2 audit trails, will cause
serious audit trail problems and requires a DELETE TMF, as well as other steps.

Fallback steps depend on whether you chose to alter the audit trail file size or format,
or both. If you do not alter the audit trail filesize or format, there are no fallback issues
with TMF for G06.24. If the audit trail file size is altered, but still within the 2,047
megabyte limit, fallback is still not a major issue, but you must take steps, before or
after fallback, to prevent deterioration in some algorithms. See TMF (G06.23 and
G06.24) on page 1-38 and DP2.

WAN Manager (T8365)

The version of WAN Manager (WANMGR) delivered in G06.07 and later RVUs
includes an SPR (first introduced by T8365AAJ) that removes the limitation of
configuring a maximum of 100 SWAN adapters. Starting with the G06.07 RVU, the
number of adapters that you can configure is determined by the amount of memory
available to the WAN manager.

If you have installed more than 100 SWAN adapters and have to fall back to a
pre-G06.07 RVU, after falling back, you must reinstall TB365AAN and its requisite
SPRs to continue using all the configured SWAN adapters. If you do not, the older
version of the WAN manager will not recognize the additional adapters or associated
entities. (EMS messages indicate storage has been exhausted.)

See the T8365AAN or later softdoc for more information.
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14
Backing Out the DSM/SCM Revision

This section describes how to submit a DSM/SCM backout request to return from
G06.24 to your previous RVU.

If you selected DSM/SCM to manage OSS files and you need to fall back to a pre-D46
DSM/SCM PVU, you must run the DSM/SCM FALLBACK macro from the ZDSMSCM
subvolume. The FALLBACK macro can be exported from any D46 PVU in the
DSM/SCM archive, and then placed in the ZDSMSCM subvolume.

Before Backing Out the Revision

1. Confirm that the spooler is active and not 100 percent full.

a. Ata TACL prompt, start SPOOLCOM and issue a COLLECT, STATUS
command. For example:

12> spool com $spls; collect, status
COLLECT  STATE FLAGS CPU PRI UNIT DATA FILE %-ULL
$S ACTI VE 3,1 154 4 $OPS0. SPL. DATA 4

b. If the spooler is not active, start the spooler.

You will use the spooler to print out operator instructions when backing out the
revision.

2. Start the TMF subsystem and DSM/SCM if they are not already running. For
example:

4> TMFCOM START TMF
5> vol unme $dsnscm vol . ZDSMSCM
6> RUN STARTSCM

where $dsnscm vol is the DSM/SCM volume.
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Backing Out the DSM/SCM Revision Start the Target Interface (ZPHITI)

Start the Target Interface (ZPHITI)

1. From the DSM/SCM subvolume, enter:
RUN ZPHI TI

The TI Logon screen appears:

DSM Sof t war e Confi gurati on Manager TI
Logon

User |D:

This software is licensed by Hew ett Packard Devel opnent Conpany L.P. and
is subject to restrictions on use, disclosure and copying and is Comerci al
Software. If a user is an entity of the United States Governnent, only
LIM TED RI GHTS or RESTRI CTED RI GHTS are granted.
HP and the HP | ogo are trademarks of
Hewl ett Packard Devel opnent Conpany L. P.
T6031D46"ABJ 16JAN2004

(c) Hewl ett Packard Devel opnment Conpany L.P., 1994-2002
All Rights Reserved

F1- Logon F8-Clear entry
F15- Hel p SF16- Exi t

2. Enter your user ID and password and press F1 to log on to the Target Interface.

The Main Menu appears:

DSM Sof t war e Confi gurati on Manager Mai n Menu

\ ELI Prior snapshot 2002-04-14:18:03:03

Sel ection nunber: 0

bel ow.

1 Ceate systemreport

2 (Oeate system snapshot

3 Performtarget activities
4  Perform audit

5 Perform dat abase verify

9

Enabl e trace (for support use only)

F1- Sel ect F4- Show Messages
F15-Hel p F16- Ret urn SF16- Exi t

G06.24 Software Installation and Upgrade Guide—528593-005
14-2



Backing Out the DSM/SCM Revision Submit a Backout Request

Submit a Backout Request

1. From the ZPHITI Main Menu, enter 3 (Perform target activities) in the Selection
number field, and press F1.

The Target Menu - Select Target screen appears:

DSM Sof t war e Confi gurati on Manager Target Menu - Sel ect Target

\ ELI Prior snapshot 2002-04-14:18:03:03

Sel ecti on nunber:

Choose a target selection nunber fromthe |ist below Status information is

shown for requests still in progress.
1 NEW CONFI G
2 DEFAULT
3
4
5
6
7
8
9
—=—====—=—=—=—=—=—=—=—==—=—=—=—====—=====\Dbre Tar get S PgDn/ PgLp:::::::::::::::::::::::::::::
F1- Sel ect
F15- Hel p F16- Return SF16- Exi t
Ready

2. In the Selection number field, enter the number corresponding to the logical target
that you want to back out of (selection 2 in this example), and press F1.

The Target Menu - Select Action screen appears:

DSM Sof t ware Confi gurati on Manager Target Menu - Sel ect Action
\ ELI Pri or snapshot 2002-04-14:18:03: 03
DEFAULT Last S/Wapplied on SYS 00 on 2000-04-14:18: 01

Sel ecti on nunber:

Choose an action by entering the selection nunmber of an itemfromthe |ist
bel ow.

1 Perform Revi ew apply request
2 Perform backout to S/WApplied on SYS 03 on 2000-04- 14: 15: 41
3 Review operator instructions for the last apply conpleted.

F15- Hel p F16- Ret urn SF16- Exi t
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Backing Out the DSM/SCM Revision Submit a Backout Request

3. Inthe Selection number field, enter 2 (Perform backout to S/W), and press F1.
The Backout - Verify Request screen appears, which shows:

® The SYSnn, date, and timestamp of the current software revision and of the
previous revision, which becomes the current revision when the backout
request finishes

® The location where DSM/SCM will place the snapshot

®* A warning that the request makes the last software applied on this target

inaccessible
DSM Sof t war e Confi gurati on Manager Backout - Verify Request
\ ELI Prior snapshot 2002-04-14:18: 03: 03
DEFAULT Last S/Wapplied on SYS 00 on 2000-04-14:18:01

Snapshot | ocation: \ELI.$SPR09

ATTENTION - This request is not reversible. Once the current configuration
for this target is backed out, it cannot be nmade current again.

Backout target revision will be perforned:

From SYS 02 applied on 2002-04-14:18:01
To: SYS 01 applied on 2002-04-17:15: 41

F1- Subnmit request
F15-Hel p F16- Ret urn SF16- Exi t

Ready
4. Press F1 to submit the backout request.

DSM/SCM automatically reapplies the previous software revision.

While the backout request is processing, DSM/SCM displays the

Backout - Processing Backout screen, which gives a description of the request, its
processing status, and the location of the previous SYSnn software affected by the
request. The screen is updated with current status information approximately every
15 seconds, as in these examples:
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Backing Out the DSM/SCM Revision Submit a Backout Request

DSM Sof t ware Configurati on Manager Backout - Processi ng Backout
\ ELI Prior snapshot 2002-04-14:18:03:03
DEFAULT Last S/ Wapplied on SYSO0 on 2000-04-14:18: 01

Backout 2000-04-18:10:59: 34

Request is being processed. Status information will appear bel ow indicating

progr ess.

Backout Awaiting start. 2000- 04- 18: 10: 59: 34

F3- Rest art F4- Show messages F6- Cancel request
F15-Hel p F16- Ret urn SF16- Exi t

DSM Sof t war e Confi gurati on Manager Backout - Processi ng Backout

\ ELI Prior snapshot 2002-04-14:18:03:03

DEFAULT Last S/Wapplied on SYSO0 on 2002-04-14:18: 01

Backout 2000-04-18:11:00: 39

Request is being processed. Status information will appear bel ow indicating

progr ess.
Backout Processing. 2000- 04-18: 11: 00: 39
F3- Rest art F4- Show nmessages F6- Cancel request

F15- Hel p F16-Return SF16- Exi t

After the software backout is finished, the Backout - Complete Backout screen
appears with operator instructions.
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Backing Out the DSM/SCM Revision Submit a Backout Request

A complete set of operator instructions might look like this:

DSM Sof t ware Configurati on Manager Backout - Conpl ete Backout
\ ELI Prior snapshot 2002-04-14:18:03:03
DEFAULT Last S/Wapplied on SYS on 2000- 04- 14:18:01

Print operator instructions on:

Pl acement of files for this Backout is conplete. To activate the software
that has been placed follow the operator instructions displayed bel ow

Activation Instructions for \ELI DEFAULT
These are general instructions that were determ ned fromconfiguration
attributes. Refer to the release docunentation for detailed i nformation
on migrating to this software configuration.

1. Stop all applications.

2. PUP REPLACEBOOT $<SYS00 VOLUME NAME>, $<SYS00 VOLUME NAME>. SYS00. SYSDI SC
OR for S-Series:

SCF CONTRCOL DI SK $<SYS00 VOLUME NAME>,
REPLACEBOOT $<SYS00 VOLUME NAME>. SYSNN. SYSDI SC

3. Update FI RMAARE.
Run TMDS (or TSMfor S-Series) to check firmvare and perform
firmnvare updates.
T1089 S-SERIES SP FWi ncl udes firmware changes.
T1067 | SP1000 CODE i ncl udes firnware changes.
T8461 S7000 PROM M LLI CODE incl udes firmnvare changes.
T7892 S70000 BOOT M LLI COD includes firmnvare changes.

4. RUN ZDSMSCM ZPHI RNM SYS00
(Note: replace nn with correct nunber)

5. Check for $0 EMS nessages.
Correct any errors indicated in the $0 EMS nessages.
Do not proceed until this step has been successfully conpl eted.

6. Coldload is required.

7. Restart all applications.

F4- Show Messages
F9-Print operator instructions F15- Hel p F16- Return SF16- Exi t
Task conpl et ed successful ly.

5. Enter a printer location and press F9 to print the operator instructions. You might
need to modify these instructions before returning to the previous RVU. For
instance, you might not need to change the firmware unless you have to replace
hardware that can be supported only by the new RVU.

6. Press SF16 to exit the Target Interface.
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Backing Out the DSM/SCM Revision Monitor the Backout Process

Monitor the Backout Process

1. Log on to DSM/SCM (Start>Programs>Dsm_scm>DSMSCM).
2. Select Requests> Requests list.

The Requests dialog box appears, showing the type and status of various
DSM/SCM requests.

3. From the Request list, double-click your backout request.
The Status dialog box displays detailed information about your backout request.

This example indicates that the backout request finished successfully:

© '\ TEENY TEENY 3 Status =101 %]

Planner: SUPER.SUPER Status last updated: 101101 19:58

Request description:

\ATEENY TEENY 3 2001-10-11:1%:34

Request activity summany:

Backout Complete
Create znapshot Complete
Receive snapshot Complete

Current activity status detail:

Show EMS events

vst100.vsd
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Returning Firmware to Previous
Versions

This section describes how to return processor boot code, SP firmware, and SCSI boot
code back to the earlier product versions before loading the previous operating system
image.

Alerts

Processor Boot Code

If you are returning to an RVU prior to the G06.16 RVU, you must return processor
boot code back to the earlier PVU before performing a system load of your previous
RVU. If you are returning to a G06.16 or later RVU, it is not necessary to return
processor boot code back to the previous version.

SP Firmware and SCSI Boot Code

It is not necessary to return SP firmware or SCSI boot code back to the earlier product
update versions when falling back to your previous RVU. (See the T1089 softdoc for
compatible RVUs.) However, if you want to, HP recommends that you update the
firmware before performing a system load of the previous RVU. OSM requires
T1089ABK or later.

Returning Processor Boot Code to the
Previous Version (Using TSM)

To install the previous version of the processor boot code:

1. Determine the Correct Version of the Previous Processor Boot Code.
2. Return the Processor Boot Code to the Previous Version on page 15-2.

Determine the Correct Version of the Previous Processor Boot
Code

To determine the previous processor boot code version with the VPROC command,
see Verify Location and Version of Processor Boot Code on page 8-3.
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Returning Firmware to Previous Versions Return the Processor Boot Code to the Previous
Version

For example:
$SYSTEM SUPER 8> vproc $system sys01. cpucode9
VPROC - T9617G03 - (30 MAR 1999) SYSTEM \ ELI Date 21 MAR

2000, 11:30:35
COPYRI GHT TANDEM COMPUTERS | NCORPORATED 1986 - 1995

$SYSTEM SYS01. CPUCODEYS
Bi nder ti nestanp: 25AUGL999 13:42: 26
Ver si on procedure: T7892@05"03SEP99”"25Aug99on

where SYS01 is the previous operating system image subvolume.

Use this information to verify that the update to the previous version was successful.

Return the Processor Boot Code to the Previous Version

If you are using TSM, follow the instructions under Using TSM, Update the Processor
Boot Code and Issue a Hard Reset or Equivalent on page 8-10 to return the processor
boot code back to the previous version, except in Step 6, enter the volume and
subvolume containing the previous operating system image. For example:

$system sys01

If you are using OSM, follow the instructions in Returning Bootcode Firmware to the
Previous Version (Using OSM) on page 15-6.

Returning SP Firmware to the Previous
Version (Using TSM)

This subsection provides instructions for installing the previous version of the SP
firmware. Generally, you can keep your currently installed SP firmware. See Scout for
NonStop Servers for backwards compatibility.

Determine the Correct Version of the Previous SP Firmware

To determine the previous SP firmware version with the VPROC command, see
Determine the Current and New Versions of SP Firmware on page 7-4.

For example:
$SYSTEM SUPER 2> vproc $system sys01l. spcode9
VPROC - T9617Q03 - (30 MAR 1999)  SYSTEM \ ELI Date 21 MAR

2000, 11:27:03
COPYRI GHT TANDEM COMPUTERS | NCORPORATED 1986 - 1995

$SYSTEM SYS01, SPCODE9

Bi nder tinmestanp: 20JUL1999 14:11:43
Ver si on procedure: T1089G05"25JUN99"20JUL99"AAS
Ver si on procedure: T1088G05"25JUN99"20JUL99"AAS

where SYS01 is the previous operating system image subvolume.
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Returning Firmware to Previous Versions Download the Previous SP Firmware File to the
System Console

Use this information to verify that the update to the previous version was successful.

Download the Previous SP Firmware File to the System Console

Download the previous SP firmware file into the spcode9 directory on the hard drive of
your system console in the event you encounter problems when updating the SP
firmware.

Follow the instructions under Download the SP Firmware File to the System Console
on page 7-6, except in Step 3, enter the system, volume, and subvolume containing
the previous operating system image. For example:

$\ prod2. syst em sys01

Return the SP Firmware to the Previous Version

Follow the instructions under Update SP Firmware Using the TSM Service Application
on page 7-8 to return the SP firmware back to the previous version, except in Step 9,
enter the volume and subvolume containing the previous operating system image. For
example:

$system sys01

Returning SCSI Boot Code to the Previous
Version (Using TSM)

This subsection provides instructions for installing the previous version of the SCSI
boot code.

Determine the Correct Version of the Previous SCSI Boot Code

At a TACL prompt, use the VPROC command to verify the location and version of the
SCSI boot code for the previous RVU.

Note. For pre-G06.08 RVUs, SCSI boot code is located in $syst em sysnn. | 1000. For
post-G06.08 RVUs, the SCSI boot code is located in $syst em sysnn. | BOOT.

>VPROC $SYSTEM SYSnn. | 1000
where nn is the previous operating system image subvolume. For example:

$SYSTEM SUPER 7> vproc $system sys01.i 1000

VPROC - T9617G03 - (30 MAR 1999) SYSTEM \ ELI Date 21 MAR
2000, 12:39:29

COPYRI GHT TANDEM COWMPUTERS | NCORPORATED 1986 - 1995

$SYSTEM SYSO01. | 1000
Bi nder tinmestanp: 12FEB1998 17:27: 36
Ver si on procedure: T1067F40"15JAN98"TREV=01"AAK

SYSO01 is the previous operating system image subvolume.

G06.24 Software Installation and Upgrade Guide—528593-005
15-3



Returning Firmware to Previous Versions Return the SCSI Boot Code to the Previous Version

(Using TSM)

To check the new version of SCSI boot code, enter:

>VPROC $SYSTEM SYSnn. | BOOT

Use this information from the VPROCSs to verify that the update to the previous version
was successful.

Return the SCSI Boot Code to the Previous Version (Using TSM)

From the TSM Service Application, use the Firmware Update dialog box to update the
SCSI boot code for each PMF customer-replaceable unit (CRU) in your system.

1.
2.
3.

4
5.
6

10.

11.

Select Display>Firmware update to display the Firmware Update dialog box.
From the Resource Type list, select SCSI Boot Code, Y-side.

From the Display list, select All to list the selected resources in the Available box.
Click Add all to move the resources to the Selected box.

Click Specify other to display the Specify Firmware File Location dialog box.

Enter the volume and subvolume where the file to use as the source for the update
resides. Use the $SYSTEM.SYSnn created for the previous operating system
image.

Click OK.

Click Yes when asked if you want to use a nonstandard firmware location.

From the Firmware Update dialog box, click Perform action.

The update starts, and the Firmware Update Action Summary dialog box appears.

Monitor the status of the SCSI boot code update in the Firmware Update Action
Summary dialog box.

When the action status appears as Completed, the SCSI boot code update is
finished.

Repeat Steps 2 through 10 to update the SCSI Boot Code, X-side.

When the SCSI boot code for all PMF CRUs has updated successfully, the
Firmware Update Action Summary dialog box should confirm that all SCSI
firmware has been updated.
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(Using OSM)

Returning SP Firmware to the Previous
Version (Using OSM)

1.

N o o b~ D

10.

11.

12.

13.
14.

Select Display>Multi-Resource Actions. The Multi-Resource Actions dialog box
appears with unselected fields.

From the Resource Type list, select SP.

From the Action list, select SP Firmware Update.

From the Filter by list, select the appropriate filter, Logical:Fabric Side-Y first.
Click Add All or Add to add the SPs you want to update to the lower list.
Click Perform action.

Click OK when the Confirm SP Firmware Update dialog box appears.

The SP - Parameter Input dialog box appears.

Enter the previous file location. Use the $vol unme. subvol une. fi | ename and
select OK.

As the firmware update is performed, information about it appears in the Progress
list.

You are then asked to reset the SP. Click OK.

The firmnvare update needs to reset the Service Processor
to activate the updated firmvare. Wuld you like to
reset the Service Processor?

The Reset Progress bar keeps track of the number of SPs that pass the firmware
reset. After a few minutes, the SP is reset.

To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and overall progress.

(Optional) Select Action Summary if a firmware update or reset fails.
a. Select the action that failed.

b. Select Details.

Update the X-fabric for the SP code. From the Filter by list, select the appropriate
filter, Logical:Fabric Side-X.
When you change the filter from Y-side to X-side, the following message appears:

Changing a required filter results in your
sel ections being cleared.

Do you still wish to change the filter?
Click OK.

Repeat Steps 5 through 10 to update the SP firmware, X-side.
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15.

Version (Using OSM)

Check that all SPs have completed successfully.

Returning Bootcode Firmware to the Previous
Version (Using OSM)

1.
2.

Log on to the OSM Service Connection.

Select Display> Multi-Resource Actions. The Multi-Resource Actions dialog box
appears with unselected fields.

From the Resource Type list, select SP.
From the Action list, select Processor Boot Millicode Firmware Update.

From the Filter by list, select Logical: Fabric Side-Y.

Selection Criteria

Rezource Type |SF‘ j Action |Processzor Boot Milicode Firmmeeare Update j
Fiter by |Logical.Fabric Side - | and |- No fiter sslected - [
VST956.vsd

6. Click Add All to move the selected resources to update the lower list.

7. Click Perform Action.

8. Click OK when the Confirm Processor Boot Millicode Firmware Update dialog box
appears.

The Processor Parameter Input dialog box appears.

9. Enter the previous file location. Use the $vol une. subvol une. fil enane
($SYSTEM.SYSnn) subvolume created during the most recent DSM/SCM
Build/Apply. For example:
$system sys02. cpucode9
As the firmware update is performed, information about it appears in the Progress
List.

10. To verify that firmware resets are in progress, select Action Summary. The Action
Status Summary window appears with information about recent actions, including
their status and their overall progress.

11. Update the X-fabric for the processor boot code. From the Filter by list, select the

appropriate filter, Logical:Fabric Side-X.
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12.
13.
14.
15.

16.

17.

18.

Version (Using OSM)

When you change the filter from Y-side to X-side, this message appears:

Changing a required filter results in your
sel ections being cleared.

Do you still wish to change the filter?
Click OK.

Click Add All to add the SPs you want to update to the lower list.
Click Perform Action.

Click OK when the Confirm Processor Boot Millicode Firmware Update dialog box
appears.

The Processor Parameter Input dialog box appears.

Enter the previous file location. Use the $vol une. subvol une. fi | enanme
($SYSTEM.SYSnn) subvolume created during the most recent DSM/SCM
Build/Apply. For example:

$syst em sys02. cpucode9

As the firmware update is performed, information about it appears in the Progress
List.

To verify that firmware updates are in progress, select Action Summary. The
Action Status Summary window appears with information about recent actions,
including their status and their overall progress.

Close the Multi-Resource Actions dialog box.
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Running ZPHIRNM to Reactivate the
Previous Software Revision

This section describes how to run the ZPHIRNM program again to change the
temporary names of the previous product files back to their actual names.

Alerts

Before running ZPHIRNM:

Applications that use files that are being replaced should not be running. To avoid
any possibility of conflict, stop all applications, except for the TMF subsystem,
before running ZPHIRNM.

You must have rename (purge) access to all files being renamed. You can ensure
this access by running ZPHIRNM as the super ID (255,255).

If you are connected to an Expand network, you might see a message stating that
the NonStop SQL file, ZZSQLCI2, was not renamed during ZPHIRNM. However,
on further examination of the log file, you may find that ZPHIRNM did finally
rename the file, in which case you can ignore the error message and continue.

Make sure that you drain the spooler before running ZPHIRNM. If you drain the
spooler after running ZPHIRNM, an error message is displayed indicating that the
spooler program and library versions are different, and spooler terminates with
errors.

Drain the Spooler

Before executing the SPOOLCOM;SPOOLER,DRAIN command:

Use the SPOOLCOM COLLECT $col | ect or - process, LI STOPENS command
to identify processes that currently have jobs open.

Use the SPOOLCOM JOB ( STATE PRI NT) command to determine which jobs
are currently printing.

Take the appropriate action to ensure that these jobs either terminate when
finished or are stopped.

Drain the spooler. To drain the spooler, log on as a super group user (255,n),
access SPOOLCOM, and enter the following command:

SPOOLCOV> SPOCLER, DRAI'N
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This command causes the spooler to move from the active to the dormant state.

A Caution. Do not use the TACL STOP command to drain or stop the spooler. Also, do not
issue the TACL STOP command after you have issued the SPOOLCOM DRAIN command.
The control file can be corrupted during the next warmstart or rebuild.

For more information on draining the spooler and recovery, see Section 1 in the
Spooler Utilities Reference Manual.

Run ZPHIRNM

Using PREVIEW Mode

You can do a preview run of ZPHIRNM to check that the target subvolumes (TSVs)
and associated map files are consistent. Running ZPHIRNM in PREVIEW mode
simulates the ZPHIRNM process without actually updating files or activating the
configuration. In PREVIEW mode, ZPHIRNM indicates whether or not TMF needs to
be up when running ZPHIRNM. See ZPHIRNM on page 10-4 for more information.

Run ZPHIRNM

1. Ata TACL prompt, enter the following command from the DSM/SCM subvolume:

> RUN ZPHI RNM $vol . SYSnn
where:

® 3vol specifies the default current system load volume, usually $SYSTEM.

® SYSnn specifies the SYSnn subvolume named previously in the backout
request. (See Submit a Backout Request on page 14-3, Step 3 on page 14-4,
which explains the entries in the Backout - Verify Request screen.)

For example:

> RUN ZPHI RNM $syst em SYS00

2. When asked if you want to use a log file with the session, type Y and press Enter.
3. When prompted, type a file name for the log file, and press Enter.
4. ZPHIRNM issues the following message and begins processing:

Log file, <filenane>, was successfully created.
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Verify That ZPHIRNM Ran Successfully

1. Review the log file.
2. If ZPHIRNM did not run successfully, correct the problem and rerun.
Two types of error and warning messages are issued during the renaming process:

® |f afatal error occurs, ZPHIRNM immediately issues an error message and
stops.

® A nonfatal error is one that affects processing only for a single subvolume. If a
nonfatal error occurs, ZPHIRNM issues an error message and attempts to
restore the subvolume it is currently processing to its original state.

° If the subvolume is successfully restored, ZPHIRNM continues with the
next subvolume.

° If the subvolume cannot be restored, ZPHIRNM issues an additional error
message and continues with the next subvolume.

° If the subvolume was successfully processed, you can ignore warning
messages.

See the DSM/SCM User’s Guide for troubleshooting procedures and the
DSM/SCM Messages Manual for a complete list of ZPHIRNM messages.
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Loading the Previous RVU and
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This section describes how to load the previous RVU back into the memory of each
processor in the server and resume normal operations.

Alerts

Before performing a system load, note:

If you are returning to an RVU prior to the G06.06 RVU, check that you have
replaced the bootstrap program on the primary system disk named $SYSTEM to
the earlier version by following the instructions in Section 6, Replacing the Disk
Bootstrap Microcode (Pre-G06.06) (specifying the previous SYSnn).

Do not close the System Startup dialog box while startup is in progress. If you
attempt to close the dialog box, a TSM message dialog box appears, indicating
that the system startup process will be stopped if you continue.

If you stop a system startup before it has finished, the state of your system
becomes unpredictable. You might need to perform another system startup to
enable the system to resume normal operation.

If you must stop the system startup process, click Abort (the process should take
effect within 30 seconds).

If you fall back and then try to migrate again to a G06.18 or later RVU, DSM/SCM
might notify you during the Apply that the CLEANOSS macro must be run. The
current OSS environment is being managed by a logical target other than the one
trying to manage OSS files with the current DSM/SCM Build/Apply. You must
cancel the Apply, and then run the CLEANOSS macro. See DSM/SCM
(T6031D46) Fallback on page 1-27.

Before falling back, to minimize the risks involved with falling back without a clean
TMF shutdown, use the appropriate SQL (MX or special MP) utility to delete all
native-format SQL/MX objects and their resource forks. This step must be done
before entering the first START TMF after you have performed a system load with
the previous RVU. See NonStop SQL/MX Release 2.0 (G06.23 and G06.24) on
page 1-28 before continuing.
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Prepare to Stop the System

Before halting the processors:
1. Stop all user applications.
2. Stop TMF and DSM/SCM. For example:

5> TMFCOM STOP TMF
6> VOLUME $dsnscm vol . ZDSMSCM
7> RUN STOPSCM

Halt the Processors

Halt all processors from the TSM Low-Level Link Application or from the OSM
Low-Level Link.

Remove Hardware Installed During Migration

If you installed or replaced hardware during your migration to the G06.24 RVU, you
might have to remove it before loading your previous RVU. For example:

® NonStop S74000 processors are not supported prior to the G06.08 RVU.

® NonStop S76000 and S86000 processors are not supported prior to the G06.16
RVU.

® NonStop S7800 and S78000 processors are not supported prior to the G06.16
RVU.

® NonStop 88000 processors are not supported prior to the G06.24 RVU.
® GESAs are not supported prior to the G06.16 RVU.
® SWAN 2 servers are not supported prior to the G06.16 RVU.

® Disconnect the IOAM and its components, which are supported only on G06.24
and later RVUs.

See the appropriate RVU-specific hardware documentation for additional information.
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Perform a System Load With the Previous
SYSnn and CONFxxyy

Perform a system load, except in Step 3, enter the SYSnn of your previous operating
system image subvolume, and in Step 4, select the Saved version of the CONFxxyy
configuration file that you created under Save the Current Configuration File

(CONFxxyy) on page 4-1.

A Caution. Starting with the G06.06 RVU, the configuration file is automatically upgraded to
alter records for all storage devices. Loading the system with an upgraded configuration file
and a previous RVU causes a processor halt (disk-process error code%011500).

Reload the Remaining Processors

Use the TACL RELOAD command to load the operating system into the remaining
processors.

You are now back to your previous RVU. You can start your applications, including
TMF.
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Resume Normal Operations

Resume normal operations by invoking the proper startup files to start system
processes and user applications after falling back to the previous RVU.

Note. If you receive this error message when you attempt to start DSM/SCM:
ERROR: *1081* PATHCTL FILE I'S | NCOWPATI BLE <COLD START REQUI RED>
1. Stop the $YPHI PATHMON process:

> VOLUME $dsnscm vol . ZDSMSCM

> STOP $YPHI

2. Run the PATHCOLD macro:
> PATHCOLD

3. Start TMF:

TMFCOM>START TMF

If TMF is not started or running, a TACL error appears.
4. If needed, run the DSM/SCM FALLBACK macro:

a. Stop DSM/SCM if it is not already in the stopped state:

> RUN STOPSCM

b. Run the FALLBACK macro:

> RUN FALLBACK

The FALLBACK macro is interactive and extensive. Answer the prompts accordingly.
5. Start DSM/SCM:
> RUN STARTSCM
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Configure Spooler

RVUs for G06.00 and later RVUs contain spooler product version T9101D46, which
introduced a spooler control file in a new format. Although it is still a type 128 file,
internally it is considerably different from the format used in the base T9101D41
spooler. For this reason, it is not possible to warm start a version of the spooler prior to
T9101ADI with a control file produced by the T9101D46 or D48 product version of the
spooler. You must save the control files and collection data files before warm starting
the new version of the spooler.

In G06.03, T9101D48 was introduced and its control file is the same as the D46
version.

To return to the previous version of spooler:

1. Restore the control files.
2. Restore the collector files.
3. Warm start the previous version.

For detailed instructions on warm starting the spooler, see the Spooler Utilities
Reference Manual. See also Support Note S03006.
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A
Using DSM/SCM to Install SPRs

SPRs provide new features between RVUs or correct software problems from a
previous RVU. This appendix describes tools available for investigating SPRs and
instructions on how to install SPRs.

A Caution. Do not apply any SPR to an RVU without first verifying (using Scout for NonStop
Servers, for example) that the SPR can be installed on that specific G-series RVU.

See the G06.24 Release Version Update Compendium, the Interactive Upgrade Guide,
and Section 3, Installing SPRs Before Upgrading to the G06.24 RVU of this guide for
information on SPRs that you might need to apply to your current RVU before
upgrading to the G06.24 RVU.

Tools for Managing SPRs

Always keep an SPR log file that lists which SPRs have been reviewed, selected, and
installed on your system:

® Update the SPR log regularly to maintain accurate and current information about
the SPRs installed on your system.

® Document the reasons for a decision not to install SPRs that have been issued for
products you run on your system.

Scout for NonStop Servers

Using Scout for NonStop Servers, you can display detailed information about RVUs,
SPRs, and prerequisites for SPRs. You can also access:

Outage Prevention Notifications (OPNSs)
Hotstuff messages

Support Notes

RVU (softdocs) and softdoc addendums

After researching available SPRs, you can download those you consider appropriate
for your system directly to your workstation and then use FTP to transfer downloaded
SPRs to your server, or you can request tape delivery.
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DSM/SCM

DSM/SCM has automatic features that can help you keep records of SPRs. You can
use the DSM/SCM Planner Interface to generate a number of prepackaged reports,
including reports that list:

® The products on a system and the SPRs applied to those products
® The SPRs that have been replaced by a specific SPR
® The requisite SPRs for a selected SPR

You can also use the DSM/SCM Archive to export SPRs to different SYSnns.

See the DSM/SCM User’s Guide for more information.

SPRNOTES

You can use SPRNOTES to research an SPR before installing it. Read the installation
instructions and considerations documented in the SPRNOTE, which includes:

® A summary of SPR contents
® Lists of SPRs required for this SPR

® |nstallation considerations, including tasks to perform before and after running
DSM/SCM

® A summary of problems corrected
® A summary of known problems remaining

Keep a copy of each SPRNOTE and record the status of the related SPR. For
example, record whether the SPR is not applicable, is already installed, or needs to be
installed.

Install SPRs With DSM/SCM

The steps for using DSM/SCM to install SPRs are basically the same as those for
installing a SUT.

Save the Current Configuration

First, save the current system configuration database CONFIG file. Use the SCF SAVE

command:
1. Ata TACL prompt, start SCF:
2> SCF

2. List the saved configuration files. At the SCF prompt, enter:

-> FUP | NFO $SYSTEM ZSYSCONF. CONF*
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3. Save the current configuration by using a unique file name. At the SCF prompt,
enter:

-> SAVE CONFI GURATI ON xX.yy
where xx. yy variable is a number from 0.0 through 99.99.

This example saves the current system configuration to the file
$SYSTEM.ZSYSCONF.CONF1101:

-> SAVE CONFI GURATION 11.1

The configuration file $SYSTEM ZSYSCONF. CONF1101 has been creat ed.

If you specify a configuration file that already exists, SCF asks you if you want to
replace it. If you specify that you do not want to replace the existing file, SCF does not
overwrite the file. You must type another SAVE command to save the current
configuration file.

Determine the Current SYSnn
There are several ways to record the current SYSnn subvolume on your system.

You must use the current SYSnn subvolume if you need to fall back to your current
RVU. You must use a different SYSnn subvolume to create a new software revision.

1. Ata TACL prompt, enter:
$SYSTEM SUPER 6> sysi nfo

SYSI NFO - T9268D37 - (27 Nov 97) SYSTEM\ELI Date 27 Mar 2000,
22:00: 18
COPYRI GHT TANDEM COMPUTERS | NCORPORATED 1985, 1987- 1997

Syst em name \ ELI
EXPAND node nunber 033
Current SYSnn SYS01
Syst em number 000000
Software release |ID Q06. 06

2. Issue a TACL FILEINFO command on $syst em *. osi mage to list the SYSnn
subvolumes on your system and determine which one is open:

$SYSTEM SYS00

CCDE EOF LAST MODI FI ED OWNER RWEP  PExt  SExt
CSI MAGE 0 57354240 15DEC1999 9:57 255,255 NUNU 200 200
$SYSTEM SYSO1

CCDE EOF LAST MODI FI ED OMER RWEP  PExt SExt
CSI MAGE 0 57393152 05APR2000 8:56 255,255 NUNU 200 200
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3. Ata TACL prompt, enter a STATUS 0,0 command to see which SYSnn subvolume

is currently being used:
3> status 0,0

System \ ELI

Process Pri PFR 9%AT Userid Programfile Hometerm
0,0 201 P R 000 255, 255 $SYSTEM SYSO1. CSI MAGE

$YM OP. #CLCl

Swap File Nanme: $SYSTEM #0

Note. DSM/SCM notifies you in the Build/Apply Request dialog box if a SYSGEN is required
and then runs SYSGEN automatically.

Receive the SPR Into the DSM/SCM Archive

Before Starting DSM/SCM

1.

Verify that both OutsideView Startup TACL windows ($YMIOP.#CLCI) are open. If
these windows are closed, DSM/SCM cannot complete the Build/Apply without
errors. You will have to start the Build/Apply from the beginning.

Start TMF if it is not already running:
> TMFCOM START TMF

Bring the SPR Into the DSM/SCM Archive

1.

Start DSM/SCM if it is not already running:

> vol ume $dsnscm vol . ZDSMSCM
> RUN STARTSCM

Log on to the DSM/SCM Planner Interface.
In the Software in Archive dialog box, click Receive software.

The Receive Software Request dialog box appears and DSM/SCM automatically
assigns the software input a name based on information received from the SPR
input. You can enter a new name if you want.

In the Receive Software Request dialog box, click Input source to display the
Request Source Options dialog box.

If the SPR has been received on disk or has been restored from tape to disk, click
Volume.subvolume.

Enter the name of the distribution subvolume containing the SPR, and then click
Add.

If the SPR was received on tape, click Tape drive and select a tape drive from the
list.

Click OK.
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8.
9.

the SPR

In the Receive Software Request dialog box, click Scheduling.

Enter the time you want your Receive Software Request to run. The default option
is for the request to run immediately. If this is what you want, click OK.

Create a New Software Configuration That Includes the SPR

After the SPR has been received into the Archive, you can copy it. To create a new
software configuration that includes the SPR:

1.

In the Configuration Revisions dialog box, select the configuration you are
updating, and click New Software Revision.

The New software revision dialog box appears.

In the Software in Archive dialog box, select SPRs to be added to the current
configuration and click Copy to.

Build the New Revision

After you have created a new software revision, prepare to install it on your target
systems by building it into an executable form:

1.

In the New software revision dialog box, click Build/Apply to list options for your
Build/Apply.

The Build/Apply Request dialog box appears with all selections dimmed and
unavailable.

In a few minutes, the dialog box is refreshed with defaults selected.

Select Build (if not connected to an Expand network) or Build, apply & process
snapshot (if connected to an Expand network).

Include in the activation package either only changed files or all files.

In the Activation SYSnn: box, enter the current SYSnn (if no SYSGEN is required)
or the new SYSnn (if SYSGEN is required).

Note. If the Build/Apply Request dialog box informs you that SYSGEN is required, make
sure the spooler is active and not 100 percent full before executing the Build/Apply
request. At a TACL prompt, start SPOOLCOM and issue a COLLECT, STATUS command.

Select Scheduling, Output, SYSGEN, TSV Location, and File Placement
options and configure as appropriate for your system. See the DSM/SCM User’s
Guide or the online help (Building and Applying a New Configuration topic) for
more information about these Build/Apply Request options.

In the Build/Apply Request dialog box, click OK.

When the Status window indicates that the request is done, select
Window >Refresh.
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8.

(ZPHITI)

This step updates the Software in Archive window to show the newly received
software.

Exit the DSM/SCM Planner Interface.

Print Operator Instructions From the Target
Interface (ZPHITI)

1.
2.

Make sure that spooler is active.
On the DSM/SCM subvolume, type:

RUN ZPH TI
The TI Logon screen appears.

Type your user ID and password and press F1 to log on to the Target Interface.
The Main Menu appears.

Type 3 (Perform target activities) in the Selection number field and press F1.
The Target Menu - Select Target screen appears.

In the Selection number field, type the number corresponding to the logical target
on which the new software was applied and press F1.

The Target Menu - Select Action screen appears.

In the Selection number field, type 3 (Review operator instructions for the last
apply completed) and press F1 to display the operator instructions.

Type a printer location in the Print operator instructions field and press F9 to print
the operator instructions.

Run ZPHIRNM

During the Build/Apply phase, DSM/SCM places product files in their subvolumes with
temporary (fabricated) file names so that the new files do not conflict with the file
names of currently running programs. After the Build/Apply finishes, run the ZPHIRNM
program on the target system to:

Rename the files that currently have actual file names with fabricated names.
These files become obsolete when the new files are renamed.

Rename the new files, which have fabricated names, with their actual names.
At a TACL prompt, enter the following command from the DSM/SCM subvolume:
> RUN ZPHI RNM $vol . SYSnn

where:
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® 3vol specifies the default current system load volume, usually $SYSTEM.

® SYSnn specifies the current or new (depending on whether SYSGEN was
required) SYSnn subvolume.

For example:
> RUNZPHI RNM $syst em SYS00
2. When asked if you want to use a log file with the session, type Y and press Enter.
3. When prompted, type a file name for the log file and press Enter.
ZPHIRNM issues this message and begins processing:
Logfile is open, Zphirnmw || now begin processing.
4. Verify that ZPHIRNM ran successfully by reviewing the log file.
5. If ZPHIRNM did not run successfully, correct the problem and rerun.

See the DSM/SCM User’s Guide for troubleshooting procedures and the
DSM/SCM Messages Manual for a complete list of ZPHIRNM messages.

If Running INSTALL*TEMPLATES Is Required

If the operator instructions state that you should run INSTALLA"TEMPLATES to update
EMS template files, you must be logged on as the super ID (255,255) user to run the
INSTALLA"TEMPLATES macro. This macro cannot be run with the NOWAIT option and
takes approximately ten minutes to finish.

Since the G06.10 RVU, if there is a resident template file in any of the input
subvolumes, the INSTALLA"TEMPLATES macro displays this error:

Invalid nonresident tenplate file -- not key sequenced:
$SYSTEM ZTEMPL. NEWRES

*** | NSTALLATEMPLATES: Term nated due to error ***

HP recommends that you designate another subvolume (for example,
$SYSTEM.TEMPLATE) to contain the output from INSTALLA"TEMPLATES. When you
specify this location, a non-resident template file is not present in ZTEMPL, and the
error does not appear.

1. Set the volume and subvolume to $SYSTEM.ZINSAIDS:

-> vol unme $system zi nsai ds
2. Load the TACLMACS file:

-> | oad / keep 1/ TACLNMACS
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Note. If you run the INSTALLATEMPLATES macro with no arguments, you are prompted
to provide required information.

For information on the INSTALLA"TEMPLATES arguments, print the usage notes:

-> vol une $system zi nsai ds
-> |l oad /keep 1/ TACLMACS
-> install "t enplates /out outdev/ help

where out dev is the name of the desired output device.

3. Choose a location on $SYSTEMto keep updated template files:

tacl >vol ume $systemtenpl ate

4. Rename any existing templates:

tacl > renane newes, oldres
tacl > renane newnres, ol dnres

5. Run INSTALLA"TEMPLATES to create updated template files:

tacl >i nstal | “tenpl ates new es newnres $system zt enpl

Note. Running this macro on G-series systems permanently changes the location of the EMS
template files. DSM/SCM creates new EMS templates when it creates a new SYSnn. However,
when the new system is loaded, the old template files named in the last execution of
INSTALLA"TEMPLATES are opened instead of the new files. To use the new RTMPLATE and
TEMPLATE EMS files created by DSM/SCM, use the SCF ALTER command:
-> ASSUME SUBSYS $ZZKRN
-> ALTER, RESI DENT_TEMPLATES $SYSTEM SYSTEM RTMPLATE, &

NONRESI DENT_TEMPLATES $SYSTEM SYSTEM TEMPLATE

The files newr es and newnr es are meant to be used as temporary hames until the next
SYSGEN and system load.

The following error message might occur when running the INSTALLA"TEMPLATES
macro:

>$SYSTEM SYSTEM SCF / NAME $Z019, I NV : 1 NBUF. 1, QUTV : QUTBUF. 1/
Current Nonresident tenplate file is: $SYSTEM TEMPLATE. NEWNRES
TEMPLATE and NONRESI DENT files nust be different:

$SYSTEM TEMPLATE. NEVNRES

*** | NSTALLATEMPLATES: Term nated due to error ***

The message indicates that the template and nonresident files specified in the
INSTALLA"TEMPLATES command are identical to those on the current subvolume. The
INSTALLA"TEMPLATES macro tries to create the new es and newnr es files, but stops
when it finds that these template files already exist.

To correct the problem:
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1.

Rename the current files:
tacl > renane newes, oldres
tacl > renane newnres, ol dnres

Run the INSTALLA"TEMPLATES macro again and use the file names new es and
newnr es.

The following message indicates that the templates are successfully installed:

>$SYSTEM SYS00. FUP / NAMVE $Z03M | NV : I NBUF. 1, QUTV : QUTBUF. 1/
File Uility Program- T6553D45 - (14APR2000) System \TINY
Copyri ght Tandem Conputers Incorporated 1981, 1983, 1985-2000
SECURE

( $SYSTEM TEMPLATE. NEVRES, $SYSTEM TEMPLATE. NEWNRES) , " NUNU'

*** | NSTALLANTEMPLATES: Conpl et ed sucessfully ***

If a System Load Is Required

If OSM is installed and configured, you can use these instructions to load your RVU.

Halt the Processors

1.

o 00 b~ W

If necessary, log on to the TSM Low-Level Link Application. If you are using OSM,
log on to the OSM Low-Level Link.

On the toolbar, select Processor Status to open the Processor Status dialog box.
Select the processors to be halted.

From the Processor Actions list, select Halt.
Click Perform action.
Click OK when asked if you are sure you want to halt.

When the Action Status box confirms that all the processors have been halted,
close the Processor Status dialog box.

Do not log off the OSM Low-Level Link or TSM Low-Level Link Application.
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Perform a System Load

When you perform a system load, the operating system is loaded from disk into the
memory of one processor. (This operation is sometimes called a device load or cold
load.) All possible paths to processor 0 are tried; if these falil, all possible paths to
processor 1 are tried. The remaining processors are loaded by commands in the CIIN
file. The initial TACL process stops after executing the CIIN file.

1. Using the OSM Low-Level Link or TSM Low-Level Link Application, click Start
System.

The System Startup dialog box appears.

2. Inthe System Startup dialog box:

In the SYSnn box, enter the number of the system subvolume containing the
version of the operating system that you want to load. The value nn must be a
two-digit octal number in the range %00...%77.

Note. The number of the SYSnn last used to start the system appears as the default.
Type over it with a new two-digit number to change to a different version of software
stored in the SYSnn subvolume on the system disk.

Note. The System Startup dialog box requires the primary and mirror system disks
($SYSTEM) to be installed in Group 01, Module 01, slots 11 and 12. It first tries slot
1.1.11 and then 1.1.12. Starting with the G06.06 RVU, you can install the system disk
in any two disk slots in Group O1.

To start your system with a system disk in disk slots other than 11 and 12, you must
go through the Processor Status dialog box, Load action, to access the Load
Processor-n from Disk dialog box. This dialog box enables you to enter the group,
module, and slot number of the disk from which you want to load; it does not try
alternate paths or alternate disk slots. See the NonStop S-Series Operations Guide for
more information.

In the Configuration File area, select Current (CONFIG).

Make sure that the CIIN disabled option is not selected.

3. Click Start System.

A Caution. If you want to stop the system startup process, click Abort (the process takes effect
within 30 seconds). If you stop a system startup before it has finished, the state of your system
cannot be predicted. You might need to perform another system startup to enable the system
to resume normal operation.

Do not close the Start System dialog box; otherwise, your system will not load.

When the system load has successfully initiated (the operating system loaded into
the memory of processor O or processor 1), the System Status box in the System
Startup dialog box shows:

SYSTEM STARTUP COVPLETE, NSK RUNNI NG ON PROCESSOR n
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The other processors are now primed for reload.

4. On the toolbar of the OSM Low-Level Link or TSM Low-Level Link Application
window, select Processor Status.

The Processor Status dialog box should show Executing NonStop OS.

EMS event stream and startup TACL windows are automatically launched on the
system console. The process might take a few seconds.

Note. The startup TACL window might launch directly on top of the EMS event stream
window. Drag the startup TACL OutsideView window to the side to see the EMS event
stream window. You can also use the OutsideView buttons on the bottom bar of the
system console to toggle between the windows.

5. If the EMS event stream window and the startup TACL window have not launched
on the system console or remain empty for more than a few minutes after the
system startup completion message appears, start alternate EMS event stream
and startup TACL windows. (Allow approximately 5 minutes.)

6. Close the System Startup dialog box. The Start System Status window closes
automatically.

Reload the Processors (If Necessary)

When CPUO is running the NonStop Kernel operating system, you can reload the
processors by issuing the RELOAD command from a TACL prompt. (Depending on
your configuration, you might not need to reload the processors explicitly.) After
processor 0 or processor 1 is successfully running the NonStop Kernel operating
system, reload any remaining processors in the system.

Start Your Applications and Processes

After you have reloaded the processors and the Processor Status screen shows all
processors executing the NonStop Kernel operating system, you can start your
applications and processes.

Verify that your system is up and running.
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B
Installing the Latest DSM/SCM SPRs
and Client Software

Before You Begin Installing DSM/SCM and
Client SPRs

Note.

® |f you want DSM/SCM to manage OSS files, you must install both the D46 DSM/SCM SPR
and the client version before you receive the SUT. You can install the D46 client version
(T6031D46"ABJ) either before or after installing the D46 T6031"ABJ SPR. However, this
appendix describes installing the D46 SPR first on the server side and then on the client
side.

® |f you are on a D31 product version of DSM/SCM and you do not need to manage new
OSS files, HP recommends that you always upgrade to the newest D46 DSM/SCM SPR
and client before installing the G06.24 RVU.

® The latest DSM/SCM client version (T6031D46”ABJ) is available only on the SUT unless
you have ordered new system consoles.

Table B-1 on page B-1 describes all of the DSM/SCM versions introduced on
G-series RVUs.

Table B-1. G-Series DSM/SCM PVUs and SPRs

PVU SPR RVU Description (Major changes)*

C32 GO03 Used for RVUs G03 through G04.Uses the
through ACOINFO file.
G04

D30 G05.00 Used to manage the new SRLs introduced in
through G05.00. New AC1INFO file is introduced.
G06.08

T6031D31 AAR G06.09 Merges four formerly separate product numbers
through (T6029 [the CNFGINFO tool]), T6030 (Host/Planner
G06.17 components), T6031 (Target components), and

T6033 (S-series Utility Package) into one product.

The T6031D31 product version of DSM/SCM is
identical to the D30-based T6030AAR (DSM/SCM
host/planner components) and T6031AAR
(DSM/SCM target components) versions, which
were introduced in the G06.08 RVU.

T6031D46 G06.18 Manages and audits OSS files. New AC7INFO file is
introduced.
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Software SPRs

Table B-1. G-Series DSM/SCM PVUs and SPRs (continued)

PVU SPR RVU Description (Major changes)*

T6031D46 ABE G06.19 Provides an updated version of the DSM/SCM
CNFGINFO tool. OSS developers can use this tool
to create A7CINFO files in their products' DSVs.
A7CINFO files are required by DSM/SCM for
automated OSS file management.

T6031D46 ABF G06.20 DSM/SCM is enhanced so that changing the
alternate name of $SYSTEM disk does not display
an error.

T6031D46 ABG G06.21 Compatible with client software version

T6031D46”"ABF. DSM/SCM is enhanced so that the
FALLBACK macro does not fail when rerun.

T6031D46 ABH G06.22 Compatible with client software version
T6031D46"ABH. Verify Database deletes fabricated
files for an unmanaged TSV. The CNFGINFO tool
validates correctly the TACL directory name.

T6031D46 ABI G06.23 Compatible with client software version
T6031D46"ABI.

DSM/SCM now creates the softdoc file on the
specified subvolume location with the standard file
name TnnnnVnn.The Build/Apply process now
completes without warnings when products
T6035PAX, T5893PAX are not OSS-enabled. These
new OSS files are placed under the ownership of
the Planner Interface.

T6031D46 ABJ G06.24 Compatible with client software version
T6031D46"ABJ.

DSM/SCM no longer replaces the customized
RTMPLATE file on the active SYSnn; the
Configuration Products report (ZPHIR10) no longer
lists duplicate entries.

* Always review the T6031D46 softdoc.
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Before You Begin Installing the Software
Identification (SWID) SPR

If you are upgrading from a pre-G06.20 RVU, besides restoring T6030D31 and
T6031D46, you must also upgrade the Software Identification (SWID) (T9298D40AAK)
product at the same time to avoid a problem with ZPHIRNM renaming hybrid SRLs to
fabricated names. (With the introduction of dynamic-link libraries (DLLs) for TNS/R
systems in G06.20, NSKCOM (T5838) provides new commands to NLD (T6017) so
that public SRLs are built as hybrid DLL-SRL objects.)

Note. If you do not restore SWID, and you are run the G06.24 RVU and perform another
Build/Apply with the previous pre-G06.20 SWID that was used to build the hybrid SRLs, and
you do not require a system load, the DSM/SCM fingerprint file will be different. As a result:

® A new set of SRLs is created.

® When the ZPHIRNM is complete, the open SRLs are renamed to fabricated names.

If you are on a G06.20 RVU or later, you do not need to restore the SWID product
before receiving the SUT. See Alerts in this appendix.

Alerts

® Ifyou are on a pre-G06.20 RVU, besides restoring R6030D31 and R6031D46, you
must also receive R9298D40 in the DSMSCM Archive when you build the new
configuration. A new SWID SPR (T9298AAK) is introduced in G06.24, but you do
not need to restore and receive the SWID SPR if you are running a G06.20 RVU or
later. See Verify That SWID Is Installed on page B-17.

Note. Until the T6031ABE, or later, SPR of DSM/SCM is installed, you must select the
Receive-all-files option on all software inputs into the DSM/SCM Archive whether or not
you want to manage OSS files. When the T6031ABE, or later, SPR is applied, you can
then choose the Receive-all-files only if you want to manage OSS files.

® Determine the Product Version of DSM/SCM on the Host System and Determine
the Product Version of DSM/SCM on the Client.

® Save the current configuration database (see Save the Current Configuration File
(CONFxxyy) on page 4-1).

® Keep the startup TACL windows, the EMS Event Stream window, and the
DSM/SCM client interface windows open whenever you are performing a
Build/Apply. Otherwise, Build/Apply errors will result.

® |f you receive an error indication in the Request Status window, you might have to
reinitiate the Build/Apply. See the DSM/SCM Messages Manual to learn the nature
and severity of the problem.
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Determine the Product Version of DSM/SCM on the Host System

To determine which product version of DSM/SCM is currently installed on your system,
use the VPROC command to determine the product version of TAEXE (Apply product
of DSM/SCM) and CBEXE (Build product of DSM/SCM).

At a TACL prompt, enter:

> vol ume $dsnmscm vol . ZDSVSCM
> vproc taexe
> vproc cbhexe

If your VPROC commands do not display the following versions, install the latest D46
DSM/SCM product version as described in Copy (RESTORE) the D46 DSM/SCM
Product Version and SWID (Optional) to Disk on page B-6:

The following shows the latest D46 product version of DSM/SCM after DSM/SCM has
been activated. (Bold lettering is used to show the vproc command and the latest

version):
$TDSV ZDSMSCM 8> vproc chexe
VPROC - T9617Q03 - (07 AUG 2003) SYSTEM \ TI NY Date 18 AUG 2004, 13:36:49

Copyri ght 2003 Hew ett-Packard Devel opnent Conpany, L.P.3$TDSV. ZDSMSCM CBEXE
Bi nder tinmestanp: 20APR2004 03: 37: 46
Ver si on procedure: S7032D20"27FEB04" SWARCCP" AAH
Versi on procedure: T6031D46_10MAY2004_19APR2004ABJ
Target CPU.  UNSPECI FI ED
AXCEL tinestanp: 20APR2004 03:40: 33

$TDSV ZDSMSCM 7> vproc taexe
VPROC - T9617Q03 - (07 AUG 2003) SYSTEM \ TI NY Date 18 AUG 2004, 13:36:39
Copyri ght 2003 Hewl ett - Packard Devel opnent Conpany, L.P.

$TDSV. ZDSMSCM TAEXE
Bi nder tinmestanp: 20APR2004 04: 34: 37
Versi on procedure: S7032D20"27FEB04" SWARCCP™ AAH
Versi on procedure: T6031D46_10MAY2004_19APR2004ABJ
Target CPU.  UNSPECI FI ED
AXCEL tinestanp: 20APR2004 04: 38: 09

Determine the Product Version of DSM/SCM on the Client

To determine which product version of DSM/SCM client software is installed, start the
DSM/SCM Planner Interface. Before prompting you to log on, the About DSM/SCM
window briefly displays version information.

The latest DSM/SCM client version for the G06.24 RVU is:
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Software Client

About DSM Software Configuration Manager E

DSM Software Configuration Manager
TeD3M D46 ABJ 10MAY2004

E

DSM Software Configuration Manager
assists ininstalling HP Software.

This software is licensed by Hewlett Packard Development Company, L.P., and is
subject to restrictions on use, disclosure and copying and i Commercial
Software. If a user is an entity of the United States Government, only Limited
RIGHTS or RESTRICTED RIGHTS are granted.

HP and the HP logo are trademarks of
Hewlett Packard Development Company, LP.

1992 Tandem 2004 Hewlett Packard Development Company, L.P.
Protected as an Unpublished Work.

All Rights Reserved

VST004.vsd

To install the DSM/SCM client, see Install the DSM/SCM Client From ZDSMSCM on
page B-18.
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Copy (RESTORE) the D46 DSM/SCM Product
Version and SWID (Optional) to Disk

To copy the D46 product version of DSM/SCM and the SWID product (optional,
depending on your current RVU) from the G06.24 RVU to disk, at a TACL prompt,
enter the RESTORE command:

>RESTORE/ OUT $S. #nnn. DSM $t ape, ($*. R6030D31. *, $*. R6031D46. *, $*. R9298D40. *),
VOL $DSMSCM LI STALL

where nnn is the RVU number (G06) and where $t ape is the name of the tape drive
containing the G06.24 RVU.

If you are already on a G06.20 RVU, enter:

>RESTORE/ OUT $S. #nnn. DSM $t ape, ($*. R6030D31. *, $*. R6031D46. *), VOL $DSMSCM
LI STALL

If you are currently on a G06.08 RVU or later and all files are restored without error,
you might see a display for DSM/SCM similar to:

$TDSV. R6030D31

AOCI NFO 963 3072 14Jul 2000 9: 59 255,
T6030D31 101 40888 14Jul 2000 9:59 255,

ACAO K 212 1
ACAO

oo

$TDSV. R6031D46

AOCI NFO 963 27648 14Cct 2002 15:38 255,0 ACGAO K 212 1
CBEXE 100 3303424 28Jul 2004 19: 54 255,0 ACAO
CLEANGSS 101 1576 11Jun2002 10:43 255,0 AQCAO
CNFGC 101 81740 40ct 2002 11:52 255,0 AQAO
CNFGCOB 101 81752 40ct 2002 11:52 255,0 AQGAO
0 AQAO

CNFGA NFO 100 75776 8Cct 2002 19:54 255,

Receive the D46 SPRs for DSM/SCM

1. Start TMF and DSM/SCM if they are not already running:

> TMFCOM START TMF
> VOLUME $dsnscm vol . ZDSMSCM
> RUN STARTSCM

2. Log on to the DSM/SCM Planner Interface
(Start>Programs>Dsm_scm>DSMSCM).

3. Inthe Software in Archive dialog box, select Receive software.
DSM/SCM displays the Receive Software Request dialog box.

4. Under Software name, select Provided by planner and enter a name for the D46
DSM/SCM product version and SWID. (This field is 17 characters.) For example:
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Software

Receive Software Request EI

Request name: SOFTWARE 2003- 12-07-19: 09: 39
Request descri ption:
SCFTWARE  2003- 12- 07- 19: 09: 39

—Software name
{” Determine from incoming data

{* Provided by planner: | D46 DSM and SWD

Options

—Receive Options

{* Receive only changed files Input source...

i~ Receive all files Scheduling...

0K Cancel Help

VST353.vsd

5. Under Options, click Input source.
DSM/SCM displays the Request Source Options dialog box.
6. Select Volume.subvolume.

7. Inthe Add text box, enter each distribution subvolume for the DSM/SCM files that
you specified earlier in the RESTORE command:

$DSMSCM R6030D31
$DSMSCM R6031D46
$DSMSCM R9298D40

Your Request Source Options dialog box should look similar to this:
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Software

SOFTWARE 2003-06-19:09:39 Request Source Op X|

" Tape drive: [\TEEHY.$ZTAPE j|

Optional external tape 10: |:|

{* Yolume.subvolume:

| _add || spsmsom re031D46 |

$DSMBCM R6030D31
$DSMBCM R6031D46
$DSMSCM R9298D40

Hemove |

0K | Cancel | Help

VST350.vsd

8. Click OK.

You are returned to the Receive Software Request dialog box.

9. Click OK to run the request immediately. (The request takes approximately 15
minutes to finish.)
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Software

The Status dialog box appears. Wait until the display for the Request activity
summary appears as Complete, and then close the Status window. For example:

% SOFTWARE 2001-06-19:09:39 Status o ] 4

Planner: SUPER.SUPER Status last updated: 61901 09:49

Request description:
SCFTWARE  2002- 12- 07- 19: 09: 39

Request activity summanys

| nput software Conpl ete

Current activity status detail:

Show EMS events

VST351.vsd

10. Select Window>Refresh to update the Software in Archive dialog box to include
the received software.
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Create a New Software Revision for DSM/SCM
D46 SPR and SWID

1. Inthe Configuration Revisions dialog box, select the target system being upgraded

and the current revision of the system being upgraded. Select New software
revision.

DSM/SCM opens the New dialog box listing the products in the last software

revision that was built for the target. Allow several minutes for the dialog box to
appear.

2. In the Software in Archive dialog box, select the DSM/SCM software you just
received and click Copy to.

The DSM/SCM files are copied from the Archive to the new software revision.

3. From the New software revision dialog box, verify that the new version of
DSM/SCM and SWID (optional, depending on current RVU) are included in the
new software revision. For example:

& G06.24 DSM/SWID - X

Loftwvare is for ALL processors, sorted by
Product Name.

Hame Humber VTerszion
DEMFSCH T6031 Dde (ABJ)
DSMFSCH HOST FPLANNER Tad3I0 D31 (ARS5)
1471 N 1) TH29%8 D40 (ARK)
Show products by group ‘

En

4. Edit the revision notes for the new revision:

vst557.vsd

a. Click Edit revision notes.

The Revision Notes box appears, containing the existing revision notes.
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b. Enter a description of the changes to the existing text. For example, if you are
migrating from a pre-G06.20 RVU, you might enter:

Added 05/07/2004: @G06. 24DSM SW D

c. Click OK to add a written history of revisions to existing notes.

Build and Apply the DSM/SCM D46 Software
Revision

The Build process creates an activation package of products contained in the new
software revision. During the Apply process, the activation package is transferred to
the target system. When the Apply request is finished, a snapshot is automatically
created and returned to the host. Because you are building and applying only a few
files, it should take less than an hour before the Build and Apply requests are finished
and the snapshot is returned. When the Build and Apply requests are finished, the new
software is placed in the current SYSnn subvolume.

1. Inthe New software revision dialog box, click Build/Apply to display the options
for your Build/Apply.

It might take several minutes for DSM/SCM to assemble the build information.
During this time, the Build/Apply Request dialog box appears with all selections
dimmed and unavailable.

In a few minutes, the dialog box is refreshed with defaults selected. The name
assigned to the Build/Apply request appears after Request name.

2. Click Edit instructions to display the Planner Instructions box.
3. Edit the instructions to provide the current SYSnn number, and then click OK.
4. Complete the Build/Apply Request dialog box:

a. Under Perform steps, select Build, apply & process snapshot.

b. Type the current SYSnn in the Activation SYSnn text box (because no
SYSGEN is required).
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Software Revision
c. Click OK.
S TEENY TEENY 2 Build/Apply Request 5[
~Perform steps Request name: ‘TEEHY TEEHY 2
 Build Description:

WTEENY TEENY 2 2001-0&-19:09:51
{* Build, apply &

process snapshot

Planner instructions to operator; ~ Edit instructions

Activation Instructions for "TEEHNY TEENY

Y
The=se are general instructions that were determined from configuration :
attributes. Refer to the release documentation for detailed information lI
SYSGEH is not required for this configuration. ~ Options
COLDLOAD is not required for this configuration if running Scheduling... |
from $SYSTEM $TINY S¥512,
Qutput...
Activation S¥Snn: IEI List 5¥5Snn... | SVYSGEN...
TSV Location...
File Placement...
OK Cancel | Help |

VST254.vsd

DSM/SCM runs the Build/Apply requests and displays a Status dialog box that is
automatically updated at regular intervals.

5. Check EMS messages for more detailed information about your Build/Apply:
® From the Status window, click Show EMS events.
®* |nthe EMS Events window, click Refresh to see newer messages.
® When finished viewing, click Close.

6. To confirm that the Build and Apply tasks finish successfully and that a snapshot
has been received into the host database, wait until the status shows that all
requests are complete.

7. Select Window>Refresh.

The Configurations Revision dialog box is refreshed and shows the new software
configuration revision containing the D46 DSM/SCM SPR.
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Rename the Applied DSM/SCM D46 Files

1. Stop DSM/SCM:

> VOLUME $dsnscm vol . ZDSMSCM
> RUN STOPSCM

where $dsnscm vol is the DSM/SCM volume.
2. Run ZPHIRNM:

> RUN ZPH RNM $vol une. SYSnn

where SYSnn is the current SYSnn (because no SYSGEN or system load is
required).

3. When asked if you want to use a log file with the session, enter Y.
4. When prompted, enter a file name for the log file.
ZPHIRNM displays this message:
Log file, filenanme, was successfully created.
ZPHIRNM processes the file renaming.

5. Verify that ZPHIRNM ran successfully by reviewing the specified log file.

If Running INSTALL*TEMPLATES Is Required

If the operator instructions state that you should run INSTALLA"TEMPLATES to update
EMS template files, you must be logged on as the super ID (255,255) user to run the
INSTALLA"TEMPLATES macro. This macro cannot be run with the NOWAIT option and
takes approximately ten minutes to finish.

Since the G06.10 RVU, if there is a resident template file in any of the input
subvolumes, the INSTALLA"TEMPLATES macro displays this error:

Invalid nonresident tenplate file -- not key sequenced:
$SYSTEM ZTEMPL. NEWRES

*** | NSTALLATEMPLATES: Term nated due to error ***

HP recommends that you designate another subvolume (for example,
$SYSTEM.TEMPLATE) to contain the output from INSTALLA"TEMPLATES. When you
specify this location, a non-resident template file is not present in ZTEMPL, and the
error does not appear.

1. Set the volume and subvolume to $SYSTEM.ZINSAIDS:

-> vol unme $system zi nsai ds
2. Load the TACLMACS file:

-> | oad / keep 1/ TACLNMACS

G06.24 Software Installation and Upgrade Guide—528593-005
B-13




Installing the Latest DSM/SCM SPRs and Client If Running INSTALLA"TEMPLATES Is Required
Software

Note. If you run the INSTALLATEMPLATES macro with no arguments, you are prompted
to provide required information.

For information on the INSTALLA"TEMPLATES arguments, print the usage notes:

-> vol une $system zi nsai ds
-> |l oad /keep 1/ TACLMACS
-> install "t enplates /out outdev/ help

where out dev is the name of the desired output device.

3. Choose a location on $SYSTEMto keep updated template files:

->vol ume $systemtenpl ate

4. Rename any existing templates:
-> renane newes, oldres
-> renane newnres, ol dnres
5. Run INSTALLA"TEMPLATES to create updated template files:

->i nstal | “"tenpl ates new es newnres $system zt enpl

Note. Running this macro on G-series systems permanently changes the location of the EMS
template files. DSM/SCM creates new EMS templates when it creates a new SYSnn. However,
when the new system is loaded, the old template files named in the last execution of
INSTALLA"TEMPLATES are opened instead of the new files. To use the new RTMPLATE and
TEMPLATE EMS files created by DSM/SCM, use the SCF ALTER command:
-> ASSUME SUBSYS $ZZKRN
-> ALTER, RESI DENT_TEMPLATES $SYSTEM SYSTEM RTMPLATE, &

NONRESI DENT_TEMPLATES $SYSTEM SYSTEM TEMPLATE

The files newr es and newnr es are meant to be used as temporary hames until the next
SYSGEN and system load.

The following error message might occur when running the INSTALLA"TEMPLATES
macro:

>$SYSTEM SYSTEM SCF / NAME $Z019, I NV : 1 NBUF. 1, QUTV : QUTBUF. 1/
Current Nonresident tenplate file is: $SYSTEM TEMPLATE. NEWNRES
TEMPLATE and NONRESI DENT files nust be different:

$SYSTEM TEMPLATE. NEVNRES

*** | NSTALLATEMPLATES: Term nated due to error ***

The message indicates that the template and nonresident files specified in the
INSTALLA"TEMPLATES command are identical to those on the current subvolume. The
INSTALLA"TEMPLATES macro tries to create the new es and newnr es files, but stops
when it finds that these template files already exist.

To correct the problem:
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Rename the current files:
-> renane newes, oldres
-> renane newnres, oldnres

Run the INSTALLA"TEMPLATES macro again and use the file names new es and
newnr es.

The following message indicates that the templates are successfully installed:

>$SYSTEM SYS00. FUP / NAMVE $Z03M | NV : I NBUF. 1, QUTV : QUTBUF. 1/
File Uility Program- T6553D45 - (14APR2000) System \TINY
Copyri ght Tandem Conputers Incorporated 1981, 1983, 1985-2000
SECURE

( $SYSTEM TEMPLATE. NEVRES, $SYSTEM TEMPLATE. NEWNRES) , " NUNU'

*** | NSTALLANTEMPLATES: Conpl et ed sucessfully ***

Restart Applications

You can now start your application software. Follow your site’s procedures for
executing the system configuration and startup (command) files to accomplish this.

DSM/SCM is often started automatically by a system command file; if not, you must
start it manually as described next.

Before Starting DSM/SCM

Depending on your RVU, DSM/SCM will not work properly if SQLCI2 has changed and
DSM/SCM is still using the old version.

1.

2.

Check that TMF is started:

> TMFCOM STATUS TMF

Verify your current configuration against the cold start configuration in PATHHOST
(or PATHTARG) to check that the current configuration reflects all changes you
have made.

Run the PATHCOLD macro from the ZDSMSCM subvolume to cold start the
Pathway configuration.

Start DSM/SCM

1.

Run the STARTSCM macro from the ZDSM/SCM subvolume to start DSM/SCM:
> RUN STARTSCM
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These messages appear:

8> startscm
DSM SCM Process Startup Function - STARTSCM - T6031D46 - (31MAR2003)
Copyright Hewl ett Packard Devel opnment Conpany L.P. 1993-2003

NOTI CE: * If the honeterm chosen during | NI TENV, $zhone,
* is not currently in a paused state, STARTSCM and DSM SCM
* server processes may hang indefinitely. Be sure this
* honet erm has been paused!

Because the $ZHOME reliable home-term process is not an interactive process
and is always paused, no action is necessary.

PATHWAY CONTROL FI LE DATED: 21 APR 2003, 03:52:16

$Z03N: WARN - *1079* SERVER CB- 001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER | S-001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER M SERVER, NO STATI C SERVERS DEFI NED

$Z03N: SERVER OM 001, STARTED
$Z03N: SERVER SM 001, STARTED
$Z03N: SERVER SM T- 001, STARTED

$Z03N: SERVER T9154- HELP- SERV, STARTED

$203N: WARN - *1079* SERVER TA-001, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER Tl SERVER, NO STATI C SERVERS DEFI NED
$Z03N: WARN - *1079* SERVER US-001, NO STATI C SERVERS DEFI NED

$Z03N: TCP TCP-H, STARTED
$Z03N: TCP TCP-T, STARTED

2. If necessary, press Enter to have STARTSCM run the PM6031 TACL macro
automatically. This step takes several minutes.

STARTSCM A new version of DSM SCM has been installed and | PM6031 needs to
be run. You can either exit and run | PM6031

manual |y or continue and | PM6031 will be run for you.

Enter <CR> to continue or BREAK to exit.

Verify That the D46 Product Version of DSM/SCM Is Installed

To verify that the latest D46 product version of DSM/SCM is currently installed on your
system, use the VPROC command to display the product version of TAEXE (Apply
product of DSM/SCM) and CBEXE (Build product of DSM/SCM). At a TACL prompt,
enter:

> vol ume $dsnmscm vol . ZDSVSCM
> vproc taexe
> vproc cbhexe

The following shows a D46 product version of DSM/SCM after DSM/SCM has been
activated:
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\ FOXI | $GREECE. T6031ABJ 8> vproc chexe
VPROC - T9617D42 - (20 DEC 2000) SYSTEM \ FOXI | Date 24 JAN 2004, 04:47:11
COPYRI GHT TANDEM COMPUTERS | NCORPCRATED 1986 - 2000

$GREECE. T6031ABJ. CBEXE
Bi nder tinmestanp: 16JAN2004 04:10: 20
Ver si on procedure: S7032D20"27FEB04"SWARCCP™ AAH
Versi on procedure: T6031D46_13JAN2004_16JAN2004ABJ
Target CPU.  UNSPECI FI ED
\ FOXI | $GREECE. T6031ABJ 9>

\ FOXI | $GREECE. T6031ABJ 9> vproc taexe
VPROC - T9617D42 - (20 DEC 2000) SYSTEM \ FOXI | Date 24 JAN 2004, 04:49:15

COPYRI GHT TANDEM COMPUTERS | NCORPCRATED 1986 - 2000

$GREECE. T6031ABJ. TAEXE
Bi nder tinmestanp: 11JAN2004 02: 38:21
Versi on procedure: S7032D20"27FEB04" SWARCCP" AAH
Versi on procedure: T6031D46_13JAN2004_10JAN2004ABJ
Target CPU.  UNSPECI FI ED
\ FOXI | $CREECE. T6031ABJ 10>

Verify That SWID Is Installed

If the AAI SPR is already installed on your SYSnn, you do not need to restore the latest
SWID SPR from tape and activate it.

This is an example of a previous SWID SPR (for G06.20 and G06.21 RVU):

$system system swi d

Bi nder ti nmestanp: 24JAN2003 13:51:31
Versi on procedure: T9298D40_29NOV2002_24JAN2003AAJ
Tar get CPU. TNS, TNS/ R

Here is the latest SWID SPR:

$SYSTEM SYSTEM SW D
Bi nder tinmestanp: 13APR2004 23:11: 20
Versi on procedure: T9298D40_04NMAY2004_14APR2004AAK
Target CPU. TNS, TNS/R
AXCEL tinestanp: 13APR2004 23:14:01
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Recovery for Problems While Installing the
D46 Version of DSM/SCM

If you encounter problems while installing the D46 version of DSM/SCM, see the
following information and the DSM/SCM User’s Guide.

If NonStop Errors Are Displayed

If you are on an earlier RVU (GO05 or earlier), and receive NonStop SQL errors when
you try to install the D46 product version of DSM/SCM, you might need to run the
IPM6031 TACL macro:

$DSMSCM ZDSMSCMV>1 PM6031

Starting with the D30 PVU of DSM/SCM, the IPM6031 TACL macro is run
automatically during STARTSCM when DCSM/SCM detects that the DSM/SCM
servers or database managers have changed. The IPM6031 TACL macro also ensures
that the TAEXE and CBEXE programs are secured correctly.

Thus, if you are migrating from the T6031"ABB SPR to the T6031D46 PVU or from a
recent T6031D46"ABE SPR to T6031D46"AFB, STARTSCM automatically runs
IPM6031.

Install the DSM/SCM Client From ZDSMSCM

Starting with the G06.18 RVU, the D46 DSM/SCM client software is shipped only on
the SUT and not on the Installer CD. The ZDSMEXE file that is in ZDSMSCM
subvolume is the client version that is an exact match to the server software in
ZDSMSCM.

If you are using DSM/SCM to manage OSS file options, you must install the DSM/SCM
client software.

Note. Before you begin, back up your current DSM/SCM folder to save the configuration
information and the Planner Interface version.

Check that unnecessary PC programs are not running before you begin the DSM/SCM client
installation and that no DSM/SCM Build or Applies are in progress.

DSM/SCM T6031D46"ABJ client software supports all T6030/T6031D30"AAO and
later DSM/SCM server software (including T6031D31). If you have to fall back, you can
still use the newly installed ABJ client software.
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Alert (DSM/SCM T6031D46”ABJ Client)

Do not attempt to use DSM/SCM T6031D46"ABJ client software until you have first
installed T6030/T6031D30"AAOQ or later software product revisions (SPRs) or the
T6031D46 PVU on your host system. See Table 3-1, DSM/SCM Client and Server

Compatibility, on page 3-5.

Limited DSM/SCM operation is available if you run T6031D46"ABJ client software with
pre-AAO server software. HP recommends that both the DSM/SCM product version
and DSM/SCM client be at the same version level at all times.

Determine Your DSM/SCM Client Software Version

To determine which version of DSM/SCM client software is installed, start the
DSM/SCM Planner Interface. Before prompting you to log on, the About DSM/SCM
window briefly displays version information.

Determine the Current IP Address and Port Number

When you install DSM/SCM client software, you are prompted to enter the IP address
of the host system with which DSM/SCM communicates and the IP port number for the
DSM/SCM Winsock service.

If the DSM/SCM client software on your system console is configured to communicate
with a host system, determine the configured IP address and port number:

1. Start Windows Explorer. Open My Computer if not already open.
2. Double-click the hard drive icon to display its contents.

3. Openthe DsmScm folder to display its contents.

4. In the Contents pane, double-click dsmscm.ini.

Notepad opens the DSM/SCM initialization file. For example:

El Dsmscm.ini - Notepad

Eile Edit Search Help

[DSHECH]
ObjectHanagerServerClass=0H-861
SwProdGroupType = private
CommType=WINSOCK
SystemHame=Y\noname
IPAddr=192.231.36.10 <+—— [P Address
IPPort=1889 <«——— |P Port Number
PathmonHame=%YPHI

[CNFEINFO]
ProcessHame=%ZPHC

VSTO005.vsd

G06.24 Software Installation and Upgrade Guide—528593-005
B-19



Installing the Latest DSM/SCM SPRs and Client Copy the ZDSMSCM Client File From the Host

Software

5.
6.

Make a note of the IP address and port number.

Close the dsmscm.ini file.

Copy the ZDSMSCM Client File From the Host

Note. If you are not using OutSideView on the PC that manages DSM/SCM:

1.
2.

On the NonStop Kernel host system, make $volume.ZDSMSCM the current subvolume.

Use the file transfer protocol (FTP) to download the ZDSMEXE file from the ZDSMSCM
subvolume on the NonStop Kernel host system to the DSMSCM directory on the PC.

Go to step 9 and complete the download process.

10.
11.
12.

If you are using OutSideView, start an OutsideView session.
Select Session>Receive file to display the IXF Receive dialog box.

In the Host box, enter the host system name, and the volume and subvolume
where the file resides. Make $vol une. ZDSMSCMthe current subvolume.

In the File box, enter zdsnexe. (Or, you can type zdsm exe, and ignore step 9.)
zdsnexe appears in the Local area File Name box.

Under Download Path, click Browse, and locate and selectthe c: \ dsnmscm
directory. Select OK. Under Options, verify that Binary is selected.

Verify that Overwrite local files is selected.
Click OK.
The download should take approximately 2 minutes.

When the IXF - Receive dialog box indicates that the transfer is finished, click End
Transfer.

Using Windows Explorer, rename the file from zdsnexe to zdsm exe.
Double-click the zdsm exe file to decompress the DSM/SCM client files.
Press any key to continue the setup.

If you are asked whether to overwrite the existing files, type Y for YES and press
Enter.

(To overwrite all the files, type A for ALL.)

After the setup program copies DSM/SCM files to your hard drive, your workstation
is ready for DSM/SCM client software installation.
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Install the DSM/SCM Client Software

1. Using Windows Explorer, double-click Setup.exe.

A DSM/SCM Setup screen appears, and an Enter Object Manager Server Class
dialog box appears with the default OM-001.

DSM/SCM Setup

x|
Enter Text ﬁ :
Please enter information in the field below. ﬁ

i n v e n t

Enter Object Manager Server Class.

| stallShield
< Back I Mext > I Cancel

VST010.vsd

2. Click Next to accept the default.

The Enter Software Product Group Type (shared or private) dialog box appears.

DSM/SCM Setup

=l
Enter Text ﬁ )
Please enter information in the field below. ﬁ

inwvent

Enter Software Product Group Twpe [shared or private).

[rivaid

| stallShield

¢ Back | Mest » I Cancel

VST021.vsd

G06.24 Software Installation and Upgrade Guide—528593-005
B-21



Installing the Latest DSM/SCM SPRs and Client Install the DSM/SCM Client Software
Software

3. Click Next to accept the default (private) or type in shared and click Next.

Note. Private software product groups can be used only by the planner who creates the
grouping. Shared software product groups can be used by other planners. For more
information on these options, see the DSM/SCM User’s Guide.

4. The Enter CNFGINFO Process Name dialog box appears with the default name
$ZPHC.

DSM/SCM Setup

=l
Enter Text ﬁ ’
Please enter information in the field below. ﬁ

inwvent

Enter CHFGINFO Frocess Mame.

| stallShield

¢ Back | Mest » I Cancel

VSTO015.vsd

5. Click Next to accept the default.
The Setup Type dialog box appears.

DSM;SCM Setup x|
Setup Type ﬁ ’
Chooze the zatup type that best zuits your needs. ﬁ

inm ve nt

Will pou be using RSC or a direct Winsock interface over
TCP/IP to communicate between this Planner Interface PC

" RSC

| stallShield
¢ Back | Mest » I Cancel

VST020.vsd

6. Check that WINSOCK is selected. Click Next.
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The Choose Destination Location dialog box appears with the default path
displayed, based on your operating system (either Windows 2000 or Windows XP
Professional):

DSM/SCM Setup

Xl
Choose Destination Location ﬁ ’
Select folder where Setup will inztall filez, ﬁ

inwvent

Enter the full path directary name for the WINSOCK DLL file.

C:AINM T Seystem32

Browsze... |

| stallShield

< Back | MNext » I Cancel

VST025.vsd

7. Click Next to accept the default.

You are now prompted to enter an IP address.

DSM/SCM Setup

Xl
Enter Text ﬁ ’
Please enter information in the field below. ﬁ

inwvent

Enter the I[P address ar name.

| mrstallShield

¢ Back | Mest » I Cancel |

VST030.vsd

8. Type the IP address for the host system with which DSM/SCM communicates (see
Determine the Current IP Address and Port Number on page B-19), and click Next.

Note. If DSM/SCM is not currently configured to communicate with a host system, accept
the default IP address. You can always change this value later by editing the dsmscm.ini
file.
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You are now prompted to enter an IP port number.

DSM/SCM Setup

x|
Enter Text ﬁ :
Please enter information in the field below. ﬁ

i m v e n t

Enter the IP port number for

the DSMASCH Winsock service.
Pick a part number between 1025
and B5535 that is not used.

| mstallShield

< Back | MNext » I Cancel |

VST035.vsd

9. Type the IP port number for the Winsock service (see Determine the Current IP
Address and Port Number on page B-19), and click Next.

Note. If DSM/SCM is not currently configured to communicate with a host system, accept
the default IP port number. You can always change this value later by editing the
dsmscm.ini file.

You are now prompted to enter the host system name.

DSM/SCM Setup

Xl
Enter Text é )
Plzase enter information in the field below. ﬁ

inwvent

Enter the host system name.

| tallShield

< Back | MNext » I Cancel

VST040.vsd

10. Type the host system name (or \nonane if DSM/SCM is not currently configured to
communicate with a host system), and click Next to continue.
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You are asked if you would like to run DSM/SCM.

Setup Complete
Run DSMSCHM?

VSTO045.vsd

11. Click No and go to Create an Emergency Repair Disk (ERD) on page B-25.

The setup program adds the DSM/SCM client software to the
Windows Start>Programs menu. You can start the DSM/SCM Planner Interface or
CNFGINFO tool from the Start>Programs>DSM_SCM submenu. For example:

Bs 0w scm ol ovrevFo
el osmscm
{7 Softdoc CHPGINFO
{7 softdac DSMSCM

VST130.vsd

Create an Emergency Repair Disk (ERD)

HP recommends that you create an Emergency Repair Disk (ERD) after upgrading
system console software. The ERD saves repair information that can be used to
reconstruct Windows system files, system configuration, and startup environment
variables if they become corrupted.

You might need two disks for the following procedure (in which case you will be
prompted when you need to insert the second disk).

To create a new ERD or to update an existing ERD:
1. Select Start>Programs>Accessories>System Tools >Backup.
2. If you are running Windows XP:

® |f the Backup utility is set on Wizard Mode, the Backup or Restore Wizard
dialog box appears. Follow the instructions on the screen to back up files and
settings and create an ERD.

® |f the Backup utility is set on Advanced Mode, click Automated System
Recovery Wizard and follow the instructions on the screen to back up files
and settings and create an ERD.
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3. If you are running Windows 2000:
a. The Backup utility appears. Click Emergency Repair Disk.
b. You are prompted to insert a disk into drive A.

Label a disk Emergency Repair Disk and insert it into drive A. Click OK.

T

d. The Emergency Repair Disk utility copies repair information to the disk. When
this process finishes, you are informed that the repair information was saved
successfully.

e. Click OK to quit the Backup utility.

You have created an ERD. Remove the disk from the drive and store it in a secure
location.
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Firmware

If necessary, you can update the SWAN or SWAN 2 concentrator CLIP firmware after
you have completed a system load of the new RVU. You can use either the OSM
Service Connection or TSM, depending on which one you have installed. TSM
provides a guided procedure for updating firmware for both SWAN and SWAN 2. OSM
provides a Multi-Resource Actions dialog box. If you have a SWAN or SWAN 2
concentrator connected to your NonStop S-series server, you can update CLIP
firmware in one of three ways:

® Using the SWAN Fast Firmware Update Guided Procedure (Recommended if
Using TSM) on page C-2. (Released in the G06.13 RVU, HP recommends this
method if using TSM.) This procedure, accessed through the TSM Service
Application, automates many of the required tasks involved in updating SWAN
CLIP firmware. The guided procedure:
°  Automatically stops all CLIPs before updating the firmware
° Updates all or a specified collection of CLIPs simultaneously

° Restarts (optional) all CLIPs after the firmware update completes.

Note. If the SWAN Fast Firmware Update Guided Procedure fails, try updating the firmware by
Using the TSM Firmware Update Dialog Box to Update SWAN Firmware on page C-8.

(The SWAN Fast Firmware Update Guided procedure essentially performs all
steps documented starting with Using the TSM Firmware Update Dialog Box to
Update SWAN Firmware on page C-8.)

A Caution. When using the SWAN Fast Firmware Update, T7945AAX must be resident or WAN
problems can result. T7945ABB is needed if using SWAN 2. To avoid possible path down and
post failure false dial-outs for SWAN or SWAN 2, T7953AAL, or later, is also necessary.

® Using the TSM Firmware Update Dialog Box to Update SWAN Firmware on
page C-8.

Note. If you have to fall back to a previous G-series RVU, do not revert back to previous
versions of SWAN CLIP firmware. If you must fall back, keep the firmware change.

® Using the OSM Multi-Resource Actions Dialog Box to Update SWAN and SWAN 2

Firmware on page C-18. If you have OSM installed and configured, you can update
SWAN and SWAN 2 CLIP firmware by using the Multi-Resource Actions dialog
box.

For troubleshooting information on SWAN or SWAN 2, see the SWAN Concentrator
and WAN Subsystem Troubleshooting Guide, Section 4.
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Procedure (Recommended if Using TSM)

Yellow caution symbols might appear on enclosure icons and on SWANSs during the
firmware update. These caution symbols should disappear after you have completed
the SWAN update.

Using the SWAN Fast Firmware Update Guided
Procedure (Recommended if Using TSM)

Follow the instructions in the guided procedure. For online help, open the Help menu
or click Help in any of the procedure’s dialog boxes. Before beginning, see Support
Note S04029.

1. Log on to the TSM Service Application.

2. Do one of the following:
® Select Display >SWAN Fast Firmware Update.
® Use the Actions dialog box:

a. Right-click the SWAN collection in the tree pane and select Actions from
the shortcut menu.

b. Inthe Actions dialog box, select the Fast Firmware Update action for the
SWAN collection object.

c. Click Perform action.

The SWAN Fast Firmware Update guided procedure is launched. For example:
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File Help

Using the SWAN Fast Firmware Update Guided
Procedure (Recommended if Using TSM)

Select Procedure

Siop Eracedure

Frocedure Tasks List [Task and Subtask Display

o ask Exit

Start

# Start
# Getting Connection Infarmation

4 Select CLIP Callection

Yerifying the TSM server version
Getting the collections
Selecting the callection
Creating the collection
Fenaming the callection
Deleting the collection

4 Perform Actions
Getting firrmware information

Selecting actions

YWerifying new firmmaeare file location
Checking for AAC and pre-AAC versions
Stopping CLIPS

Updating CLIP firmware

Starting CLIPs
# Procedure completed

3. Select Updating CLIP firmware.

4. Click Start.

vst832.vsd

The Select CLIP Collection dialog box appears. For example:
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B select cLIP Collection

Thiz dialog box enables a collection of CLIFs to be selected.
It alzao allowz the zselection, creation, deletion and renaming
of a selected collection.

Gelect the adapter type (SWAN or SWAN 2) from the Adapter Type
drop-down list; all collections of the selected type will be
displayed.

Click on the appropriate button to perform a task
[click Help for information on each button).

Collection List CLIP List in Selected Caollection
Adapter Type [SwWiak 2 Mame State | Firmware State | Firmwar
§$ZZWAN.#SWAN2D.4 Started Down Rey TT954GD1“25MAHﬂ

AlLLLIP_25_ SZTWAN#SWANZOE  Started  |Down Rev T7954G01"2Z5MAR
(BLDNAN FESWANZ0.6 Started Revision LInknown Mot Availakle

FZTWAN #SWANST 1 (Stopped JOK_ |T7954G01MGSEP

| BZDNAN FSVANGT 2 Started (0] T7954G01M B5EP

| BZDNAN FSVANGT 3 Started Diown Rey T7954G012aMAR

| BZDNAN FSVANGT 4 Started Diown Rey T7954G012aMAR

| BZDNAN FSVWANGT .G Started Diown Rey T7954G012aMAR

|BZDNAN FSVWANGT B Started Diown Rey T7954G01 2aMAR ~

4 | b
Fename | Celete | Add CLIPs Remove CLIF s

vst864.vsd

5. Inthe Select CLIP Collection dialog box, select the CLIPs to be updated:
a. From the Adapter Type list, select either SWAN or SWAN2.
Select _All_CLIP_2s_if adapter is SWAN2 or _All_CLIP_s if adapter is

SWAN.

c. Fromthe CLIP List in Selected Collection, select the required CLIPs and click
Add CLIPs.

d. Click Use.

The Select Action dialog box appears.

6. When the Select Action dialog box appears, select the CLIPs whose progress
should be monitored by selecting Activity state options.

The firmware file is automatically selected from $SYSTEM.CSSnn. Leave the
default (blank) if you have installed the new RVU.

7. To access SWAN firmware located in another subvolume, click Specify Other as
shown and type in the correct firmware location and click OK. For example:
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@sclectacion  K|n
This dialog box enables you to perform -
the firmware Update and Start actions. d_
Activity State Mame State Firmmweare State
v FEOAAMN ESWARNT A Started Down Rey T73545G01
v FLOAAMN #SWANT 2 Started Down Rey T73545G01
v FLOAAMN #SWANT .3 Started Down Rey T73545G01
Kl I i
Firrraare File [FSYSTEM.CSSnn Specify Other

[v Start CLIPs after Update?

LIpdate Firmware | Start | Dione | Help |

ELucatlun Mame Dialog
Firrmweare File Location {fval. Subvnljl

] Cancel | Help |

vst835.vsd

8. If you want to start the CLIPs after firmware, select Start CLIPs after Update?
Otherwise, click Start after the SWAN CLIP firmware update is complete.

9. Click Update Firmware. TSM stops the SERVER objects and initiates a firmup of
the CLIPs. The Firmware Update Progress Dialog box appears.

10. In the Firmware Update Progress dialog box, monitor the SWAN CLIP update
progress.The Action Event dialog box displays the successful completion:
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.Firmware Update Progress
Find firmware update progress in the table bhelow.

Once the 0E button iz enahled (highlighted), click 0E to

dismizsz this dialog. The button will be highlighted when an

Action Complete Motification is receiwed or when the procedure

has timed out waiting for the Action Complete Notification.

To get detailed information in cazse of errors click on the
corresponding row. 4n error detail dialog box will display complete
error information.

The Action Complete Event has been receiwved.

Action Status FPercent Complete Error Id

Completed 100 o]

FHumber of CLIPs successiul Mumber of CLIPS failed

(0] 4 | Help |

11. When you have finished updating firmware, select OK.

If you have problems with the Fast Firmware Update, see If the SWAN Fast Firmware
Update Fails on page C-7.
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If the SWAN Fast Firmware Update Fails

If any CLIPs fail, you are notified in the Firmware Update Progress dialog box:

Mame Artion Status
FOMNAR FSWANT T |Failed
|$ZZWAN.#SWAN1 2 |Failed
|$EZWAN.#SWAN1 3 |Completed
vst903.vsd

1. To review the reason for the failure, select the corresponding row. A message
similar to the following might appear:

Obj ect Nane: $ZZWAN. #SWANL. 2

Action State: Fai | ed

Error |d: 1083

Error Description: Problem A non-path error occurred.

Error 1d: 1083.
Error Description : CLIP in STARTED state.
Recovery: None.

Obj ect Nane: $ZZWAN. #SWANL. 1

Action State: Fai | ed

Error |d: 1083

Error Description: Problem A non-path error occurred.

Error 1d: 1083.
Error Description : CLIP in STARTED state.
Recovery: None.

2. Using the Error Id number, check online help for recovery information.

3. Reissue the Fast Firmware Update only for those CLIPs for which the firmware
update failed by selecting the Down Rev option from the FFU procedure

4. If the update fails again, before initiating the Fast Firmware Update guided
procedure again, use SCF or TSM to stop the SWAN adapter:

a. InTSM, right-click the SWAN collection in the tree pane and select Actions
from the shortcut menu. For example:

OF fFanan GEWsnS1 RAT

=[] §ehREE attributes
LL] szzwar
L] sz emana 1

P SZ2WAN #SWANED 1.4
L] 522N $5IANS 1 1.8

w19 ead

b. Inthe Actions dialog box, select Stop and click Perform action. The SWAN
adapter object is stopped.
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Update SWAN Firmware

To stop the SWAN adapter object, you can also enter the SCF STOP
command. For example:

12> SCF STCOP ADAPTER $ZZWAN. #51, SUB ALL

c. Check if the SWAN adapter is stopped in TSM or use the SCF STATUS
SERVER command:

13> SCF STATUS SERVER $ZZWAN. #51. *
5. After the SWAN objects are stopped, try to update the SWAN CLIPs again.

If you are still having trouble stopping the SWAN object, see Support Note S04029
and the SWAN Concentrator and WAN Subsystem Troubleshooting Guide, topic
“Correcting SWAN Concentrator Hardware Problems.”

If you still have trouble using the guided procedure, see the Step 3: Initiate the
Firmware Update Using TSM on page C-16 to update your SWAN firmware.

Using the TSM Firmware Update Dialog Box to
Update SWAN Firmware

Note. The instructions in this appendix require that you have performed a system load of the
G06.24 RVU and, as a result, are running the latest version of the WANBoot process (T7909)
and its requisites (WANMgr [T8365], WAN SCF Product Module [T7925], and ConMgr
[T7922]).

The firmware version format of SWAN CLIPs running T7953AAN is:
T7954Vnn"ddmmyyyy” AAN

Alert

If you need to fall back to a previous G-series RVU, do not revert back to
pre-T7953AAG versions of SWAN CLIP firmware or a pre-T7909AAK version of the
WANBOOT product. The newer product versions are compatible with the earliest
G-series RVUs and contain important fixes and enhancements.

Before Updating SWAN CLIP Firmware

1. List the Names of the SWAN Concentrators and CLIPs.

2. Check Location and Version of New SWAN CLIP Firmware.

3. Check Firmware Version Currently Running in SWAN CLIPs.
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Updating SWAN Concentrator CLIP Firmware List the Names of the SWAN Concentrators and
CLIPs

List the Names of the SWAN Concentrators and CLIPs

Use the TSM Service Application or SCF to list the names of the SWAN concentrators
and CLIPs in your system:

® Using the TSM Service Application:

il Management Window - \PAIGOW
A PaIGoW | A custer |

@ WP G O
------ Internal_SwMet i Fabric
b Internal_SwMet ' Fabric

P GRP1
P GrP-2

il GRP-5

BgER

P GrPs
] GRP-51
P GRP-62

-[@d] Tape Drives
g Eutermal Dizks
oA . $zzw¢~r-| H01 7504

....... |I| $zz,amrq 1¢><D1?><:><1 0
....... |I| $Z7WAN 0T 711
....... . $Z2W BN AT Tl 14
....... . 7w AN 1 704 1B
=R . [ Fi| 322w/ AN B0 T, 2

VST410.vsd

® Or (using SCF) enter:

4> scf nanes adapter $zzwan. #*
SCF - T9082Q02 - (160CT98) (25SEP98) - 09/08/1999 15:53:26 System \ELI
Copyri ght Tandem Conputers Incorporated 1986 - 1998

WANMgr Names  ADAPTER $ZZWAN. #*
ADAPTER

$ZZ\WAN. #S00
$ZZ\WAN. #S01
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Firmware

Check Location and Version of New SWAN CLIP Firmware

The SWAN firmware object code file is a 510 disk file that resides on a NonStop
S-series server and is downloaded to the SWAN concentrator CLIP.

Check the location and version of the SWAN firmware object code file for the G06.24
RVU. At a TACL prompt, enter the VPROC command:

VPROC $SYSTEM CSSnn. C7953P00

where nn is the number specified during the Build/Apply phase of installing the
G06.24 RVU. For example:

9> vproc $system css04.c7953p00
VPROC - T9617G03 - (30 MAR 1999) SYSTEM \ ELI Date 22 SEP 2000, 22:47:24
COPYRI GHT TANDEM COMPUTERS | NCORPCRATED 1986 - 1995

$SYSTEM CSS04. C7953P00
Bi nder tinmestanp: 23JUL2000 17:04:56
Version procedure: T7954G01728JUN2000"AAI ~R004
Versi on procedure: T7953G01728JUN2000"AAI ~*R004
Versi on procedure: T5814G01728JUN2000"AAI ~*R004
Ver si on procedure: T7955F40728JUN2000"AAI ~*R004
Ver si on procedure: T7848F40728JUN2000"AAI ~*R004

Check Firmware Version Currently Running in SWAN CLIPs

Determine the firmware version currently running in each SWAN CLIP in one of these
ways:

® Use the TSM Service Application to show the attributes of each CLIP. For example:

Alarne  Attributes |

Attribute Mame | Attribute Y alue |
Logizal Mame fw AN H=01FLE

A Subcomponent State Problem

ﬁ SCF State Stopped
Firrmweare Yersion T7354G017210CT1999 7 A4F "RO02Z
Clip Murnber 1

VST400.vsd
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Check Firmware Version Currently Running in
SWAN CLIPs

® Use the SCF STATUS SERVER $ZZWAN.#conc- namne. cl i p- num DETAIL
command. For example:

$SYSTEM ZWANTOOL 14> scf status server $zzwan. #s01. 3, detaill

SCF -

WAN Manager STATUS SERVER for CLIP

T9082Q02 -
Copyri ght Conpaq Conputer Corporation 1986 -

(12JUL99) (15JUN99) - 11/17/1999 09: 19: 28 System \ ELI

1999
\ELI . $ZZWAN. #S01. 3

State :......... STARTED
Path A..........: CONFlI GURED
Path B..........: CONFlI GURED
Nunmber of lines. 2
Line............ 0 FREE
Line............ 1 $X25131
Clip VPRCC........ T7954@017210CT1999" AAF*R002

PATH A DETAILS :

Last BOOTP Ti ne

Status :

:17 Nov 1999, 8:18:52.179
. UP

Status changed at: 17 Nov 1999, 8:21:25.996

® Use the WANLNCK utility (part of the SWAN Tools product placed in the
ZWANTOOL subvolume). A DEVICE must be configured and in the STARTED
state on the CLIP for this purpose. For example:

$SYSTEM ZWANTOOL 12> run wanl nck |ine $x25131, di ag $system css04. d8155p00

-- Configuration Sumary for

WANMgr  Obj
LI NE Nane
DEVI CE State

Nane:

ADAPTER Nane
TRACKI D

CLI P Nunber
KERNEL Code :
VPRCOC from Fi |l e:
SNMPCode :
VPRCOC from Fi |l e:
ADAPTER St at e
SERVER St at e
TASK St ate

VPROC from CLI P:

LI NE:
$ZZWAN. #X25131
$X25131

Started

\ELI. $X25131 --

$ZZWAN. #S01
X017KK
3, Line Nunmber : 1
\ ELI . $SYSTEM CSS04. C7953P00
T7954G011210CT99” AAF*R002,
\ ELI . $SYSTEM CSS04. C7849P00
T7849F40"15APRO7/A31MAR97, EOF: 109568, SECURI TY: NUNU
Started
Started
Started

EOF: 556032, SECURI TY: NUNU

T7954@017210CT99" AAF*RO02
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Updating SWAN Concentrator CLIP Firmware Summary of SWAN Concentrator CLIP Firmware
Update Steps (Using TSM)

Summary of SWAN Concentrator CLIP
Firmware Update Steps (Using TSM)

Required for Upgrading From T7953AAG and Later Firmware
Versions

Step 1: Stop the SWAN Concentrator and CLIPs

Step 2: Point SWAN Concentrators to the New Firmware Object Code File

Step 3: Initiate the Firmware Update Using TSM
Step 4: Start the SWAN Concentrator and CLIPs
Step 5: Verify That the SWAN CLIPs Are Running the Latest Firmware

Step 6: Start Stopped Lines (If Necessary)

For information on starting and stopping devices, displaying attributes, and updating
firmware through TSM, see the TSM Service Application online help.

For complete SCF command syntax for the WAN subsystem, see the WAN Subsystem
Configuration and Management Manual.
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Updating SWAN Concentrator CLIP Firmware Step 1: Stop the SWAN Concentrator and CLIPs

Step 1: Stop the SWAN Concentrator and CLIPs

Use the TSM Service Application or SCF to stop the SWAN concentrators and
terminate operation of all CLIPs. For example:

B¥ Actions - $Z7wWAN 1#X017XX = 3

—Select Component————— [ Awallable Actionz for $Z2wW0AN He01 T
5 i Perform action |
Stop

ﬁim t:nz St action |
SN Path

SN Path
SN Clip

WiAH Line
Wbk | ine ;I

—aAction Status for EE2WAMN 0T Tl .
Actian Status Show attributes. .. |

—aAchion Detal

EavE.. |

Help |
LI Cloze I

VST420.vsd

Or (using SCF), enter:
5> SCF STOP ADAPTER $ZZWAN. #S01, SUB ALL
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Updating SWAN Concentrator CLIP Firmware Step 1: Stop the SWAN Concentrator and CLIPs

Verify That CLIPs Are Stopped

Use the TSM Service Application or SCF to check that SWAN concentrators and
CLIPs are in the STOPPED state. For example, to see the state of the SWAN CLIPs:

Alarne  Attributes |
Attribute Mame | Attribute Y alue |
Logizal Mame fw AN H=01FLE
A Subcomponent State Problem
ﬁ SCF State Stopped
Firrmweare Yersion T7354G017210CT1999 7 A4F "RO02Z
Clip Murnber 1

VST400.vsd

To see the state of the SWAN concentrators:

% Bilarms .":".ttlitlutE-'Sl

attribute Mame | Attribute Yalue
Laogical Mame FZwiaM H 0 Tl
.ﬁ] Subcomponent State Problem
.ﬁ] SCF State Stopped
Tandem Part Murnber
Track 1D O

Hardware Revizion

Frirnary Adapter Location  Unawailable [TCPAP Procezs Mot Bunning)
Alternate Adapter Location  Unavailable [TCPAF Process Mot Running)
Primary TCRAR Process $2TC30

Alternate TCPAP Process  $£TC31

Primary Host [P Addiess 192168 2010

Alternate Host IP Address 192.168.21.10

Primary PIF Unavailable [TCPAP Procezs Mot Running)
Alternate PIF Unavailable [TCPAP Procezs Mot Running)
Prirnary LIF Unavailable [TCPAP Proceszs Mot Rurnning)
Alternate LIF Unawvailable [TCPAP Proces: Mot Bunning)

Frimary Subnet b azk, 25 25 2500
Alternate Subnet Maszk 2B 2R 2500
Primary Subnet Mame Unavailable [Process $2TC30 Mat Running]
Alternate Subnet Mame Unavailable [Proceszs $2TC3 Mat Running]
Primary Gateway [P Addr... 0.0.0.0
Alternate Gatewap [P Ad.. 0,000

] Adapter Type Synchronous

VST422.vsd

G06.24 Software Installation and Upgrade Guide—528593-005
C-14



Updating SWAN Concentrator CLIP Firmware Step 2: Point SWAN Concentrators to the New
Firmware Object Code File

Or (using SCF), enter:

2-> status server $zzwan. #s01.*

WAN Manager STATUS SERVER for CLIP \ELI.$ZZWAN. #S01. 1
State :......... STOPPED

WAN I\/ianager STATUS SERVER for CLIP \ELI.$ZZWAN. #S01. 2
State :......... STOPPED

WAN I\/ianager STATUS SERVER for CLIP \ELI.$ZZWAN. #S01. 3
State :......... STOPPED

Step 2: Point SWAN Concentrators to the New Firmware Object
Code File

Change the default location for the SWAN firmware object code file with the SCF
ALTER ADAPTER, KERNELCODE command:

-> SCF ALTER ADAPTER $ZZWAN. #conc- nane,
KERNELCODE swan- ker nel - m code-fil e- nane

By default, the SWAN firmware object file (C7953P00) resides in the
$SYSTEM.CSSnn subvolume (nn is the number of the $SYSTEM.SYSnn where the
new operating system image resides).

For example, to specify SYS04 in the DSM/SCM Build/Apply request for G06.24, enter:
SCF ALTER ADAPTER $ZZWAN. #S01, KERNELCODE $SYSTEM CSS04. C7953P00

Note. The SWAN concentrators (ADAPTER object) must be in the STOPPED state (as
performed in Step 5) for this command to work.

The SCF ALTER ADAPTER, KERNELCODE command changes the firmware file
location for all CLIPs associated with a SWAN concentrator.

Note. When you specify an alternate firmware file location from the TSM Service Application
Specify Firmware File Location dialog box (see Step 8 on page C-17), the location is
changed only for those CLIPs being updated at the time.
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Updating SWAN Concentrator CLIP Firmware

Step 3: Initiate the Firmware Update Using TSM

1. Log on to the TSM Service Application.
2. Select Display> Firmware update.
The Firmware Update dialog box appears.
3. From the Resource Type list, select SWAN Clip.
4. From the Display list, select All.

The SWAN CLIPs are listed in the Available box:

Fl Fimwane Update

Step 3: Initiate the Firmware Update Using TSM

Bralabls
Fiatowse Type: [ Su/ah Cip = | Displayt |m 'l
Harme | Cuameni Version | File eision
LA 1500 TTERAGI “1SIULA7 220N 97440 TrE4G0 "1 BIULET 2 AIUH STAAE
LA 500 2 TFE84G 01 ™1 SIULAF " 220K 97550 TPEEAGO T RIULST 2AILN ST AR
$DWAN H500 3 TPERAGI 1SIULA7 22 37450 TFEAGO 1 RIULET " 22IUM ITEAE
FED AN #5001 TPERAGEI SIULEF TN ST aA0 T PG T RILLET 2N STEAE
TN 152 TTE5aGR0T 1SIULET “ Z3NM 57 a0 T PFEAG T SIULET 2N ST
DWW AN 1503 TTESAG01 “1SIULS7 230 57640 TTHRG0 1 SIULET 2 2IUMSTaAE
| ada | | [Reree |
Selecied
fdame | Cunert Veision | File Vermon I
[Famayare souce fle koo stion: | |
[Furayare soumce fle vension: |
| Action e Coss | Heb |

VST425.vsd

5. Select all SWAN CLIPs with a current file version that does not match the
T7953AAN version (T7954Vnn~ddmmmyyyy” AAN).

A Caution. If you are updating from a pre-T7953AAG firmware version, you must perform a
firmware update for all CLIPs on each SWAN concentrator. The firmware update should be
performed in parallel for a maximum of six SWAN CLIPs for each NonStop TCP/IP pair.

6. Click Add to move the CLIPs to the Selected box.
7. Click Specify other.

The Specify Firmware File Location dialog box appears.
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Updating SWAN Concentrator CLIP Firmware Step 3: Initiate the Firmware Update Using TSM

8. In the $volume.subvolume box, enter the new firmware file location (the value you
entered in the SCF ALTER ADAPTER, KERNELCODE command in Step 2: Point
SWAN Concentrators to the New Firmware Object Code File). For example:

Specify Firmware File Location

E nter firmwvane fils lacabon and names:

v alume. zubyolume

Eapatem caald

File name

Cy953F00

Q. Cancel I Help I

VST430.vsd

9. Click OK.

10. Click Yes when a message appears, warning that you have specified a
nonstandard firmware file location.

11. In the Firmware Update dialog box, click Perform action.

The Firmware Update Action Summary dialog box appears and displays
Completed when the SWAN CLIPs have been updated. For example:

g Firmware Update Action Summary
Rezource Actior Stetus
: A FS01.3 Firrware Load Specific Completed ﬂ
AN ES0T .2 Firrmware Load Specific Completed
FewAM FS T Firmware Load Specihc Completed
b ol eca I 2 = ] | Cloze | Help |

VST440.vsd

12. When all SWAN CLIPs have been successfully updated, close the Firmware
Update Action Summary and Firmware Update dialog boxes.
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Updating SWAN Concentrator CLIP Firmware Step 4: Start the SWAN Concentrator and CLIPs

Step 4: Start the SWAN Concentrator and CLIPs

After the SWAN CLIP firmware has been updated, use the TSM Service Application or
SCF to start the updated SWAN concentrator and CLIPs.

Step 5: Verify That the SWAN CLIPs Are Running the Latest
Firmware
Verify that the updated SWAN CLIPs are in fact running at least the firmware version

by using one of the methods described under Check Firmware Version Currently
Running in SWAN CLIPs on page C-10.

Step 6: Start Stopped Lines (If Necessary)

Starting the SWAN concentrators in Step 4: Start the SWAN Concentrator and CLIPs
should bring all lines into the STARTED state. Check the status of the lines and, if
necessary, start any stopped lines on the started CLIPs for each SWAN concentrator.

Using the OSM Multi-Resource Actions Dialog
Box to Update SWAN and SWAN 2 Firmware

For SWAN firmware, you can use the OSM Multi-Resource Actions dialog box to select
any or all CLIPs. Then, you can stop all selected CLIPs, update their firmware, then
start them again. You can also right-click on the CLIP, select Actions, and select
Firmware Update from the Action list.

You must be running a G06.08 or later RVU, have already installed the SWAN firmware
version T7953AAG or later, and have installed and configured OSM.

For troubleshooting information on SWAN or SWAN 2, see section 4, “Correcting
SWAN Concentrator Hardware Problems” in the SWAN Concentrator and WAN
Subsystem Troubleshooting Guide.

Summary of Steps for Upgrading From T7953AAG and Later
SWAN Firmware Versions (Using OSM)

You cannot update the SWAN concentrator firmware unless you have installed and
configured OSM.

® Step 1: Stop the SWAN Concentrator and CLIPs
® Step 2: Check the Location and Version of the SWAN Firmware

® Step 3: Initiate the Firmware Update
® Step 4: Start the SWAN Concentrator and CLIPs

For information on starting and stopping devices, displaying attributes, see the OSM
Service Connection online help.
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Updating SWAN Concentrator CLIP Firmware Step 1: Stop the SWAN Concentrator and CLIPs

Step 1: Stop the SWAN Concentrator and CLIPs

1. Select Display>Multi-Resource Actions. The Multi-Resource Actions dialog box
appears.

2. From the Resource Type list, select CLIP.

3. From the Actions menu, select Stop.

4. Select the SWAN CLIPS you want to stop and click Add or Add all. The selected
CLIPs are added. Note that they are still in the Started state.

% Multi-Resource Actions - CLIP - Stop - \WITTY

- zelection Criteria

Resource Type [CLIP LI Action IStu:up j
Filter by I- Mo fitter selected - LI ahid |- Mo fitter selected - LI
| Logical Firtmvware
Resource Matne Device State Detfault File Marne Zefault File Wersion Wersion

RN STEM OS5 7 CTASZCN0 | TPA540G01 “ESNNECANNEMAARASANT | TTAS4G01 ~=3NNEC2NNELL
P STEM.CSS12.C7853200 (TF354001 "SEIDECEEIDS“.&.&N“’SDW T73:3401 ~30DEC2003 AL

TEN

SYSTEM (5512 C7955Q00 |T7954001 "30DEC2003°4AN"5001

artecd ki TEM oo T735 300E

t Famoye | "Remuve Al |

B s |

Logical Firmweare

Device =tate

Default File Matne Defaul File “ersion Wersion

FSYSTEM.CES12C7353P00 (TF354G01 ~S0DEC2003AANRO01 (TF354G01 ~30DEC2003A AN ROl
FSYSTEM.CSS12C7353P00 (TF354G01 ~S0DEC2003 AN RO01 (TF354G01 ~30DEC2003A AN RO
FSYSTEM.CSS12C7353P00 (TF354G01 ~S0DEC2003AANRO01 [TF354G01 ~F0DEC2003A AN RO

VST960.vsd

Resource MNatme

5. Click Perform action.

This message appears:
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Updating SWAN Concentrator CLIP Firmware Step 2: Check the Location and Version of the
SWAN Firmware

% SWAN Collection - Confirm Stop X

@ This action will stop the SWAN CLIP.

Do you still wish bto execute this action?

Ik | Caru:el| Help |

VST951.vsd

6. Select OK.

7. The Progress list shows the status of the CLIP action. Wait until all the CLIPs are
stopped before proceeding.
Step 2: Check the Location and Version of the SWAN Firmware

In the OSM Service Connection, look under the Firmware heading in the Attribute pane
for SWAN CLIPS. The location and the version of the SWAN firmware is displayed.
The location and version of the SWAN firmware object code file for the G06.24 RVU is:

$SYSTEM CSSnn. C7953P00

Step 3: Initiate the Firmware Update
1. From the Actions menu, select Firmware Update.
2. Click Add or Add all.
3. Click Perform Action.
4. Select OK when the SWAN Firmware Update Dialog box appears.

SWAN Collection - Firmware Updat... [Z|

@ Cptional Parameter @ Fwal subwval file

I
(0] 4 | Cancel| Help |

VST951.vsd
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Updating SWAN Concentrator CLIP Firmware Step 3: Initiate the Firmware Update

5. Use the $SYSTEM.CSSnn subvolume and filename (CP7953P00) created during
the most recent DSM/SCM Build/Apply. Because you have just loaded the new
RVU, the SWAN firmware location should point to the correct subvolume and file
version. Click OK. However, if you have performed a Build/Apply for a new SWAN
firmware SPR, specify that location and select OK.

6. The Progress bar shows the number of CLIPs running and the number of CLIPs
that have been updated (passed). Any CLIPs that fail are also noted. Select Help
for more information. Under Resource Name, a green checkmark appears besides
all of those CLIPS that have been successfully updated. At this point, the CLIP
Firmware Version might display “Not Available” and the Compare State might
display “Unknown”.

Firtmwware

| Resource Mame Default File Matme Default File Yersion Yersion Compare State

#[CLIP $ZDWAN . |$5YSTEM CSE1 307953000 |[T7954G01 "30DEC2003ALNS001 Mot Available [Unknown
#F[CLIP $ZDWAN _ |$5YSTEM.CSE13.07953000 |[T7954G01 "30DEC2003ALNS001 Mot Avsilable [Unknown
¢ [CLIP $ZDWAN . |$5YSTEM.CSE1 307953000 |[T7954G01 "30DEC2003ALNS001 Mot Available [Unknown

gl

Firtrweare Update Pragress (3 selected)
0 & Running 3 o Passzed 0 3 railed 0 D other

VST961.vsd

7. If the Failed column displays a failed action on a CLIP, select Action Summary.
The Action Status Summary window appears with information about recent actions,
including their status and their overall progress

a. Select the CLIP action that failed.
b. Select Details or right click.
c. Correct the problem. See If a CLIP Fails to Update (Using OSM) on page C-22.

If you still have problems with the SWAN CLIP updating, see the WAN
Concentrator and WAN Subsystem Troubleshooting Manual, section 4.

When the SWAN CLIPs have been updated, you can then start them. See Step 4: Start
the SWAN Concentrator and CLIPs on page C-22.

G06.24 Software Installation and Upgrade Guide—528593-005
Cc-21



Updating SWAN Concentrator CLIP Firmware Step 4: Start the SWAN Concentrator and CLIPs

Step 4: Start the SWAN Concentrator and CLIPs

1. With the Multi-Resource Actions dialog box still open, from the Action list, select
Start.

2. Click Add or Add all.
3. Click Perform Action.

The SWAN CLIPs should start. If they do not, see the SWAN Concentrator and WAN
Subsystem Troubleshooting Guide, section 4. You can also use SCF to start the CLIP
or use the Actions - CLIP dialog box.

If a CLIP Fails to Update (Using OSM)

Use the Actions dialog box to update an individual CLIP.

1. In OSM, right-click the SWAN collection and select Actions from the shortcut
menu.

From the Available Actions list, select Stop to stop the CLIP.
Select Perform action.

Click OK when the “Are you sure you want to do a stop?” message appears.

2.
3.
4.
5.

& Actions - CLIP $Z22WAN #5WANZ.1 - 4 TOYS2

Monitor the progress in the Action Status menu.

Selected Rezource

Marne Multi-Resources ...

CLIP $Z0MANM EEWANZ A

~&vailakle Actions

Perform action

—&ction Status

Last Update T... Resource Action Status Ovverall Progr... | Details

a. Ifthe CLIP is still in a Started state, use the SCF STATUS SERVER command
to verify status of the CLIP. For example:

13> SCF STATUS SERVER $ZZWAN. #SWAN2. 1*

b. Enter the SCF STOP command similar to the following to stop the SWAN
adapter object:

3> SCF STOP ADAPTER $ZZWAN. #SWAN2. 1, SUB ALL
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Updating SWAN Concentrator CLIP Firmware If a CLIP Fails to Update (Using OSM)

c. Use the SCF STATUS SERVER command again to make sure that the SWAN
adapter object is stopped.

6. Inthe Available Actions list, select Firmware Update to update the firmware for
that particular CLIP.

7. Select Perform action.

8. Monitor the progress in the Action Status menu. To view details of the action, select
Details.

9. To start the individual CLIP, select Start from the Available Actions list and select
Perform action.

10. Monitor the progress in the Action Status menu. To view details of the action, select
Details.
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— Glossary

AOCINFO file. A distribution subvolume (DSV) file that contains information about a product
and each of its files, including product and file dependencies, how the files are used
and where they are placed, and on which type of processor the product runs. Every
product and SPR to be managed by the Distributed Systems Management/Software
Configuration Manager (DSM/SCM) is distributed in a subvolume, and that subvolume
must contain the product’'s AOCINFO file.

A1CINFO file. A DSV file distributed with an SRL product that contains information about a
product and each of its files, including product and file dependencies, how the files are
used and where they are placed, and which type of processor the product runs on.
Every SRL product and SPR to be managed by DSM/SCM is distributed in a
subvolume, and that subvolume must contain the product's ALCINFO file. AICINFO
files can only be received using a D30 or later product version of DSM/SCM.

A7CINFO file. A configuration file distributed with OSS products that contains information
about the contents of all pax (archive) files of an OSS DSV.

ALLPROCESSORS paragraph. A required paragraph in the CONFTEXT configuration file
that contains attributes defining the HP NonStop Kernel operating system image for all
system processors. The ALLPROCESSORS paragraph follows the optional DEFINES
paragraph.

Apply. The Distributed Systems Management/Software Configuration Manager (DSM/SCM)
action of executing the instructions contained in an activation package, such as placing
new software on the target system and taking a snapshot of the new target system.

Archive. A set of unstructured files used to collect the software received onto the host
system. Files received as input are placed in the Archive, and attributes of the files are
stored in the host database. The planner specifies the Archive location in the
Configuration Manager profile, using the Archive and Database Maintenance Interface.

Archive and Database Maintenance Interface. A block-mode interface run by a database
or system administrator at both the host system and target systems to perform
Distributed Systems Management/Software Configuration Manager (DSM/SCM)
maintenance functions.

Build. The Distributed Systems Management/Software Configuration Manager (DSM/SCM)
action of constructing the activation package, including the running of SYSGEN if
necessary. The inputs to the build are a software revision list of product versions, the
configuration file (CONFTEXT), the latest snapshot of the target system, and the
applicable DSM/SCM profiles.

CIIN. A command file in the SYSnn subvolume that is read and executed by the startup HP
Tandem Advanced Command Language (TACL) process after system load if the CIIN
file is specified in the CONFTEXT file and enabled in the TSM client software.
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CLIP. See communications line interface processor (CLIP).

cluster switch. See HP NonStop™ Cluster Switch (model 6770) and HP NonStop™
ServerNet Switch (model 6780).

cold load. A synonym for system load or load (in the case of single processor load). System
load or load is the preferred term in this and other HP NonStop server system
manuals. See system load and load.

communications line interface processor (CLIP). The major programmable device within
the ServerNet wide area network (SWAN) concentrator, providing link-level protocol
and a software interface to the host. The CLIP stores and implements specific
communications protocols.

Compaq TSM client software. The component of the TSM package that runs on a system
console. The TSM client software consists of the TSM Low-Level Link Application, the
TSM Service Application, the TSM Notification Director Application, and the TSM EMS
Event Viewer Application.

Compaq TSM Low-Level Link Application. A component of the TSM client software. The
TSM Low-Level Link Application enables you to communicate with a NonStop S-series
server even when the HP NonStop Kernel operating system is not running. When the
operating system is running, you usually communicate with the server using the TSM
Service Application. See also Compag TSM Service Application.

Compaq TSM Notification Director Application. A component of the TSM client software.
The TSM Notification Director Application receives notifications and incident reports
from an HP NonStop S-series server, displays them, and allows you to take action or
forward the incident reports to your service provider for resolution. The TSM
Notification Director Application can be configured to run on a system console at all
times, even when other TSM applications are not being used.

Compaq TSM server software. The component of the TSM package that runs on a
NonStop S-series server. When the NonStop Kernel operating system is running, the
TSM client software on a system console communicates with a server through the
TSM server software.

Compaq TSM Service Application. A component of the TSM client software. The TSM
Service Application enables you to communicate with a NonStop S-series server when
the NonStop Kernel operating system is running. When the operating system is not
running, communication must take place using the TSM Low-Level Link Application.
See also Compag TSM Low-Level Link Application.

Dynamic Host Configuration Protocol (DHCP). An Internet protocol for automating the
configuration of computers that use TCP/IP. DHCP can automatically assign IP
addresses, deliver TCP/IP stack configuration parameters such as the subnet mask
and default router, and provide other configuration information such as the addresses
for printer, time, and news servers.
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dynamic-link library (DLL). A collection of procedures whose code and data can be loaded
and executed at any virtual memory address, with run-time resolution of links to and
from the main program and other independent libraries. The same DLL can be used by
more than one process. Each process gets its own copy of DLL static data. Contrast
with shared run-time library (SRL).

dynamic loading. Loading and opening dynamic-link libraries under programmatic control
after the program is loaded and execution has begun.

Compaq TSM. Identifies a client or server software component used to manage or service
HP NonStop S-series servers.

CONFBASE file. In G-series RVUs, the basic system configuration database file, which is
stored on the $SYSTEM.SYSnn subvolume. See also configuration file.

CONFIG file. In G-series RVUs, the current system configuration database file, which is
stored on the $SYSTEM. ZSYSCONF subvolume. See also configuration file.

configuration file. In G-series RVUs, one of the following files: CONFBASE, CONFIG, one
or more saved configuration files named CONFxxyy and CONFSAVE. In RVUs prior
to G-series RVUs, the configuration file is either the OSCONFIG file used by the
Configuration Utility Program (COUP) or the CONFTEXT file used by SYSGENR.

configuration revision. A planner-defined set of software products and related
configuration information that the Distributed Systems Management/Software
Configuration Manager (DSM/SCM) can activate on a target system. Multiple
configuration revisions might exist on a target system. A configuration revision is made
up of the product versions named in its software revision list, its HP NonStop Kernel
operating system image, and the relevant profile items, such as the location of the
target subvolumes on the target system. It is created by a Build request and is included
in the activation package sent to the target system.

CONFxxyy file. In G-series RVUs, a saved configuration database file created by the
Subsystem Control Facility (SCF) and stored in the $SYSTEM.ZSYSCONF
subvolume. xxyy is the number you entered based on the version you entered as
X.y inSCF (xx indicates the base version and yy indicates the subversion). See
also configuration file.

CUSTFILE. An EDIT file included on every site update tape (SUT) as
$SYSTEM.Annnnnn.CUSTFILE, where nnnnnn is the system serial number of the
target system. The CUSTFILE contains information on the software products on the
SUT, their related files, and the destination and use of each file. HP customizes
information in the CUSTFILE for each customer’s system.

dial-out point. A system console from which incident reports are sent to a service provider.
Incident reports are sent only from the system consoles defined as the primary and
backup dial-out points (the primary and backup system consoles).
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discovery. For the SM package, the process of identifying the resources that exist on a
NonStop S-series server. See also incremental discovery and initial discovery.

Distributed Systems Management/Software Configuration Manager (DSM/SCM). A
graphical user interface (GUI)-based program that installs new software and creates a
new HP NonStop Kernel operating system. DSM/SCM creates a new software revision
and activates the new software on the target system.

DSM/SCM. See Distributed Systems Management/Software Configuration Manager
(DSM/SCM).

Enterprise Storage System (ESS). A collection of magnetic disks, their controllers, and the
disk cache in a stand-alone cabinet or cabinets. These disks are configured by an
attached console and presented to the attached server as logical volumes that can be
a fraction of a physical volume or can span volumes.

Event Management Service (EMS). A Distributed Systems Management (DSM) product
that provides event collection, event logging, and event distribution facilities. EMS
provides different event descriptions for interactive and programmatic interfaces, lets
an operator or an application select specific event-message data, and allows for
flexible distribution of event messages within a system or network.

Fibre Channel ServerNet adapter (FCSA). A ServerNet adapter that transmits data
between an HP NonStop™ S-series server and Fibre Channel storage devices. This
ServerNet adapter is installed in an IOAM enclosure.

Fibre Channel switch (FC switch). Networking hardware that can connect an Enterprise
Storage System and an HP NonStop™ S-series server. This switch allows any-to-any
connectivity.

firmware. Code in memory that is necessary for the power-up initialization and
communication with a host or device. The software for components of the ServerNet
architecture (for example, an adapter) is called firmware. Some firmware for ServerNet
components is downloaded when the system or component is loaded.

GCSC. See Global Customer Support Center (GCSC).

Gigabit Ethernet ServerNet adapter (GESA). A single-port ServerNet adapter that
provides 1000 megabits/second (Mbps) data transfer rates between HP NonStop™
S-series systems and Ethernet LANs. A GESA can be directly installed in slots 51
through 54 of an I/O enclosure and slots 53 and 54 of a processor enclosure.

Two versions of the GESA are available:

® 3865 GESA-C (T523572): a single-port copper version compliant with the 1000
Base-T standard (802.3ab)

® 3865 GESA-F (T523572): a single-port fiber version compliant with the 1000
Base-SX standard (802.z)
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Gigabit Ethernet 4-Port ServerNet adapter (G4SA). A multiport ServerNet adapter that
provides 1000 megabits/second (Mbps) data transfer rates between HP NonStop™
S-series systems and Ethernet LANSs.

Global Customer Support Center (GCSC). A support organization that provides telephone
and remote diagnostic support for HP customers. There are GCSCs located all over
the world. See also Online Support Center (OSCQC).

halt. To stop a processor, terminating all processes running in it. Halt is a processor action
available in the TSM Service Application and the TSM Low-Level Link Application.
Halting a processor does not affect any other processors in the system unless they are
freeze-enabled.

An error that stops a processor, terminating all processes running in it. If a processor
halts on its own, the TSM server software issues an alarm such as CPU Software Halt.

hard reset. Use the hard reset action to terminate all processes running on a processor,
stop the processor, clear the processor’s memory, and reset the processor’s internal
mapping tables. Hard Reset is a processor action available in the TSM and OSM Low-
Level Link Application.

Caution: Performing a hard reset on a processor results in an unrecoverable loss of
data. Use the Hard Reset action only to prepare the processor for a Prime for Reload
or a Reload action.

HP NonStop™ S7000 server. The first mid-range server in a product line of HP NonStop
S-series servers that implements the ServerNet architecture and runs the HP NonStop
Kernel operating system.

HP NonStop™ S7400 server. A mid-range HP NonStop S-series server that provides an
upgrade option for migrating from an HP NonStop K-series server or a NonStop S7000
server. The NonStop S7400 server is based on the NonStop S72000 technology and
supports all NonStop S-series hardware products that are compatible with the NonStop
S72000 servers.

HP NonStop™ S7600 server. A mid-range HP NonStop S-series server that is based on
the NonStop S74000 technology and supports all NonStop S-series hardware products
that are compatible with the NonStop S74000 servers.

HP NonStop™ S7800 server. A mid-range HP NonStop S-series server that is based on
the NonStop S76000 technology and supports all NonStop S-series hardware products
that are compatible with the NonStop S76000 servers.

HP NonStop™ S70000 server. The first high-performance server in a product line of HP
NonStop S-series servers that implements the ServerNet architecture and runs the HP
NonStop Kernel operating system.

HP NonStop™ S72000 server. The high-performance successor of the NonStop S70000
line of HP NonStop S-series servers.
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HP NonStop™ S74000 server. The high-performance successor of the NonStop S72000
line of HP NonStop S-series servers.

HP NonStop™ S76000 server. The high-performance successor of the NonStop S74000
line of HP NonStop S-series servers.

HP NonStop™ S78000 server. The high-performance successor of the NonStop S76000
line of HP NonStop S-series servers.

HP NonStop™ S86000 server. The first premium high-performance server in a product line
of HP NonStop S-series servers that implements the ServerNet architecture and runs
the HP NonStop Kernel operating system.

HP NonStop™ S88000 server. The premium high-performance successor of the NonStop
S86000 line of HP NonStop S-series servers.

HP NonStop™ Sxx000 server. Any server in a family of high-performance or premium
high-performance HP NonStop S-series servers. This family includes the NonStop
S70000, S72000, S74000, S76000, S78000, S86000, and S88000 servers.

HP NonStop™ ServerNet Cluster (ServerNet Cluster). The product name for the
collection of hardware and software components that constitute a ServerNet cluster.

HP NonStop™ ServerNet Switch (model 6780). The cluster switch used in the layered
topology. The 6780 switch consists of a switch logic board, a midplane, plug-in cards,
power supplies, and fans.

HP NonStop™ S-series servers. The HP NonStop servers having product numbers
beginning with the letter S. These servers implement the ServerNet architecture and
run the HP NonStop Kernel operating system.

HP NonStop™ Storage Management Foundation (SMF). A subsystem used by the
storage subsystem that facilitates automation of storage management tasks by
providing location-independent naming, storage pools, and virtual disks on HP
NonStop™ S-series systems.

HP NonStop™ System RISC Model D processor (NSR-D processor). The model
designation for the TNS/R processor used in the HP NonStop S7400 server.

HP NonStop™ System RISC Model E processor (NSR-E processor). The model
designation for the TNS/R processor used in the HP NonStop S7600 server.

HP NonStop™ System RISC Model G processor (NSR-G processor). The model
designation for the TNS/R processor used in the HP NonStop S70000 server.

HP NonStop™ System RISC Model H processor (NSR-H processor). The model
designation for the TNS/R processor used in the HP NonStop S78000 server.
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(NSR-J processor)

HP NonStop™ System RISC Model J processor (NSR-J processor). The model
designation for the TNS/R processor used in the HP NonStop S7800 server.

HP NonStop™ System RISC Model T processor (NSR-T processor). The model
designation for the TNS/R processor used in the HP NonStop S72000 server.

HP NonStop™ System RISC Model V processor (NSR-V processor). The model
designation for the TNS/R processor used in the HP NonStop S74000 server.

HP NonStop™ System RISC Model W processor (NSR-W processor). The model
designation for the TNS/R processor used in the HP NonStop S7000 server.

HP NonStop™ System RISC Model X processor (NSR-X processor). The model
designation for the TNS/R processor used in the HP NonStop S76000 server.

HP NonStop™ System RISC Model Y processor (NSR-Y processor). The model
designation for the TNS/R processor used in the HP NonStop S86000 server.

HP NonStop™ System RISC Model Z processor (NSR-Z processor). The model
designation for the TNS/R processor used in the HP NonStop S88000 server.

HP NonStop™ TCP/IP process. An HP product that supports the Transmission Control
Protocol/Internet Protocol (TCP/IP) layers. TCP/IP processes are used together with
the communications line interface processor (CLIP) pNA+ to provide the transport layer
between wide area network (WAN) I/O processes and data link control (DLC) tasks,
between ConMgr and the Simple Network Management Protocol (SNMP) task,
between the WANBoot process and BOOTP tasks, and between an OSM or TSM
process and a DIAG task.

HP NonStop™ TCP/IP subsystem. A subsystem that allows the use of HP NonStop
TCP/IP to access an HP NonStop S-series host from Macintosh computers, personal
computers, and UNIX workstations. Applications running on a NonStop S-series
system or in an Expand network can transparently exchange data with NonStop
TCP/IP devices.

HP NonStop™ TCP/IPv6. An HP product that adds IP version 6 (IPv6) functionality to the
parallel library TCP/IP product. IPv6 is a TCP/IP protocol that extends the IP version 4
(IPv4) of 32 bits to 128 bits. NonStop TCP/IPv6 can be run in three modes: INET (only
IPv4 and is a direct replacement for parallel library TCP/IP), INET 6 (only IPv6), and
Dual (both IPv4 and IPv6 communications).

HP NonStop™ Technical Library (NTL). The application for accessing, searching, and
viewing technical publications and support information for the HP NonStop server. NTL
replaces Total Information Manager (TIM).

HP NonStop™ Cluster Switch (model 6770). An assembly that routes ServerNet
messages across an external fabric of a ServerNet cluster. The cluster switch consists
of a ServerNet Il Switch, an uninterruptible power supply (UPS), and AC transfer
switch, and it can be packaged in a switch enclosure or in a 19-inch rack. The cluster
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switch is used with star, split-star, and tri-star topologies. See also HP NonStop™
ServerNet Switch (model 6780).

HP NonStop™ ServerNet Switch (model 6780). The cluster switch used in the layered
topology. The 6780 switch consists of a switch logic board, a midplane, plug-in cards,
power supplies, and fans.

HP NonStop Open System Management (OSM) Interface. Replacement for TSM as the
system management tool of choice for NonStop S-series servers. OSM provides the
same functionality as TSM while overcoming limitations of TSM. OSM is required for
support of new functionality released in G06.22 and later.

HP NonStop servers. The entire line of HP NonStop servers, including NonStop K-series
and NonStop S-series servers.

hybrid shared run-time library (hybrid SRL). A shared run-time library (SRL) that has
been augmented by the addition of a dynamic section that exports the SRL’s symbols
in a form that can be used by position independent code (PIC) clients. A hybrid SRL
looks like a dynamic-link library (DLL) to PIC clients (except it cannot be loaded at
other addresses and cannot itself link to DLLS). The code and data in the SRL are no
different in a hybrid SRL, and its semantics for non-PIC clients are unchanged.

incremental discovery. Discovery of a NonStop S-series server when the TSM client
software has locally saved information but where there have been configuration
changes on the server since that information was saved.

initial discovery. Discovery of a NonStop S-series server with which the TSM client
software has had no prior contact and for which the TSM client software has no locally
saved information.

installation subvolume (ISV). A subvolume containing files that perform a specific function
during the installation process, such as organizing documentation in a specific location,
providing the components of the HP NonStop™ Kernel operating system image
(OSIMAGE), and containing files that are used after the installation process.

I/O adapter module (IOAM). A collection of modular components that provides I/O
connectivity and can include ServerNet switch boards, Fibre Channel ServerNet
adapters (FCSASs), fans, and power supplies. In the IOAM, each module is a logical
entity that represents a single service domain.

I/O adapter module enclosure (IOAM enclosure). The sheet-metal carrier that is installed
in a standard 19-inch rack and contains the IOAM components.

IOMF CRU. See I/O multifunction (IOMF) CRU.

IOMF 2 CRU. See I/O multifunction (IOMF) 2 CRU.

G06.24 Software Installation and Upgrade Guide—528593-005
Glossary-8



Glossary I/0O multifunction (IOMF) CRU

I/O multifunction (IOMF) CRU. (1) A NonStop S-series server customer-replaceable unit
(CRU) that connects the I/O enclosure to a processor enclosure, using a ServerNet
cable, and that supplies power to the components within the IOMF CRU, as well as
redundantly to the disk drives, SCSI terminators, and ServerNet adapters in that
enclosure. The IOMF CRU contains a power supply, a service processor, a ServerNet
router, an Ethernet controller, an external ServerNet port, and three SCSI ServerNet
addressable controllers (SACs) in a single unit. (2) A collective term for an IOMF CRU
and IOMF 2 CRU where a distinction between the two types of CRUSs is not required.

I/O multifunction (IOMF) 2 CRU. An HP NonStop™ S-series customer-replaceable unit
(CRU) that connects an I/O enclosure to a processor enclosure through a ServerNet
cable and supplies power to the components within the IOMF 2 CRU as well as
redundantly to the disk drives, SCSI terminators, and ServerNet adapters in that
enclosure. The IOMF 2 CRU contains a power supply, a service processor (SP), a
ServerNet router 2, an Ethernet controller, three configurable ServerNet ports, and
three SCSI ServerNet addressable controllers (S-SACSs) in a single unit. IOMF 2 CRUs
are supported on G06.10 and later software release version updates (RVUS).

load. (1) To transfer the HP NonStop Kernel operating system image or a program from disk
into a computer’s memory so that the operating system or program can run. (2) To
insert a tape into a tape drive, which prepares it for a tape operation (read or write).

low-level link. A connection between the TSM client software running on a system console
and the master service processors (MSPs) on a NonStop S-series server. When the
NonStop Kernel operating system is not running, communication must take place over
a low-level link. You can also communicate with a NonStop S-series server over a
low-level link when the operating system is running. See also service connection.

multifunction I/O board (MFIOB). A ServerNet adapter that contains ServerNet
addressable controllers (SACs) for SCSI and Ethernet; a service processor; ServerNet
links to the processor, to the two ServerNet adapter slots, and to one of the ServerNet
expansion board (SEB) slots; and connections to the serial maintenance bus (SMB),
which connects components within an enclosure to the service processor.

Online Support Center (OSC). The group of support specialists within the HP Global
Customer Support Center (GCSC) who respond to telephone calls regarding system
problems and diagnose malfunctioning systems using remote diagnostic links. See
also Global Customer Support Center (GCSCQC).

operating system image. See OSIMAGE.

OSIMAGE. A file built by the SYSGENR program and Subsystem Control Facility (SCF) that
contains the complete image of the NonStop Kernel operating system that runs in each
processor in the system.
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Physical view. One of several views of a server available in the view pane of the
Management window of the OSM Service Connection, TSM Service Application, and
OSM and TSM Low-Level Link. A Physical view of a server is a view of all the
enclosures and is intended to represent the actual floor plan at the site. A Physical
view of an enclosure is a visual representation of the physical placement of supported
resources inside the enclosure.

Planner Interface. A graphical user interface (GUI) to the Distributed Systems
Management/Software Configuration Manager (DSM/SCM) that runs on the host
system. It provides an interface to all the host DSM/SCM planner functions.

position-independent code (PIC). Executable program or library code that is designed to
be loaded and executed at any virtual memory address, without any modification.
Addresses that can be modified by the loader do not appear in PIC code, only in data
that can be modified by the loader.

processor multifunction (PMF) CRU. (1) A NonStop S-series server customer-replaceable
unit (CRU) that contains a power supply, service processor (SP), ServerNet router 1,
Ethernet controller, three ServerNet addressable controllers (SACs), and a processor
and memory system in a single unit. The PMF CRU consists of three subassemblies:
the processor and memory board (PMB), the multifunction 1/0 board (MFIOB), and the
power supply subassembly. (2) A collective term for a PMF CRU and PMF 2 CRU
where a distinction between the two types of CRUSs is not required.

processor multifunction (PMF) 2 CRU. a NonStop S-series server customer-replaceable
unit (CRU) that contains a power supply, service processor (SP), ServerNet router 2,
Ethernet controller, three ServerNet addressable controllers (SACs), and a processor
and memory system in a single unit. The PMF 2 CRU consists of three subassemblies:
the processor and memory board (PMB), the multifunction 1/0 board (MFIOB), and the
power supply subassembly.

RELOAD. an HP Tandem Advanced Command Language (TACL) command to load from
disk (over the ServerNet system area network [ServerNet SAN]) the HP NonStop
Kernel operating system image into the memory of the processor.

SCSI. See small computer system interface (SCSI).

ServerNet cluster. A network of servers (nodes) connected together using the ServerNet
protocol for interprocessor communication across a cluster and within its nodes. A
ServerNet cluster offers linear system expansion beyond the 8-processor or
16-processor limits of a single server, achieving comparable speeds for internal and
external ServerNet communication.

ServerNet expansion board (SEB). (1) A connector board that plugs in to the backplane to
allow one or more ServerNet cables to exit the rear of the enclosure. The SEBs and
ServerNet cables allow processors in one group to communicate with processors in
another group. Each SEB provides either the ServerNet X fabric or the ServerNet Y
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fabric for a group. (2) A collective term for both SEBs and modular SEBs (MSEBS)
when a distinction between the two types of SEBs is not required.

ServerNet/FX adapter. A ServerNet adapter that logically extends the ServerNet X and Y
fabrics to other clusters in a Fiber Optic Extension (FOX) ring by using fiber-optic lines.
Two 6740 ServerNet/FX adapters are used, one for the X ring and one for the Y ring.

ServerNet/FX 2 adapter. A ServerNet adapter that logically extends the ServerNet X and Y
fabrics to other clusters in a Fiber Optic Extension (FOX) ring by using fiber-optic lines.
Two 6742 ServerNet/FX 2 adapters are used, one for the X ring and one for the Y ring.

ServerNet LAN Systems Access (SLSA) subsystem. A subsystem of the HP NonStop™
Kernel operating system for configuration and management of ServerNet local area
network (LAN) objects in G-series release version updates (RVUS).

ServerNet wide area network (SWAN) concentrator. an HP data communications
peripheral that provides connectivity to a NonStop S-series server. The SWAN
concentrator supports both synchronous and asynchronous data over RS-232,
RS-449, X.21, and V.35 electrical and physical interfaces.

service connection. A connection between the TSM client software running on a system
console and the TSM server software running on an HP NonStop S-series server. A
service connection can be used only to communicate with the server when the HP
NonStop Kernel operating system is running. A service connection provides a
comprehensive service and maintenance picture of the server and is used to perform
most service management tasks. See also low-level link.

service processor (SP). A physical component of the processor multifunction (PMF)
customer-replaceable unit (CRU) or I/0O multifunction (IOMF) CRU that controls
environmental and maintenance functions (including system load functions) in the
enclosure. SPs operate in pairs to provide fault tolerance. The two SPs in group 01 are
designated the master service processors (MSPs). Other pairs of SPs within a system
are called expansion service processors (ESPS).

service provider. (1) A person trained and qualified to service field-replaceable units
(FRUSs). (2) An organization, such as the Global Customer Support Center (GCSC),
that helps you resolve problems with your NonStop S-series server. The TSM package
allows you to use the help of a service provider by configuring TSM to support remote
notification and remote access.

shared run-time library (SRL). A collection of procedures whose code and data can be
loaded and executed only at a specific assigned virtual memory address (the same
address in all processes). SRLs use direct addressing and do not have run-time
resolution of links to and from the main program and other independent libraries.
Contrast with dynamic-link library (DLL).

shell. In the Open System Services (OSS) environment, a program that interprets
sequences of text input as commands. A shell can operate on an input stream, or it
can interactively prompt and read commands from a terminal.
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site update tape (SUT). One or more tapes that contain each target system’s site-specific
subvolume and various products. Each product contains a softdoc and a complete set
of files. A SUT is delivered with every new NonStop S-series server and can be
ordered whenever a new RVU of the system software is available. A full SUT contains
the current RVU of the HP NonStop Kernel operating system and all product software
that has been ordered with it. A partial SUT contains a subset of products for the
current RVU.

small computer system interface (SCSI). An ANSI-standard protocol used by a controller
to access a device.

snapshot. (1) A file that can be created by OSM and TSM client software to record
information about the status of an HP NonStop™ S-series server, including the
attributes values of all system resources, at the time it was created. The file can be
forwarded to your service provider to help with troubleshooting problems. (2) For
Distributed Systems Management/Software Configuration Manager (DSM/SCM), a list
of the target system tape and disk locations, file fingerprints for files managed by
DSM/SCM, and DSM/SCM target information. The snapshot is compiled on the target
system from the target database and sent to the host system to store in the host
database. An instruction to create a snapshot is part of every activation package sent
from the host and can also be requested independently through the Target Interface.

software product revision (SPR). The method of releasing incremental software updates
on HP NonStop™ S-series systems. An SPR can include one or more corrections to
code, or it can contain code that adds new function to a software product.

SP. See service processor (SP).

Storage Management Foundation (SMF). A subsystem used by the storage subsystem
that facilitates automation of storage management tasks by providing location-
independent naming, storage pools, and virtual disks on NonStop S-series servers.

Subsystem Control Facility (SCF). An interactive interface for configuring, controlling, and
collecting information from SCF subsystems and objects. SCF enables you to
configure and reconfigure devices, processes, and some system variables without
having to take down your NonStop S-series server.

SUT. See site update tape (SUT).

SWAN concentrator. See ServerNet wide area network (SWAN) concentrator.

SWID. The software identification tool invoked by the SYSGENR program that audits file
identification information about your software.

SYSnn subvolume. A subvolume on the $SYSTEM volume where the new version of the
NonStop Kernel operating system image is located. Also located on the SYSnn
subvolume is system-dependent and RVU-dependent software. nn is an octal number
in the range %00 through %77.
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system console. A PC-compatible workstation on which the TSM or OSM Application Suite
or web-based software is running. The system consoles configured as the primary and
backup dial-out points are referred to as the primary and backup system consoles.

system load. (1) To start the system; to load the HP NonStop Kernel operating system
image into the memory of a processor. (2) RELOAD. (3) The process of loading the
operating system. A system load changes a system from an inactive to an active (or
operational) state by loading software that establishes communication between the
operating system and configured system peripherals.

system resource model (SRM). A collection of C++ objects that model the diagnostic and
serviceability state behavior of the system resources discovered and managed by the
Compaq TSM package. The SRM has the following attributes:

Generic process name $ZZKRN.#TSM-SRM
Process name $ZTSM
Program file name $SYSTEM.SYSnn.SRM

Trivial File Transfer Protocol (TFTP). A protocol defined by Request for Comments (RFC)
1350. TFTP is used as a data link control (DLC) and diagnostic task.
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Glossary Trivial File Transfer Protocol (TFTP)
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