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Abstract

This guide describes the operation of the HP XP P9500 disk array. Topics include a description of the disk array hardware,
instructions on how to manage the disk array, descriptions of the disk array control panel and LED indicators, troubleshooting,
and regulatory statements. The intended audience is a storage system administrator or authorized service provider with
independent knowledge of the HP XP P9500 disk array and the HP Remote Web Console.
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1 Introduction
P2500 overview

The P9500 is a high capacity, high performance disk array that offers a wide range of storage
and data services, software, logical partitioning, and simplified and unified data replication across
heterogeneous disk arrays. Its large scale, enterprise class virtualization layer combined with Smart
Tiers and Thin Provisioning software, delivers virtualization of internal and external storage into
one pool.

Using this system, you can deploy applications within a new framework, leverage and add value
to current investments, and more closely align IT with business objectives. P9500 disk arrays provide
the foundation for matching application requirements to different classes of storage and deliver
critical services including:

e Business continuity services

o  Content management services (search, indexing)
e Non disruptive data migration

e Thin Provisioning

e Smart Tiers

e High availability

e Security services

e 1/0O load balancing

o Data classification

e File management services

New technological advances improve reliability, serviceability and access to disk drives and other
components when maintenance is needed. Each component contains a set of LEDs that indicate
the operational status of the component. The system includes new and upgraded software features,
including Smart Tiers, and a significantly improved, task oriented version of Remote Web Console
that is designed for ease of use and includes context sensitive online help. The system documentation
has been changed to a task oriented format that is designed to help you find information quickly
and complete tasks easily.

Hardware overview
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The P9500 disk arrays contain significant new technology that was not available in previous HP
disk arrays. The system can be configured in many ways, starting with a small (one rack) to a large
(six rack) system that includes two controller chassis, up to 2048 HDD drives which include up to
256 solid state drives, and a total of 1024 GB cache. The system provides a highly granular
upgrade path, allowing the addition of disk drives to the drive chassis, and Processors Blades and
other components to the controller chassis in an existing system as storage needs increase. The
controller chassis (or DKU) of the P9500 disk array can be combined so that what would previously
have been two separate disk arrays are now a single disk array with homogeneous logic control,
cache, and front end and back end interfaces, all mounted in custom HP 19 inch racks.

A basic P9500 disk array is a control rack (Rack- 00) that contains a controller chassis and two
drive chassis (factory designation DKU). The fully configured P9500 disk array consists of two
controller chassis and sixteen drive chassis for fully configured system. The controller chassis contains
the control logic, processors, memory, and interfaces to the drive chassis and the host servers. A
drive chassis consists of disks or SSD drives, power supplies, and the interface circuitry connecting
it to the controller chassis. The remaining racks (Rack-01, Rack-02, Rack-10 and Rack-11) contain
from one to three drive chassis.

Introduction



The following sections provide descriptions and illustrations of the P9500 disk array and its
components.

Figure 1 P9500 disk array
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Controller chassis

The controller chassis (factory designation DKC) includes the logical components, memory, disk
drive interfaces, and host interfaces. It can be expanded with a high degree of granularity to a
system offering up to twice the number of processors, cache capacity, host interfaces and disk
storage capacity.

The controller chassis includes the following maximum number of components: two service
processors, 512 GB cache memory, four grid switches, four redundant power supplies, eight
channel adapters, four disk adapters, and ten dual fan assemblies. It is mounted at the bottom of
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the rack because it is the heavier of the two units. If a system has two SVPs, both SVPs are mounted
in controller chassis #O0.

The following illustration shows the locations of the components in the controller chassis. The
controller chassis is described in more detail in “System components” (page 54).

Figure 2 Controller chassis

ltem Description

1 AC/DC: Power Supply 2 or 4 per controller

Service Processor: One or two units in the #0 controller chassis

CHA

Grid switches

CHA (up to 7) and DKA (up to 4)

Service Processor: One or two units in the #0 controller chassis

Cache: 2 to 8 cache boards in pairs (2, 4, 6, 8)

O | NI oo~ |lw N

P9500: 2 to 4 microprocessor boards

Drive chassis

The drive chassis (factory designation DKU) consists of SAS switches, slots for 2 1/2 inch HDD or

SSD drives, and four 4 fan door assemblies that can be easily opened to allow access to the drives.
Each drive chassis can hold 128 2 1/2 inch HDD or SSD drives. The maximum number of 2 1/2
inch drives in a P9500 system is 2048.
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Figure 3 Disk Unit

Features

This section describes the main features of the P9500 disk array.

Scalability

The P9500 disk array is highly scalable and can be configured in several ways as needed to meet
customer requirements:

The minimum configuration is a single rack containing one controller chassis and two drive
chassis.

One to three racks containing one controller chassis and up to eight drive chassis. A drive
chassis can contain up to 128 2 1/2 disk drives or 128 SSDs. Drives can be intermixed. See
Table 2 (page 13) for details.

The maximum configuration is a six rack twin version of the above that contains two controller
chassis and up to 16 drive chassis containing up to 2048 2 1/2 inch disk drives. The total

infernal raw physical storage space of this configuration is approximately 2458 TB (based
on 1.2 TB HDDs).
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Figure 4 Example P9500 disk array configurations

Single Rack Configuration Six Racks Configuration
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(Rack-00) (Rack-12) (Rack-11) (Rack-10) (Rack-00) (Rack-01) (Rack-02)

In addition to the number of disk drives, the system can be configured with disk drives of different
capacities and speeds, varying numbers of CHAs and DKAs, and varying cache capacities, as
follows:

e Two to six CHAs (each is a pair of boards). This provides a total of 12 when all of the CHA
slots are used and there are no DKAs installed, as in a diskless system. The maximum total

number of CHAs and DKAs is 12.

e Two to four DKAs (each is a pair of boards). This provides a total of 8 when all of the DKA
slots are used. When all 4 DKA pairs are installed , then up to 8 CHA pairs can be installed

e Cache memory capacity: 256 GB (1 module / 3-rack system) and 512 GB (two modules /
6-rack system)

o Disk drive capacities of 146 GB, 200 GB (SSD), 300 GB, 400 GB (SSD), 500 GB, 600 GB,
800 GB (SSD), 900 GB, and 1.2 TB.

o Channel ports: 80 for one module, 176 for two modules.

High performance

The P9500 includes several new features that improve the performance over previous models.
These include:

e 8 GBps only Fibre Channel for CHAs without the limitation of microprocessors on each board.
o SSD flash drives with ultra high speed response.
e High speed data transfer between the DKA and HDDs at a rate of 6 GBps with the SAS

interface.

e High speed quad core CPUs that provide three times the performance of an XP24000,/XP20000
Disk Array.

High capacity

10

The P9500 supports the following high capacity features:

o HDD (disk) drives with capacities of 146 GB, 300 GB, 500 GB, 600 GB 900 GB, and 1.2
TB. See Table 2 (page 13).

o SSD (flash) drives with capacity of 200 GB, 400 GB, and 800 GB. See Table 2 (page 13).

o Controls up to 65,280 logical volumes and up to 2,048 disk drives, and provides a maximum
raw physical disk capacity of approximately 1229 TB using 1.2 TB drives.
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Connectivity

P9500

The P9500 Disk Array supports most major IBM Mainframe operating systems and Open System
operating systems, such as Microsoft Windows, Oracle Solaris, IBM AlX, Linux, HP-UX, and
VMware. For more complete information on the supported operating systems, contact HP Technical
Support.

P9500 supporis the following host interfaces. They can mix within the disk array.
e Mainframe: Fibre Channel (FICON)

e Open system: Fibre Channel

Remote Web Console

The required features for the Remote Web Console computer include operating system, available
disk space, screen resolution, CD drive, network connection, USB port, CPU, memory, browser,
Flash, and Java environment. These features are described in Chapter 1 of the HP XP P9000
Remote Web Console User Guide.

High reliability
The P9500 disk array includes the following features that make the system extremely reliable:
< Support for RAID6 (6D+2P), RAID5 (3D+1P/7D+1P), and RAIDT (2D+2D/4D+4D) See

“Functional and operational characteristics” (page 17) for more information on RAID levels.

e All main system components are configured in redundant pairs. If one of the components in
a pair fails, the other component performs the function alone until the failed component is
replaced. Meanwhile, the disk array continues normal operation.

o The P9500 is designed so that it cannot lose data or configuration information if the power
fails. This is explained in “Battery backup operations” (page 67).

Non disruptive service and upgrades

The P9500 disk array is designed so that service and upgrades can be performed without
interrupting normal operations. These features include:

e Main components can be “hot swapped” — added, removed, and replaced without any
disruption — while the disk array is in operation. The front and rear fan assemblies can be
moved out of the way to enable access to disk drives and other components, but not both at
the same time. There is no time limit on changing disk drives because either the front or rear
fans cool the unit while the other fan assembly is turned off and moved out of the way.

e A Service Processor mounted on the controller chassis monitors the running condition of the
disk array. Connecting the SVP with a service center enables remote maintenance.

o The firmware (microcode) can be upgraded without disrupting the operation of the disk array.
The firmware is stored in shared memory (part of the cache memory module) and transferred
in a batch, reducing the number of transfers from the SVP to the controller chassis via the LAN.
This increases the speed of replacing the firmware online because it works with two or more
processors at the same time.

e The P9500 is designed so that it cannot lose data or configuration information if the power
fails (see “Battery backup operations” (page 67)).
Economical and quiet

The three speed fans in the control and drive chassis are thermostatically controlled. Sensors in
the units measure the temperature of the exhaust air and set the speed of the fans only as high as
necessary to maintain the unit temperature within a preset range. When the system is not busy and

Features N



generates less heat, the fan speed is reduced, saving energy and reducing the noise level of the
system.

When the disk array is in standby mode, the disk drives spin down and the controller and drive
chassis use significantly less power. For example, a system that consumes 100 amps during normal
operation, uses only 70 amps while in standby mode.

Specifications

The following tables provide general specifications of the P9500. Additional specifications are

12

located in “Specifications” (page 80).
Table 1 P9500 specifications

ltem Size Single Module Dual Module
Maximum raw drive Internal 1229 TB 2458 1B
capacity (based on 1.2 TB
HDDs) External 247 PB 247 PB
Maximum number of 64k 64k
volumes
Supported drives See Table 2 (page 13).
Cache memory capacity Min 64 GB Min 128 GB
Max 512 GB Max 1024 GB

Cache flash memory Min 64 GB
capacity Max 1028 GB
RAID Level RAID1, RAID5, RAID6
RAID GroupConfiguration | RAID1 2D+2D, 4D+4D

RAID5 3D+1P, 7D+1P

RAID6 6D+2P

Internal Path

Architecture

Hierarchical Star Net

Maximum Bandwidth

Cache Path = 128 GB/s
Control Path = 64 GB/s

Back-end Path

SAS 6G

32 (2WL*6)

64 (2WL*32)

Number of ports per
installation unit

FC 2/4/8G

80 /16,8

160/16,8

Device I/F Controller chassis SAS/Dual Port

drive chassis

Interface

Data transfer rate Max. 6 GBps

Maximum number 256 (2.5 inch HDD)

of HDD per SAS I/F

Maximum number of CHAs | 4 if drives installed 8 if drives installed

6 if diskless 12 if diskless

Channel I/F Mainframe 1/2/4 GBps Fibre Channel: 16 MFS/16MFL

2/4/8 GBps Fibre Channel: 16MUS/16MUL

Introduction
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Table 1 P9500 specifications (continued)

2. Recommended maximum number.

ltem Size Single Module Dual Module
8UFC/16UFC
Management Processor Quantity 16 cores 32 cores
Cores
Micro Processor Blade CHAs 6! 6!
configuration
Minimum/maximum DKAs Oor2/42 2/8
Cache 2/8 2/ 16
Switches /CSW 2/4 4/8
Notes:
1. All CHA configuration, no DKAs (diskless system).
Table 2 Drive specifications
Drive Type Size Drive Capacity Speed (RPM)
HDD (SAS) 2 1/2 inch 300 GB 15,000
300, 600, and 900 GB 10,000
500 GB, 1 TB, and 1.2 TB | 7,200
SSD (Flash) 2 1/2 inch 200, 400, and 800 GB n/a
Drive Type Drive Chassis Single Module Dual Module
(3 rack system) (6 rack system)
HDD, 2 1/2 inch 128 1024 2048
SSD (Flash) 128" 1282 2562
Notes.

1. SSD drives can be mounted all in one drive chassis or spread out among all of the chassis in the storage system.

The drives must be added four at a time to create RAID groups, unless they are spare drives.

Software features and functions

The P9500 disk array provides advanced software features and functions that increase data
accessibility and deliver enterprise wide coverage of online data copy/relocation, data

access/ protection, and storage resource management. HP software products and solutions provide
a full set of industry leading copy, availability, resource management, and exchange software to
support business continuity, database backup and restore, application testing, and data mining.
The following tables describe the software that is available on the P9500 disk array.

Table 3 Virtualization features and functions

Feature

Description

Cache Partition

Provides logical partitioning of the cache which allows you to divide the cache
info multiple virtual cache memories to reduce 1/O contention.

Cache Residency

Supports the virtualization of external disk arrays. Users can connect other disk
arrays to the P9500 disk array and access the data on the external disk array via
virtual devices created on the P9500 disk array. Functions such as Continuous
Access Synchronous and Cache Residency can be performed on external data
through the virtual devices.

Software features and functions 13
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Table 4 Performance management features and functions

Feature

Description

Cache Residency

Cache Residency locks and unlocks data into the cache to optimize access to the most
frequently used data. It makes data from specific logical units resident in a cache, making
all data accesses become cache hits. When the function is applied to a logic unit,
frequently accessed, throughput increases because all reads become cache hits.

Performance Monitor

Performs detailed monitoring of the disk array and volume activity. This is a short term
function and does not provide historical data.

Parallel Access Volumes

Enables the mainframe host to issue multiple /O requests in parallel to the same
LDEV/UCB/device address in the P9500. Parallel Access Volumes provides compatibility
with the IBM Workload Manager (WLM) host software function and supports both static
and dynamic PAV functionality.

Table 5 Provisioning features and functions for Open systems

Feature

Description

Smart Tiers

Provides automated movement of sub LUN data for a multi tiered Thin Provisioning pool.
The most accessed pages within the pool is dynamically relocated onto a faster tier in
the pool. This improves performance of the most frequently accessed pages while giving
the remaining data sufficient response times on a lower cost storage.

LUN Manager

The LUN Manager feature configures the fibre channel ports and devices (logical units)
for operational environments.

LUN Expansion

The LUN Expansion feature expands the size of a logical unit (volume) to which an open
system host computer accesses by combining multiple logical units (volumes) internally.

Thin Provisioning

The Thin Provisioning feature virtualizes some or all of the system's physical storage. This
simplifies administration and addition of storage, eliminates application service
interruptions, and reduces costs. It also improves the capacity and efficiency of disk
drives by assigning physical capacity on demand at the time of the write command
receipt without assigning the physical capacity to logical units.

Virtual LVI

Converts single volumes (logical volume images or logical units) into multiple smaller
volumes to improve data access performance.

Data Retention

Protects data in logical units / volumes / LDEVs from /O operations illegally performed
by host systems. Users can assign an access attribute to each volume to restrict read
and/or write operations, preventing unauthorized access to data.

Table 6 Provisioning features and functions for Mainframe

Feature

Description

Virtual LVI

Converts single volumes (logical volume images or logical units) into multiple smaller
volumes to improve data access performance.

Volume Security for
Mainframe

Restricts host access to data on the P9500. Open system users can restrict host access
to LUNs based on the host's world wide name (WWN). Mainframe users can restrict
host access to volumes based on node IDs and logical partition (LPAR) numbers.

Volume Retention

Protects data from 1/O operations performed by hosts. Users can assign an access
attribute to each logical volume to restrict read and/or write operations, preventing
unauthorized access fo data.

Table 7 Data replication features and functions

Feature

Description

and
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Continuous Access Synchronous | Performs remote copy operations between disk arrays at different locations.

Continuous Access Synchronous provides the synchronous copy mode for open




Table 7 Data replication features and functions (continued)

Feature

Description

Continuous Access Synchronous
Z

systems. Continuous Access Synchronous Z provides synchronous copy for mainframe
systems.

Business Copy and
Business Copy Z

Creates internal copies of volumes for purposes such as application testing and
offline backup. Can be used in conjunction with True Copy or Continuous Access
Journal to maintain multiple copies of data at primary and secondary sites.

Snapshot (open systems only)

Snapshot creates a virtual, point- in- time copy of a data volume. Since only changed
data blocks are stored in the Snapshot storage pool, storage capacity is substantially
less than the source volume. This results in significant savings compared with full
cloning methods. With Snapshot, you create virtual copies of a data volume in the
Virtual Storage Platform

Continuous Access Journal and

Continuous Access Journal Z

This feature provides a RAID storage based hardware solution for disaster recovery
which enables fast and accurate system recovery, particularly for large amounts of
data which span multiple volumes. Using Continuous Access Journal, you can
configure and manage highly reliable data replication systems using journal volumes
to reduce chances of suspension of copy operations.

Compatible FlashCopy

This feature provides compatibility with IBM Extended Remote Copy (XRC)
asynchronous remote copy operations for data backup and recovery in the event
of a disaster.

Table 8 Security features and functions

Feature

Description

DKA Encryption

This feature implements encryption for both open systems and mainframe data
using the encrypting disk adapter. It includes enhanced key support up to 32
separate encryption keys allows encryption to be used as access control for multi
tenant environments. It also provides enhanced data security for the AES-XTS mode
of operations.

External Authentication and
Authorization

Storage management users of P9500 systems can be authenticated and authorized
for storage management operations using existing customer infrastructure such as
Microsoft Active Directory, LDAP, and RADIUS based systems.

Role Based Access Control (RBAC)

Provides greater granularity and access control for P9500 storage administration.
This new RBAC model separates storage, security, and maintenance functions
within the array. Storage Management users can receive their “role” assignments
based on their group memberships in external authorization sources such as
Microsoft Active Directory and LDAP. This RBAC model will also align with the
RBAC implementation in HCS 7.

Resource Groups

Successor to the XP24000,/XP20000 Disk Array Storage Logical Partition (SLPR).
It allows for additional granularity and flexibility of the management of storage
resources.

Table 9 System maintenance features and functions

Feature

Description

Audit Log Function

The Audit Log function monitors all operations performed using Remote Web
Console (and the SVP), generates a syslog, and outputs the syslog to the Remote
Web Console computer.

SNMP Agent

Provides support for SNMP monitoring and management. Includes HP specific MIBs
and enables SNMP based reporting on status and alerts. SNMP agent on the SVP
gathers usage and error information and transfers the information to the SNMP
manager on the host.

Software features and functions 15




16

Table 10 Host server based features and functions

Feature

Description

RAID Manager

On open systems, performs various functions, including data replication and data
protection operations by issuing commands from the host to the HP disk arrays.
The RAID Manager software supports scripting and provides failover and mutual
hot standby functionality in cooperation with host failover products.

Data Exchange

Transfers data between mainframe and open system platforms using the FICON
channels for high speed data transfer without requiring network communication
links or tape.

Dataset Replication for Mainframe

Operates with the Business Copy feature. Rewrites the OS management information
(VTOC, VVDS, and VTOCIX) and dataset name and creates a user catalog for a
Business Copy/Snapshot target volume after a split operation. Provides the prepare,
volume divide, volume unify, and volume backup functions to enable use of a
Business Copy target volume.

Introduction




2 Functional and operational characteristics

System architecture overview
This section briefly describes the architecture of the P9500 disk array.

Hardware architecture

The basic system architecture is shown in the following diagram.

Figure 5 P9500 architecture overview
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The system consists of two main hardware assemblies:
e A controller chassis that contains the logic and processing components
e Adrive chassis that contains the disk drives or solid state drives.

These assemblies are explained briefly in “Introduction” (page 6), and in detail in “System
components” (page 54).

RAID implementation overview

This section provides an overview of the implementation of RAID technology on the P9500 disk
array.

Array groups and RAID levels

The array group (also called parity group) is the basic unit of storage capacity for the P9500 disk
array. Each array group is attached to both boards of a DKA pair over 2 SAS paths, which enables
all data drives in the array group to be accessed simultaneously by a DKA pair. Each controller
rack has two drive chassis (factory designation DKU), and each drive chassis can have up to 128
physical data drives.

System architecture overview 17
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The P2500 supports the following RAID levels: RAID1, RAID5, RAID6. RAIDO is not supported on
the P9500. When configured in four drive RAID5 parity groups (3D+1P), % of the raw capacity
is available to store user data, and %4 of the raw capacity is used for parity data.

RAID1. Figure 6 (page 18) illustrates a sample RAID1 (2D+2D) layout. A RAID1 (2D+2D) array
group consists of two pairs of data drives in a mirrored configuration, regardless of data drive
capacity. A RAID1 (4D+4D) group combines two RAID1 (2D+2D) groups. Data is striped to two
drives and mirrored fo the other two drives. The stripe consists of two data chunks. The primary
and secondary stripes are toggled back and forth across the physical data drives for high
performance. Each data chunk consists of either eight logical tracks (mainframe) or 768 logical
blocks (open systems). A failure in a drive causes the corresponding mirrored drive to take over
for the failed drive. Although the RAID5 implementation is appropriate for many applications, the
RAID1 option can be ideal for workloads with low cache hit ratios.

NOTE:  When configuring RAID1 (4D+4D), HP recommends that both RAID1 (2D+2D) groups
within a RAID1 (4D+4D) group be configured under the same DKA pair.

Figure 6 Sample RAID1 2D + 2D layout
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RAID5. A RAID5 array group consists of four or eight data drives, (3D+1P) or (7D+1P). The data
is written across the four (or eight) drives in a stripe that has three (or seven) data chunks and one
parity chunk. Each chunk contains either eight logical tracks (mainframe) or 768 logical blocks
(open). The enhanced RAID5+ implementation in the P9500 minimizes the write penalty incurred
by standard RAID5 implementations by keeping write data in cache until an entire stripe can be
built and then writing the entire data stripe to the drives. The 7D+1P RAID5 increases usable
capacity and improves performance.

Figure 7 (page 19) illustrates RAID5 data stripes mapped over four physical drives. Data and
parity are striped across each of the data drives in the array group (hence the term “parity group”).
The logical devices (LDEVs) are evenly dispersed in the array group, so that the performance of
each LDEV within the array group is the same. This figure also shows the parity chunks that are
the Exclusive OR (EOR) of the data chunks. The parity and data chunks rotate after each stripe.
The total data in each stripe is either 24 logical tracks (eight tracks per chunk) for mainframe data,
or 2304 blocks (768 blocks per chunk) for open systems data. Each of these array groups can be
configured as either 3390-x or OPEN logical devices. All LDEVs in the array group must be the
same format (3390-x or OPEN<). For open systems, each LDEV is mapped to a SCSI address, so
that it has a TID and logical unit number (LUN).
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Figure 7 Sample RAID5 3D + 1P layout (data plus parity stripe)
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RAID6. A RAID6 array group consists of eight data drives (6D+2P). The data is written across the
eight drives in a stripe that has six data chunks and two parity chunks. Each chunk contains either
eight logical tracks (mainframe) or 768 logical blocks (open).

In the case of RAID6, data can be assured when up to two drives in an array group fail. Therefore,

RAID6 is the most reliable of the RAID levels.

Sequential data striping

The P?500’s enhanced RAID5 implementation attempts to keep write data in cache until parity
can be generated without referencing old parity or data. This capability to write entire data stripes,
which is usually achieved only in sequential processing environments, minimizes the write penalty
incurred by standard RAID5 implementations. The device data and parity tracks are mapped to
specific physical drive locations within each array group. Therefore, each track of an LDEV occupies
the same relative physical location within each array group in the disk array.

In a RAID6 (dual parity) configuration, two parity drives are used to prevent loss of data in the
unlikely event of a second failure during a rebuild of a previous failure.

LDEV striping across array groups

In addition to the conventional concatenation of RAID1 array groups (4D+4D), the P9500 supports
LDEV striping across multiple RAID5 array groups for improved logical unit performance in open
system environments. The advantages of LDEV striping are:

e Improved performance, especially of an individual logical unit, due to an increase in the
number of data drives that constitute an array group.

o Better workload distribution: in the case where the workload of one array group is higher
than another array group, you can distribute the workload by combining the array groups,
thereby reducing the total workload concentrated on each specific array group.

The supported LDEV striping configurations are:

e LDEV striping across two RAID 5 (7D+1P) array groups. The maximum number of LDEVs in
this configuration is 1000. See Figure 8 (page 20)).

e LDEV striping across four RAID 5 (7D+1P) array groups. The maximum number of LDEVs in
this configuration is 2000. See Figure 9 (page 20).

RAID implementation overview 19



Figure 8 LDEV striping across 2 RAID5 (7D+1P) array groups
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Figure 9 LDEV striping across 4 RAID5 (7D+1P) array groups
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All data drives and device emulation types are supported for LDEV striping. LDEV striping can be
used in combination with all P9500 data management functions.

CU Images, LVIs, and Logical Units
This section provides information about control unit images, logical volume images, and logical
units.

CU images
The P9500 is configured with one control unit image for each 256 devices (one SSID for each 64
or 256 LDEVs) and supports a maximum of 510 CU images (255 in each logical disk controller,

or LDKC).
The P9500 supports 2105 and 2107control unit (CU) emulation types.
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The mainframe data management features of the P9500 may have restrictions on CU image
compatibility.

For further information on CU image support, see the Mainframe Host Attachment and Operations
Guide, or contact HP.

Logical Volume images
The P9500 supports the following mainframe LVI types:

o 3390-3, -3R, -9, L, and -M. The 3390-3 and 3390-3R LVIs cannot be intermixed in the same
disk array.

e 33803, -F, K.

The LVI configuration of the P9500 disk array depends on the RAID implementation and physical
data drive capacities. The LDEVs are accessed using a combination of logical disk controller number
(00-01), CU number (00-FE), and device number (OO-FF). All control unit images can support an
installed LVI range of 00 to FF.

Logical Units

The P9500 disk array is configured with OPEN-V logical unit types. The OPEN-V logical unit can
vary in size from 48.1 MB to 4 TB. For information on other logical unit types (e.g., OPEN-9),
contact HP support.

For maximum flexibility in logical unit configuration, the P9500 provides the VLL and LUN Expansion
(LUSE) features. Using VLL, users can configure multiple logical units under a single LDEV. Using
Virtual LVI or LUSE, users can concatenate multiple logical units into large volumes. For further
information on VLL and Virtual VI, see the HP XP P?000 Performance for Open and Mainframe
Systems User Guide and the HP XP P900O0 Provisioning for Open Systems User Guide

Mainframe operations

This section provides high level descriptions of mainframe compatibility, support, and configuration.

Mainframe compatibility and functionality

In addition to full System Managed Storage (SMS) compatibility, the P9500 disk array provides
the following functions and support in the mainframe environment:

e Sequential data striping

o Cache fast write (CFW) and DASD fast write (DFW)
e Enhanced dynamic cache management

e Extended count key data (ECKD) commands
e Multiple Allegiance

e Concurrent Copy (CC)

e Peerto-Peer Remote Copy (PPRC)

e Compatible FlashCopy

o Parallel Access Volume (PAV)

e Enhanced CCW

e Priority I/O queuing

e  Red Hat Linux for IBM S/390 and zSeries

Mainframe operations 21



Mainframe operating system support

The P9500 disk array supports most major IBM Mainframe operating systems and Open System
operating systems, such as Microsoft Windows, Oracle Solaris, IBM AlX, Linux, HP-UX, and
VMware. For more complete information on the supported operating systems, go to: http://
www.hp.com

Mainframe configuration

After a P9500 disk array has been installed, users can configure the disk array for mainframe
operations.

See the following user documents for information and instructions on configuring your P9500 disk
array for mainframe operations:

e The HP XP P2000 Mainframe Host Attachment and Operations Guide describes and provides
instructions for configuring the P9500 for mainframe operations, including FICON attachment,
hardware definition, cache operations, and device operations.

For detailed information on FICON connectivity, FICON/Open intermix configurations, and
supported HBAs, switches, and directors for P9500, please contact HP support.

o The HP XP P?000 Remote Web Console User Guide provides instructions for installing,
configuring, and using Remote Web Console to perform resource and data management
operations on the P9500 disk arrays.

o The HP XP P9000 Provisioning for Mainframe Systems User Guide and HP XP P9000 Volume
Shredder for Open and Mainframe Systems User Guide provides instructions for converting
single volumes (LVIs) into multiple smaller volumes to improve data access performance.

System option modes, host modes, and host mode options

System

This section provides detailed information about system option modes. Host modes and host mode
options are also discussed.

option modes

To provide greater flexibility and enable the P9500 disk array to be tailored to unique customer
operating requirements, additional operational parameters, or system option modes, are available.
At installation, the modes are set to their default values, as shown in the following table. Be sure

to discuss these settings with HP Technical Support. The system option modes can only be changed
by HP.

The following tables provide information about system option modes and SVP operations:

o Table 11 (page 23) lists the system option mode information for the P9500.

o Table 12 (page 51) specities the details for mode 269 for Remote Web Console operations.
o Table 13 (page 51) specities the details of mode 269 for SVP operations.

The system option mode information may change in future firmware releases. Contact HP for the
latest information on the P9500 system option modes.

The system option mode information includes:

*  Mode: Specifies the system option mode number.

o Category: Indicates the functions to which the mode applies.

e Description: Describes the action or function that the mode provides.
o Default: Specifies the default setting (ON or OFF) for the mode.

e MCU/RCU: For remote functions, indicates whether the mode applies to the main control unit
(MCU) and/or the remote control unit (RCU).
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Table 11 System option modes

Mode

Category

Description

Default

MCU/RCU

20

Public
(Optional)

RVOL read only function.

OFF

MCU

22

Common

Regarding the correction copy or the drive copy, in case
ECCs/LRC PINs are set on the track of copy source HDD, mode
22 can be used to interrupt the copy processing (default) or to
create ECCs/LRC PINs on the track of copy target HDD to
continue the processing.

Mode 22 = ON:

If ECCs/LRC PINs (up to 16) have been set on the track of copy
source HDD, ECCs/LRC PINs (up to 16) will be created on the
track of copy target HDD so that the copy processing will
continue.

If 17 or more ECCs/LRC PINs are created, the corresponding
copy processing will be interrupted.

Mode 22 = OFF (default)

If ECCs/LRC PINs have been set on the track of copy source HDD,
the copy processing will be interrupted. (first recover ECCs/LRC
PINs by using the PIN recovery flow, and then perform the
correction copy or the drive copy again)

One of the controlling option for correction/drive copy.

OFF

36

HRC

Sets default function (CRIT=Y) option for SVP panel (HRC).

OFF

MCU

64

Continuous Access
Synchronous Z

Mode 64 = ON:

o When receiving the Freeze command, in the subsystem, pair
volumes that fulfill the conditions below are suspended and
the status change pending (SCP) that holds write 1/Os from
the host is set. The path between MCU and RCU is not delefed.
Query is displayed only but unusable.

o When receiving the RUN command, the SCP status of the pairs
that fulfill the conditions below is released.

o When a Failure Suspend occurs when Freeze Option Enable
is set, except the pair in which the Failure Suspend occurs,
other pairs that fulfill conditions below go into SCP state:

- Continuous Access Synchronous Sync M-VOL
- Mainframe Volume

- Pair status: Duplex/Pending
Mode 64 = OFF (default):

o When receiving the Freeze command, pairs that fulfill the
conditions below are suspended and the SCP is set. In the
case of CU emulation type 2105/2017, the path between
MCU and RCU is deleted, while the path is not deleted but
unusable with Query displayed only in the case of CU
emulation type 3990.

o When receiving the RUN command, the SCP status of the pairs
that fulfill the conditions below is released.

e When a Failure Suspend occurs while the Freeze Option
Enable is setf, except the pair in which the Failure Suspend
occurs, other pairs that fulfill the conditions below go into SCP
state.

Conditions:
o Continuous Access Synchronous Sync M-VOL

e Mainframe Volume

System option modes, host modes, and host mode options
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

o Pair status: Duplex/Pending

o A pair whose RCU# is identical to the RCU for which the
Freeze command is specified.

64

(cont)

Continuous Access
Synchronous Z

Notes:
1. When all the following conditions are met, set Mode 64=0ON.
2. When all the following conditions are met, set Mode 64=0ON.

- Customer requests to stop the update 1/O operation to the
RCU of a Continuous Access Synchronous Z pair for the whole
subsystem.

- Disaster Recovery function such as GDPS, HyperSwap, or
Fail Over/ Fail Back, which requires compatibility with IBM
storage, is not used as this Mode 64 operates without having
compatibility with IBM storage.

- Only Peer-to-Peer-Remote-Copy operation. (Do not use it in
combination with Business Continuity Manager.)

3. Even though the Failover command is not an applicable
criterion, when executing the Failover command while Mode
114 is ON, since ports are not automatically switched, the
Failover command fails.

4. With increase of Sync pairs in subsystem, the time period to
report the completion of Freeze command and RUN command
gets longer (estimate of time fo report completion: 1 second
per 1000 pairs), and MIH may occur.

MCU/RCU

80

Business Copy Z

e For RAID 300/400/450 (SI for OPEN or Mainframe) In
response to the Restore instruction from the host or Storage
Navigator, the following operation is performed regardless
of specifying Quick or Normal.

o For RAID 500/600/700 (Sl for OPEN) In response to the
Restore instruction from the host, if neither Quick nor Normal
is specified, the following operation is performed

Mode 80 = ON: Normal Restore / Reverse Copy is performed.
Mode 80 = OFF: Quick Restore is performed.
Notes.

1. This mode is applied when the specification for Restore of Sl
is switched between Quick (default) and Normal.

2. The performance of Restore differs depending on the Normal
or Quick specification.

OFF

87

Business Copy

Determines whether NormalCopy or QuickResync, if not specified,
is performed at the execution of pairresync by CCl.

Mode 87 = ON: QuickResync is performed.
Mode 87 = OFF: NormalCopy is performed.

OFF

104

HRC

Changes the default CGROUP Freeze option.

OFF

MCU

14

HRC

This mode enables or disables the LCP/RCP port to be
automatically switched over when the PPRC command
ESTPATH/DELPATH is executed.

Mode 114 = ON:

Automatic port switching during ESTPATH/DELPATH is enabled.
Mode 114 = OFF (default):

Automatic port switching during ESTPATH/DELPATH is disabled.
Notes:
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

1. If you select an incorrect port while the mode is set to ON,
and if ESTPATH is executed when no logic path exists, the
port is switched to RCP..

2. Set this mode to OFF before using TPCR (IBM software for
disaster recovery).

122

Business Copy

For Split or Resync request from the Mainframe host and Storage

Navigator,

Mode 122 = ON:

e By specifying Split or Resync, Steady/Quick Split or
Normal/Quick Resync is respectively executed in accordance
with Normal/Quick setting

Mode 122 = OFF (default)?

o By specifying Split or Resync, Steady/Quick Split or
Normal/Quick Resync is respectively executed in accordance

with Normal/Quick setting. For details, see "SOM 122" sheet
Note:

(1) For RAID500 and later models, this mode is applied to use
scripts efc that are used on RAID400 and 450 (2) In the case of
RAID500 and later models, executing the pairresync command

from RAID Manager may be related to the SOM 087 setting.
(3) When performing At-Time Split from RAID Manager
- Set this mode to OFF in the case of RAID450

- Set this mode to OFF or specify the environment variable
HORCC_SPLT for Quick in the case of RAID500 and
later.Otherwise, Pairsplit may turn timeout.

(4) The mode becomes effective after specifying Split/Resync
following the mode setting. The mode function does not work if
it is set during the Split/Resync operation

OFF

187

Common

Yellow Light Option (only for XP product)

OFF

190

HRC

Cnt AcS Z - Allows you to update the VOLSER and VTOC of the
RVOL while the pair is suspended if both mode 20 and 190 are
ON

OFF

RCU

269

Common

High Speed Format for CVS (Available for all dku emulation type)
(1) High Speed Format support

When redefining all LDEVs included in an ECC group using
Volume Initialize or Make Volume on CVS setting panel, LDEV
format, as the last process, will be performed in high speed.

(2) Make Volume feature enhancement

In addition, with supporting the feature, the Make Volume feature
(recreating new CVs after deleting all volumes in a VDEV), which
so far was supported for OPEN-V only, is available for all
emulation types.

Mode 269 = ON:

The High Speed format is available when performing CVS
operations on Storage Navigator or performing LDEV formats on
the Maintenance window of the SVP for all LDEVs in a parity
group.

Mode 269 = OFF (default):

As usual, only the low speed format is available when performing
CVS operations on Storage Navigator. In addition, the LDEV
specifying format on the Maintenance window of the SVP is in
low speed as well.

System option modes, host modes, and host mode options
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Notes:

1. For more details about mode 269, see worksheet "Mode269
detail for RAID700".

2. Mode 269 is effective only when using the SVP to format the
CVS.

278

Open

Tru64 (Host Mode 07) and OpenVMS (Host Mode 05)

Caution: Host offline: Required

OFF

292

HRC

Issuing OLS when Switching Port

In case the mainframe host (FICON) is connected with the
CNT-made FC switch (FC9000 efc.), and is using along with the
TrueCopy S/390 with Open Fibre connection, the occurrence of
Link Incident Report for the mainframe host from the FC switch
will be deterred when switching the CHT port attribute (including
automatic switching when executing CESTPATH and CDELPATH
in case of Mode 114=0ON).

Mode 292=ON:

When switching the port attribute, issue the OLS (100ms) first,
and then reset the Chip.

Mode 292=0OFF (default):

When switching the port attribute, reset the Chip without issuing
the OLS.

OFF

MCU/RCU

305

Mainframe

This mode enables the pre-label function (creation of VIOC
including VOLSER).

Mode 305 = ON:
Pre-label function is enabled
Note:

1. Set SOM 305 to ON before performing LDEV Format for a
mainframe volume if you want to perform OS IPL (volume
online) without fully initializing the volume after the LDEV
Format. However, full initialization is required in actual
operation.

2. Processing time of LDEV format increases by as much as full
initialization takes.

3. The following functions and conditions are not supported.
e Quick format
e 3390-A (Dynamic Provisioning attribute)
e Volume Shredder

4. Full initialization is required in actual operation.

OFF

MCU/RCU

308

Continuous Access
Synchronous Z

Continuous Access
Journal Z

SIM RC=2180 option
<Description>

SIM RC=2180 (RIO path failure between MCU and RCU) was
not reported to host. DKC reports SSB with F/M=F5 instead of
reporting SIM RC=2180 in the case. Micro-program has been
modified to report SIM RC=2180 with newly assigned system
option Mode as individual function for specific customer.
Usage:

Mode 308 = ON

SIM RC 2180 is reported which is compatible with older Hitachi
specification

Mode 308 = OFF

Reporting is compatible with IBM - Sense Status report of F5.

OFF

MCU
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Table 11 System option modes (continued)

Mode | Category Description Default MCU/RCU
448 Continuous Access | Mode 448 = ON: (Enabled) OFF
Journal If the SVP detects a blocked path, the SVP assumes that an error
Continuous Access | occurred, and then immediately splits (suspends) the mirror.
Journal Z Mode 448 = OFF: (Disabled)
If the SVP detects a blocked path and the path does not recover
within the specified period of time, the SVP assumes that an error
occurred, and then splits (suspends) the mirror.
Note:
The mode 448 setting takes effect only when mode 449 is set to
OFF.
449 Continuous Access | Defecting and monitoring path blockade between MCU and RCU
Journal of Universal Replicator/Universal Replicator for z/OS
Continuous Access | <Functionality>
Journal Z - Mode 449 on: Detecting and monitoring of path blockade will
NOT be performed.
- Mode 449 off (default *) : Detecting and monitoring of the path
blockade will be performed.
* Newly shipped DKC will have Mode 449 = ON as default.
Note: The mode status will not be changed by the microcode
exchange.
454 Cache Partition CLPR (Function of Virtual Partition Manager) partitions the cache | OFF

memory in the disk subsystem into multiple virtual cache and
assigns the partitioned virtual cache for each use. If a large
amount of cache is required for a specific use, it can minimize
the impact on other uses. The CLPR function works as follows
depending on whether SOM 454 is set to ON or OFF.

Mode 454 = OFF (default):

The amount of the entire destage processing is periodically
defermined by using the highest workload of all CLPRs (*a). (The
larger the workload is, the larger the amount of the entire destage
processing becomes.)

*a: (Write Pending capacity of CLPR#x) + (Cache capacity of
CLPR#x), x=0 to 31

CLPR whose value above is the highest of all CLPRs

Because the destage processing would be accelerated depending
on CLPR with high workload, when the workload in a specific
CLPR increases, the risk of host I/O halt would be reduced.

Therefore, set Mode 454 to OFF in most cases.
Mode 454 = ON:

The amount of the entire destage processing is periodically
defermined by using the workload of the entire system (*b). (The
larger the workload is, the larger the amount of the entire destage
processing becomes.)

*b: (Write Pending capacity of the entire system) + (Cache
capacity of the entire system)

Because the destage processing would not be accelerated even
if CLPR has high workload, when the workload in a specific CLPR
increases, the risk of host I/O halt would be increased. Therefore,
it is limited to set Mode 454 to ON only when a CLPR has
constant high workload and it gives priority to 1/0

System option modes, host modes, and host mode options
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

457

External Storage

1. High Speed LDEV Format for External Volumes

Mode 457 = ON: The high speed LDEV format for external
volumes is available by setting system option mode 457 to
ON. When System Option Mode 457 is ON, when selecting
the external volume group and performing the LDEV format,
any Write processing on the external logical units will be
skipped. However, if the emulation type of the external LDEV
is a mainframe system, the Write processing for mainframe
control information only will be performed after the write skip.

2. Support for Mainframe Control Block Write GUIMode 457 =
ON: The high speed LDEV format for external volumes is
supported. Control Block Write of the external LDEVs in
Mainframe emulation is supported by Remote Web Console
(GUI).

Notes:

1. If the LDEV is not written with data “0” before performing the
function, the LDEV format may fail.

2. After the format processing, make sure fo set system option

mode 457 to OFF.

OFF

MCU/RCU

459

Business Copy Z,
Business Copy

When the secondary volume of an BC/BC Z pair is an external
volume, the transaction to change the status from SP-PEND to
SPLIT is as follows:

1. Mode 459 = ON when creating an BC/BC Z pair: The copy
data is created in cache memory. When the write processing
on the external storage completes and the data is fixed, the
pair status will change to SPLIT.

2. Mode 459 = OFF when creating an BC/BC Z pair Once the
copy data has been created in cache memory, the pair status
will change to SPLIT. The external storage data is not fixed
(current spec).

OFF

464

Continuous Access
Synchronous Z

SIM Report without Inflow Limit

For Cnt AcS, the SIM report for the volume without inflow limit
is available when mode 464 is set to ON.

SIM: RC=490x-yy (x=CU#, yy=LDEV#)

OFF

MCU

466

Continuous Access
Journal, Continuous
Access Journal Z

For Cnt AcJ/Cnt Ac) Z operations it is strongly recommended
that the path between main and remote storage systems have a
minimum data transfer speed of 100 Mbps. If the data transfer
speed falls to 10 Mbps or lower, Cnt AcJ operations cannot be
properly processed. As a result, many retries occur and Cnt AcJ
pairs may be suspended. Mode 466 is provided to ensure proper
system operation for data transfer speeds of at least 10 Mbps.

Mode 466 = ON: Data transfer speeds of 10 Mbps and higher

are supported. The INL read is performed with 4-multiplexed read
size of 256 KB.

Mode 466 = OFF: For conventional operations. Data transfer
speeds of 100 Mbps and higher are supported. The INL read is
performed with 32-multiplexed read size of 1 MB by default.

Note: The data transfer speed can be changed using the Change
INL Group options.

OFF

467

Business
Copy/Snapshot,
Business Copy
Z,Compatible
FlashCopy,

For the following features, the current copy processing slows
down when the percentage of “dirty” data is 60% or higher, and
it stops when the percentage is 75% or higher. Mode 467 is
provided to prevent the percentage from exceeding 60%, so that
the host performance is not affected.
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Snapshot, Auto
LUN, External
Storage

Business Copy, Business Copy Z, Compatible FlashCopy,
Snapshot, Auto LUN, External Storage

Mode 467 = ON: Copy overload prevention. Copy processing
stops when the percentage of “dirty” data reaches 60% or higher.
When the percentage falls below 60%, copy processing restarts.

Mode 467 = OFF: Normal operation. The copy processing slows
down if the dirty percentage is 60% or larger, and it stops if the
dirty percentage is 75% or larger.

Caution: This mode must always be set to ON when using an
external volume as the secondary volume of any of the
above-mentioned replication products.

Note: It takes longer to finish the copy processing because it stops
for prioritizing the host I/O performance.

471

Snapshot

(Earlier than
70-05-0x-00/00)
Snapshot, Fast
Snap

(70-05-0x-00/00
or higher)

Since the SIM-RC 601xxx that are generated when the usage
rate of Pool used by Snapshot exceeds the threshold value can
be resolved by users, basically they are not reported to the
maintenance personnel.This option is used to inform maintenance
personnel of these SIMs that are basically not reported to
maintenance personnel in case these SIMs must be reported to
them.

SIMs reported by setting the mode to ON are:

e SIM-RC 601 xxx (Pool utilization threshold excess) (Earlier than
70-05-0x-00/00)

o SIM-RC 601 xxx (Pool utilization threshold excess)/ 603000
(SM Space Warning) (70-05-0x-00/00 or higher:)

Mode 471 = ON:This kind of SIMs is reported to maintenance

personnel.Mode 471 = OFF (default):This kind of SIMs is not

reported to maintenance personnel.Note:Set this mode to ON

when it is required to inform mainfenance personnel of the SIM-RC

(*)

SIMs reported by setting the mode to ON are:

o SIM-RC 601 xxx (Pool utilization threshold excess) (Earlier than
70-05-0x-00/00)

o SIM-RC 601 xxx (Pool utilization threshold excess)/ 603000
(SM Space Warning) (70-05-0x-00/00 or higher:)

OFF

474

Continuous Access
Journal, Continuous
Access Journal Z

UR initial copy performance can be improved by issuing a
command from Raid Manager/BC Manager to execute a
dedicated script consists of UR initial copy (Nocopy), UR suspend,
TC (Sync) initial copy, TC (Sync) delete, and UR resync.

Mode 474 = ON:

For a suspended UR pair, a TC-Sync pair can be created with
the same PVOL/S-VOL so that UR initial copy time can be reduced
by using the dedicated script.

Mode 474 = OFF (default):

For a suspended UR pair, a TC-Sync pair cannot be created with
the same PVOL/S-VOL. For this, the dedicated script cannot be
used.

Note:

1. Set this mode for both MCU and RCU.

2. When the mode is set to ON;

- Execute all of pair operations from Raid Manager/ BCM.
- Use a dedicated script.

System option modes, host modes, and host mode options

OFF

MCU/RCU
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

- Initial copy operation is prioritized over update 1/O. Therefore,
the processing speed of the update I/O slows down by about
15?s per command.

3. If this mode is set to ON, the processing speed of update I/O
slows down by about 15?s per command, version downgrade
is disabled, and Take Over is not available.

4. If the mode is not set to ON for both or either sides, the
behavior is as follows.

- Without setting on both sides: Normal UR initial copy
performance.

- With setting on MCU/without setting on RCU: TC Sync pair
creation fails.

- Without setting on MCU/with setting on RCU: The update data
for PVOL is copied to the S-VOL in synchronous manner.

- While the mode is set to ON, micro-program downgrade is

disabled.
- While the mode is set to ON, Take Over function is disabled.

- The mode cannot be applied to a UR pair that is the 2nd mirror
in URXUR multi-target configuration or URXUR cascade
configuration. If applied, TC pair creation is rejected with
SSB=CBEE output.

484

Continuous Access
Synchronous Z

Business Copy Z

The IBM-compatible PPRC FC path interface has been supported
with RAID500 50-06-11-00/00. As the specification of QUERY
display using this interface (hereinafter called New Spec) is
different from the current specification (hereinafter called Previous
Spec), this mode enables to display the PPRC path QUERY with
the New Spec or Previous Spec.

Mode 484 = ON:

PPRC path QUERY is displayed with the New Spec.
Mode 484 = OFF (default):

PPRC path QUERY is displayed with the Previous Spec
(ESCON interface).

Note:

(1) Set this mode to ON when you want to maintain compatibility
with the Previous Spec for PPRC path QUERY display under the
environment where IBM host function (such as PPRC and GDPS)
is used.

(2) When an old model or a RAID500 that doesn’t support this
mode is connected using Cnt Ac:S Z, set this mode to OFF.

(3) If the display specification is different between MCU and RCU,
it may cause malfunction of host.

(4) When TPCR is used, which is IBM software for disaster
recovery, set this mode to ON.

OFF

MCU/RCU

491

Business Copy
Business Copy Z

Mode 491 is used for improving the performance of Business
Copy/ Business Copy Z/ Shadowlmage FCv1.

Mode ON: The option (Reserve05) of Business Copy/ Business
Copy Z is available. If the option is set to ON, the copy of
Business Copy/ Business Copy Z/ Shadowlmage FCv1 will be
performed from 64 processes to 128 processes so that the
performance will be improved.

Mode OFF (default): The option (Reserve05) of Business Copy/
Business Copy Z is unavailable. The copy ofBusiness Copy/
Business Copy Z/ Shadowlmage FCv1 is performed with 64
processes.
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Note:

1. Make sure to apply mode 491 when the performance of
Business Copy/ Business Copy Z/ Shadowlmage FCv1 is
considered to be important.

2. Make sure not to apply the mode when the host I/O
performance is considered to be important.

3. The mode will be noneffective if 3 or more pairs of DKAs are
not mounted.

4. Make sure to set mode 467 to OFF when using mode 491,

since the performance may not improve.
5. The mode is noneffective for the NSC model.

495

NAS

Function:

That the secondary volume where S-VOL Disable is set means the
NAS file system information is imported in the secondary volume.
If the user has to take a step to release the S-VOL Disable attribute
in order to perform the restore operation, it is against the policy
for the guard purpose and the guard logic to have the user
uninvolved. In this case, in the NAS environment, Mode 495 can
be used to enable the restore operation.

Mode 495 = ON:

The restore operation ?Reverse Copy, Quick Restore) is allowed
on the secondary volume where S-VOL Disable is set.

Mode 495 = OFF (default):

The restore operation ?Reverse Copy, Quick Restore) is not
allowed on the secondary volume where S-VOL Disable is set.

OFF

506

Continuous Access
Journal, Continuous
Access Journal Z

This option is used to enable Delta Resync with no host update
I/O by copying only differential INL instead of copying all data.

The HUR Differential Resync configuration is required.
Mode 506 = ON:

Without update 1/O: Delta Resync is enabled.

With update I/O: Delta Resync is enabled.

Mode 506 = OFF (default):

Without update I/O: Total data copy of Delta Resync is
performed.

With update I/O: Delta Resync is enabled.
Note:

Even when mode 506 is set to ON, the Delta Resync may fail
and only the total data copy of the Delta Resync function is
allowed if the necessary journal data does not exist on the primary
subsystem used for the Delta Resync operation.

OFF

MCU/RCU

530

Continuous Access
Journal Z

When aContinuous Access Journal Z pair is in the Duplex state,
this option switches the display of Consistency Time (C/T) between
the values at JNL restore completion and at JNL copy completion.

Mode 530 = ON:

- C/T displays the value of when JNL copy is completed.
Mode 530 = OFF (default):

C/T displays the value of when JNL restore is completed.
Note:

At the time of Purge suspend or RCU failure suspend, the C/T of
Continuous Access Journal Z displayed by Business Continuity

System option modes, host modes, and host mode options

OFF

RCU
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Table 11 System option modes (continued)
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Mode | Category Description Default MCU/RCU
Manager or Storage Navigator may show earlier time than the
time showed when the pair was in the Duplex state.
531 Open and When PIN data is generated, the SIM currently stored in SVP is | OFF MCU/RCU
Mainframe reported fo the host.
Mode 531 = ON:
The SIM for PIN data generation is stored in SVP and reported
to the host.
Mode 531 = OFF:
The SIM for PIN data generation is stored in SVP only, not
reported to the host, the same as the current specification.
548 Continuous Access | This option prevents pair operations of TCz, URz, or Slz via
Synchronous Z, Command Device online.
Continuous Access | Mode 548 = ON:
Journal Z, or )
Shadowlmage for | Pair operations of TC for z/OS, UR for z/OS, or Sl for z/OS via
Mainframe from | online Command Device are not available. SSB=0x64fb is output.
BCM Mode 548 = OFF:
Pair operations of TC for z/OS, UR for z/OS, or Sl for z/OS via
online Command Device are available. SIM is output.
Note:
1. When Command Device is used online, if a script containing
an operation via Command Device has been executed, the
script may stop if this option is set to ON. As described in the
BCM user’s guide, the script must be performed with Command
Device offline.
2. This option is applied to operations from BCM that is operated
on MVS.
556 Open Prevents an error code from being set in the 8 - 11th bytes in the | OFF MCU/RCU
standard 16-byte sense byte.
Mode 556 = ON:
An error code is not set in the 8 - 11th bytes in the standard
16-byte sense byte.
Mode 556 = OFF (defaulf):
An error code is set in the 8 - 11th bytes in the standard 16-byte
sense byte.
561 Business Copy, Allows Quick Restore for external volumes with different Cache | OFF MCU/RCU
External Storage | Mode settings.
Mode 561 = ON:
Quick Restore for external volumes with different Cache Mode
settings is prevented.
Mode 561 = OFF (default):
Quick Restore for external volumes with different Cache Mode
settings is allowed.
573 Continuous Access | For the DKU emulation type 2105/2107, specifying the OFF MCU/RCU
Synchronous Z CASCADE option for the ICKDSF ESTPAIR command is allowed. The unit where
Business Copy Z | Mode 573 = ON: Cnt AcS Z and
The ESTPAIR CASCADE option is allowed. BCZina
cascading
Mode 573 = OFF (default): configuration use
The ESTPAIR CASCADE option is not allowed. (When specified, the same volume
the option is rejected.)




Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Notes:

1. When DKC emulation type is 2105/2107, this mode is
applied in the case where pair creation in Cnt AcS Z - BC Z
cascading configuration in the ICKDSF environment fails with the
following message output.

Message: ICK301111 DEVICE SPECIFIED IS THE SECONDARY
OF A DUPLEX OR PPRC PAIR

2. The CASCADE option can be specified in the TSO environment
also.

3. Although the CASCADE option can be specified for the
ESTPAIR command, the PPRC-XD function is not supported.

4. Perform thorough pre-check for any influence on GDPS/PPRC.

5. The SOM must be enabled only when the CASCADE option
is specified for the ESTPAIR command for the DKC emulation type
2105/2107.

589

External Storage

Turning this option ON changes the frequency of progress updates
when disconnecting an external volume. of disconnection is

changed.

improvement in destaging to the pool by achieving efficient HDD
access.

Mode 589 = ON: For each external volume, progress is updated
only when the progress rate is 100%

Mode 589 = OFF (default): Progress is updated when the progress
rate exceeds the previous level.

Notes:

1. Set this option to ON when disconnecting an external volume
while the specific host IO operation is online and s
performance requirement is severe.

2. Whether the disconnecting status for each external volume is
progressed or not cannot be confirmed on Remote Web
Console (It indicates “-“ until just before the completion and
at the last it changes to 100%).

OFF

598

Continuous Access
Journal Z

This mode is used to report SIMs (RC=DCEO to DCE3) to a
Mainframe host to warn that a URz journal is full.

Mode 598 = ON:

SIMs (RC=DCEQ to DEC3) to warn that a JNL is full are reported
to SVP and the host.

Mode 598= OFF (default):

SIMs (RC=DCEQ to DEC3) to warn that a JNL is full are reported
to SVP only.

Notes:
1. This mode is applied if SIMs (RC=DCEO to DCE3) need to be
reported to a Mainframe host.

2. The SIMs are not reported to the Open server.

3. SIMs for INL full (RC=DCEO and DCE1) on MCU are reported
to the host connected with MCU.

4. SIMs for JNL full (RC=DCE2 and DCE3) on RCU are reported
to the host connected with RCU.

ON

676

Audit log

This option is used to set whether an audit log is to be stored onto
the system disk or not.

Mode 676 = ON:

An audit log is stored onto the system disk.

System option modes, host modes, and host mode options

OFF
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Mode 676 = OFF (default):
An audit log is not stored onto the system disk.

This mode is also enabled/disabled by enabling/disabling Audit
Log Buffer on the [Audit Log Setting...] window, which can be
opened by selecting [Settings] -> [Security] -> [Audit Log Setting...]
on Storage Navigator.

Notes:

1. 1. This option is applied to the sites where the level of
importance of an audit log is high.

2. A system disk with available space of more than 130 MB (185
cylinders when the track format is 3380/6586,/NF80, and
154 cylinders when the track format is 3390/6588) must
exist. (Otherwise, audit log is not stored even this option is
ON).

3. Make sure to turn this option on after preparing a normal
system disk that meets the condition in (2). If Define
Configuration & Install is performed, turn this option on after
formatting the system disk.

689

Continuous Access
Synchronous Z

Business Copy Z

This option is used to slow down the initial copy and resync copy
operations when the Write Pending rate on RCU exceeds 60%.

Mode 689 = ON:

The initial copy and resync copy operations are slowed down

when the Write Pending rate on RCU exceeds 60%.

*: From RAID700, if the Write Pending rate of CLPR where the
initial copy target secondary volume belongs to is not over 60%
but that of MP PCB where the S-VOL belongs to is over 60%, the
initial copy operation is slowed down.

Mode 689 = OFF (default):

The initial copy and resync copy operations are not slowed down
when the Write Pending rate on RCU exceeds 60% (the same as
before).

Note:
1. 1. This mode can be set online.

2. 2. The micro-programs on both MCU and RCU must support
this mode.

3. 3. This mode should be set per customer’s requests.

4. 4. If the Write Pending status long keeps 60% or more on
RCU, it takes extra time for the initial copy and resync copy
to be completed by making up for the slowed down copy
operation.

5. 5.From RAID700, if the Write Pending rate of CLPR where the
initial copy target secondary volume belongs to is not over
60% but that of MP PCB where the S-VOL belongs to is over
60%, the initial copy operation is slowed down.

OFF

690

Continuous Access
Journal, Continuous
Access Journal Z

This option is used to prevent Read JNL or JNL Restore when the
Write Pending rate on RCU exceeds 60% as follows:

e When CLPR of INL-Volume exceeds 60%, Read INL is
prevented.

o When CLPR of Data (secondary)-Volume exceeds 60%, JNL
Restore is prevented.

Mode 690 = ON:

Read JNL or JNL Restore is prevented when the Write Pending
rate on RCU exceeds 60%.

Mode 690 = OFF (default):

34 Functional and operational characteristics

OFF




Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Read JNL or INL Restore is not prevented when the Write Pending
rate on RCU exceeds 60% (the same as before).

Notes:

1. This mode can be set online.

2. This mode should be set per customer’s requests.

3. If the Write Pending status long keeps 60% or more on RCU,
it takes extra time for the initial copy to be completed by
making up for the prevented copy operation.

4. If the Write Pending status long keeps 60% or more on RCU,

the pair status may become Suspend due to the JNL-Vol being
full.

696

Open

This mode is available to enable or disable the QoS function.
Mode 696 = ON:
QoS is enabled. (In accordance with the Share value set to SM,

|/Os are scheduled. The Share value setting from RMLIB is
accepted)

Mode 696 = OFF (default):

QoS is disabled. (The Share value set to SM is cleared. I/O
scheduling is stopped. The Share value setting from host is
rejected)

Note:

1. Set this mode to ON when you want to enable the QoS
function.

OFF

701

External Storage

Issues the Read command at the logical unit discovery operation
using Ext Stor.

Mode 701 = ON:

The Read command is issued at the logical unit discovery
operation.

Mode 701 = OFF:

The Read command is not issued at the logical unit discovery

operation.

Notes:

1. When the Open LDEV Guard attribute (VMA) is defined on
an external device, set the system option to ON.

2. When this option is set to ON, it takes longer time to complete
the logical unit discovery. The amount of time depends on
external storages.

3. With this system option OFF, if searching for external devices
with VMA set, the VMA information cannot be read.

4. When the mode is set to ON while the following conditions
are met, the external volume is blocked.

a. RAID700 70-03-3x-00/00 or higher version is used on the

storage system.
b. An external volume to which Nondisruptive Migration
(NDM) attribute is set exists.
c. The external volume is reserved by the host
5. As the VMA information is USP/NSC specific, this mode does

not need to be ON when the external storage is other than
USP/NSC.

6. Set the mode to OFF when the following conditions are met.

a. RAID700 70-03-3x-00/00 or higher version is used on the
storage system

System option modes, host modes, and host mode options

OFF
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

b. An external volume to which Nondisruptive Migration
(NDM) attribute is set exists.

704

Open and
Mainframe

To reduce the chance of MIH, this option can reduce the priority
of BC, VM, CoW Snapshot, Flash Copy or Resync copy internal
IO requests so that host 1O has a higher priority. This mode
creates new work queues where these jobs can be assigned with
a lower priority.

Mode 704 = ON:

Copy processing requested is registered into a newly created
queue so that the processing is scheduled with lower priority than

host /0.
Mode 704 = OFF: (Default)

Copy processing requested is not registered into a newly created
queue. Only the existing queue is used.

Note:

If the PDEV is highly loaded, the priority of Read/Write processing
made by BC, VM, Snapshot, Compatible FlashCopy or Resync
may become lower. As a consequence the copy speed may be
slower.

OFF

720

External Storage
(Mainframe and
Open)

Supports the Active Path Load Balancing (APLB) mode.
Mode 720 = ON:

The alternate path of EVA (A/A) is used in the APLB mode.
Mode 720 = OFF (default):

The alternate path of EVA (A/A) is used in the Single mode.
Note:

Though online setting is available, the setting will not be enabled
until Check Paths is performed for the mapped external device.

OFF

721

Open and

Mainframe

When a parity group is uninsulated or installed, the following
operation is performed according to the setting of mode 721.

Mode 721 = ON:

When a parity group is uninstalled or installed, the LED of the
drive for uninstallation is not illuminated, and the instruction
message for removing the drive does not appear. Also, the
windows other than that of parity group, such as DKA or DKU,
are unavailable to select.

Mode 721 = OFF (default):

When a parity group is uninstalled or installed, the operation is
as before: the LED of the drive is illuminated, and the drive must
be unmounted and remounted.

Notes:

1. When the RAID level or emulation type is changed for the
existing parity group, this option should be applied only if the
drive mounted position remains the same at the time of the
parity group uninstallation or installation.

2. After the operation using this option is completed, the mode
must be set back to OFF; otherwise, the LED of the drive to be
removed will not be illuminated at subsequent parity group
uninstalling operations.

OFF

725

part 1 of
2

External Storage

This option determines the action that will be taken when the
status of an external volume is Not Ready

Mode 725 = ON:
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

When Not Ready is returned, the external path is blocked and
the path status can be automatically recovered (Not Ready
blockade). Note that the two behaviors, automatic recovery and
block, may be repeated.

For version 60-05-06-00/00 and later, when the status of a
device is Not Ready blockade, Device Health Check is executed
after 30 seconds.

Mode 725 = OFF (default):

When Not Ready is returned three times in three minutes, the
path is blocked and the path status cannot be automatically
recovered (Response error blockade).

Notes:
1. For R700 70-01-62-00/00 and lower (within 70-01-xx range)

o Applying this SOM is prohibited when USP V/VM is used
as an external subsystem and its external volume is DPVOL.

o Applying this SOM is recommended when the above
condition (1) is not met and SUN storage is used as an
external storage.

e Applying this SOM is recommended if the above condition
(1) is not met and a maintenance operation such as
firmware update causing controller reboot is executed on
the external storage side while a storage system other than
Hitachi product is used as an external subsystem.

2. For R700 70-02-xx-00/00 and higher

o Applying this SOM is prohibited when USP V/VM is used
as an external subsystem and its external volume is DPVOL.

o Applying this SOM is recommended when the above
condition (1) is not met and SUN storage is used as an
external storage.

o Applying this SOM is recommended when the above
condition (1) is not met and EMC CX series or Fujitsu Fibre
CAT CX series is used as an external storage.

e Applying this SOM is recommended if the above condition
(1) is not met and a maintenance operation such as
firmware update causing controller reboot is executed on
the external storage side while a storage system other than
Hitachi product is used as an external subsystem.

(Continued below)

725

part 2 of
2

External Storage

Notes: (continued)

3. While USP V/VM is used as an external subsystem and its
volume is DP-VOL, if SOM e PoolVOLs constituting the DPVOL
are blocked, external path blockade and recovery occurs
repeatedly.

4. When a virtual volume mapped by UVM is set to pool-VOL
and used as DPVOL in local subsystem, this SOM can be applied
without problem.

OFF

729

Thin Provisioning

Data Retention

To set the Protect attribute for the target DP-VOL using Data
Retention (Data Ret), when any write operation is requested to
the area where the page allocation is not provided at a time
when the HDP Pool is full.

Mode 729 = ON:

To set the Protect attribute for the target DPVOL using Data Ret,
when any write operation is requested to the area where the

System option modes, host modes, and host mode options
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Mode

Category

Description

Default

MCU/RCU

page allocation is not provided at a time when the HDP pool is
full. (Not to set in the case of Read request.)

Mode 729 = OFF (default):

Not to set the Protect attribute for the target DP-VOL using Data
Ret, when any write operation is requested to the area where the
page allocation is not provided at a time when HDP pool is full.
Notes:

1. This SOM is applied when:

- The threshold of pool is high (e.g., 95%) and the pool may
be full.

- File system is used.
- Data Retention is installed.
2. Since the Protect attribute is set for VVOL, the Read operation

cannot be allowed as well.

3. When Data Retention is not installed, the desired effect is not
achieved.

4. Protect aftribute can be released from the Data Retention
window of Remote Web Console after releasing the full status

of the pool by adding a PoolVOL.

733

Auto LUN V2,
Business Copy,
Business Copy Z

This option enables to suspend Volume Migration or Quick Restore
operation during LDEV-related maintenance.

Mode 733 = ON:

Auto LUN V2 or Quick Restore operation during LDEV-related
maintenance is not suspended

Mode 733 = OFF (default):

Auto LUN V2 or Quick Restore operation during LDEV-related
maintenance is suspended

Noftes:

1. This option should be applied when Auto LUN V2or Quick
Restore operation can be suspended during LDEV-related
maintenance.

2. Set mode 733 to ON if you want to perform any LDEV-related
maintenance activities and you do not want these operations to
fail when Volume Migration or Quick Restore is active.

3. This option is recommended as functional improvement to
avoid maintenance failures. In SOM e cases of a failure in
LDEV-related maintenance without setting the option, Storage
Navigator operations may be unavailable.

4. There is the potential for LDEV-related maintenance activities
to fail when Auto LUN V2 and Quick Restore is active without
setting the option.

OFF

734

Mcrocode
verwsion V02 and
lower:

Thin Provisioning

Mcrocode
verwsion V02 +1
and higher:

Thin Provisioning

Dynamic
Provisioning for
Mainframe

When exceeding the pool threshold, the SIM is reported as
follows:

Mode 734 = ON: The SIM is reported at the time when exceeding
the pool threshold. If the pool usage rate continues fo exceed the
pool threshold, the SIM is repeatedly reported every eight (8)
hours. Once the pool usage rate falls below the pool threshold,
and then exceeds again, the SIM is reported.

Mode 734 = OFF (default): The SIM is reported at the time when
exceeding the pool threshold. The SIM is not reported while the
pool usage rate continues to exceed the pool threshold. Once
the pool usage rate falls below the pool threshold and then
exceeds again, the SIM is reported.

Notes:

38  Functional and operational characteristics
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Mode | Category Description Default MCU/RCU
1. This option is turned ON to prevent the write |/O operation
from being unavailable due to pool full.
2. If the exceeding pool threshold SIM occurs frequently, other
SIMs may not be reported.
3. Though turning on this option can increase the warning effect,
if measures such as adding a pool fail to be done in time so
that the pool becomes full, MODE 729 can be used to prevent
file systems from being destroyed.
4. Turning on MODE 741 can provide the SIM report to not only
the users but also the service personnel.
741 Mcrocode The option enables to switch over whether to report the following | OFF
verwsion V02 and | SIM for users to the service personnel:
lower: SIM-RC 625000 (THP pool usage rate continues to exceed the
Thin Provisioning | threshold)
Mcrocode Mode 741 = ON: SIM is reported to the service personnel
ver(;lfvi{or;] VQQ +1 | Mode 741 = OFF (default): SIM is not reported to the service
and higher: personnel
Thin Provisioning, Note:
Dynamic N L
Provisioning for 1. Th|s'opt|on is set to ON to have SIM for users reported fo the
Mainframe service personnel:
- For the system where SNMP and E-mail notification are not
set.
- If Remote Web Console is not periodically activated.
2. When MODE 734 is turned OFF, SIM-RC625000 is not
reported; accordingly the SIM is not reported to the service
personnel even though this option is ON.
745 External Storage | Enables to change the area where the information is obtained as | OFF

the Characteristic1 item from SYMMETRIX.
Mode 745 = ON:

o The area where the information is obtained as the
Characteristic1 item from SYMMETRIX is changed.

o When CheckPaths or Device Health Check (1/hour) is
performed, the information of an already-mapped external
volume is updated to the one after change.

Mode 745 = OFF (default):

o The area where the information is obtained as the
Characteristic1 item from SYMMTRIX is set to the default.

o When CheckPaths or Device Health Check (1/hour) is
performed, the information of an already-mapped external
volume is updated to the default.

Notes:

1. This option is applied when the Characteristic1 item is
displayed in symbols while the EMC SYMMETRIX is connected
using UVM.

2. Enable the setting of EMC SCSI Flag SC3 for the port of the
SYMMETRIX connected with P9500. If the setting of EMC SCSI
Flag SC3 is not enabled, the effect of this mode may not be
achieved.

3. If you want to enable this mode immediately after setting,
perform Check Paths on each path one by one for all the
external ports connected to the SYMMETRIX. Without doing
Check Paths, the display of Characteristic1 can be changed
automatically by the Device Health Check performed once

System option modes, host modes, and host mode options
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40  Functional and operational characteristics

Mode | Category Description Default MCU/RCU
per hour. If SSB=AD02 occurs and a path is blocked, perform
Check Paths on this path again.
4. If Check Paths is performed while Business Copy Z pair and
Compatible FlashCopy Mirror pair are defined in the specified
volume, the Check Paths operation is rejected with a message
“605 2518". If Business Copy Z pair and Compatible
FlashCopy Mirror pair are defined in the specified volume,
do not perform Check Paths and wait until the display is
automatically changed.
749 Mcrocode Disables the Thin Provisioning Rebalance function that allows the | OFF
verwsion V02 and | HDDs of all ECC Groups in the pool to share the load.
lower. Mode 749 = ON:
Thin Proymomng, The Thin Provisioning Rebalance function is disabled.
Smart Tiers
. Mode 749 = OFF (default):
Mcrocode version
V02_ICS or The Thin Provisioning Rebalance function is activated.
VO2+1: Notes:
Thin Provisioning | 1. This option is applied when no change in performance
Dynamic characteristic is desired.
Provisioning for 2. All THP pools are subject to the THP Rebalance function.
Mainframe 3. When a pool is newly installed, the load may be concentrated
Smart Tiers on the installed pool volumes.
M ) 4. When 0 data discarding is executed, load may be unbalanced
crocode version amona pool volumes
V03 and higher: 9p :
Thin Provisioning
Dynamic
Provisioning for
Mainframe
Smart Tiers
Smart Tiers Z
757 Open and Enables/disables output of in-band audit logs. OFF MCU/RCU
Mainfrarme Mode 757 = ON:
Output is disabled.
Mode 776 = OFF (default):
Output is enabled.
Notes:
1. Mode 757 applies to the sites where outputting the In-band
audit logs is not needed.
2. When this option is set fo ON
- There is no access to SM for the In-band audit logs, which
can avoid the corresponding performance degradation.
- SM is not used for the In-band audit logs.
3. If outputting the In-band audit log is desired, set this mode to
OFF.
762 Continuous Access | This mode enables fo settle the data to RCU according to the time | OFF RCU
Journal Z stamp specifi?d in tgef command when a Flush suspension for an (On RCU side,
EXCTG is performed from BCM. consideration in
Mode762 = ON: Takeover is
The data is seftled to RCU according to the time stamp specified reqylred for
in the command. sefting)
Mode 762 = OFF (default):




Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

The data is seftled to RCU according to the time stamp that RCU
has received.

Notes:

1. This mode is applied under the following conditions.
(l'Continuous Access Journal Z.

(2) EXCTG configuration.

(3) Flush suspension with an EXCTG specified is executed.

(4) BCM is installed on the host where the time stamping function
is available.

(In the case of multiple-host configuration, SYSPLEX timer is
available on the system)

2. If this mode s set fo ON while the BCM does not exist in the

environment where the time stamping function is available (In the
case of multiple-host configuration, SYSPLEX timer is available on
the system), the pair status may not become Suspend after Flush
suspension for an EXCTG.

3. Do not set this mode to ON if the BCM does not exist in the
environment where the time stamping function is available (In the
case of multiple-host configuration, SYSPLEX timer is available on
the system).

769

Continuous Access
Synchronous

Continuous Access
Synchronous Z

Continuous Access
Journal

Continuous Access
Journal Z

This mode controls whether the retry operation is executed or not
when a path creation operation is executed.

(The function applies to both of CU FREE path and CU single path
for Open and Mainframe).

Mode 769 = ON:

The retry operation is disabled when the path creation operation

is executed (retry operation is not executed).

Mode 769 = OFF (default):

The retry operation is enabled when the path creation operation

is executed (retry operation is executed).

Notes:

1. This mode is applied when the three conditions below are
met:

e SOM 114 is set to OFF (operation of automatically
switching the port is disabled).

e HMO 49 and HMO 50 are set to OFF (70-02-31-00/00
and higher).
e TPCRis used (it is not applied in normal operation).
2. When SOM 769 is set fo ON, SOM 114, HMO 49 and HMO
50 must not be set to ON.

3. In either of the following cases, the path creating operation
may fail after automatic port switching is executed.

e SOM 114 is set to ON.
e HMO 49 and HMO 50 are set to ON.

OFF

MCU and RCU

776

Continuous Access
Synchronous Z,

Business Continuity
Manager

This mode enables/disables to output the F/M=FB message to
the host when the status of PVOL changes to Suspend during a
TC/TCA SVOL pair suspend or deletion operation from BCM.

Mode 776 = ON:

When the status of PVOL changes to Suspend during a TC/TCA
S-VOL pair suspend or deletion operation from BCM, the F/M=FB
message is not output to the host.

OFF
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Mode

Category

Description

Default

MCU/RCU

Mode 776 = OFF (default):

When the status of PVOL changes to Suspend during a TC/TCA
S-VOL pair suspend or deletion operation from BCM, the F/M=FB
message is output to the host.

Notes:

1. Set this mode to ON in the environment where TC/TCA for
z/OS is used from BCM and the MCU host does not need the
F/M=FB message output during an S-VOL pair suspend or deletion
operation from BCM.

2. If this mode is set to ON, the F/M=FB message is not output
to the host when the status of PVOL changes to Suspend during
a TC/TCA SVOL pair suspend or deletion operation from BCM

3. If the PPRC item of CU option is set to NO, the F/M=FB
message is not output fo the host regardless of setting of this
mode.

4. If the function switch#07 is set to “enable”, the F/M=FB
message is not output fo the host regardless of setting of this
mode.

784
10of 2

Continuous Access
Synchronous

Continuous Access
Synchronous for
Mainframe

This mode can reduce the MIH watch time of RI/O for a
Continuous Access Synchronous for MainframeS or Continuous
Access Synchronous pair internally so that update I/Os can
continue by using an alternate path without MIH or time-out
occurrence in the environment where Mainframe host MIH s set
to 15 seconds, or Open host time-out time is short (15 seconds
or less). The mode is effective at initial pair creation or Resync
operation for Continuous Access Synchronous Z or Continuous

Access Synchronous. (Not effective by just setting this mode to
ON)

Mode 784 = OFF (default):

The operation is processed in accordance with the TC Sync for
z/OS or TC Sync specification.

Special Direction

o (1) The mode is applied to the environment where Mainframe
host MIH time is set fo 15 seconds.

o (2) The mode is applied to the environment where OPEN host
time-out time is set to 15 seconds or less.

o (3) The mode is applied to reduce RI/O MIH time to 5
seconds.

o (4) The mode is effective for the entire system.

Notes:

1. This function is available for all the TC Sync for z/OS and TC
Sync pairs on the subsystem, unable to specify the pairs that
are using this function or not.

2. RAID700) To apply the mode to TC Sync, both MCU and RCU
must be RAID700 and micro-program must be the support
version on both sides. If either one of MCU or RCU is
RAID600, the function cannot be applied.

3. For a TC Sync for z/OS or TC Sync pair with the mode
effective (RI/O MIH time is 5 seconds), the setting of RI/O
MIH time made at RCU registration (default is 15 seconds,
which can be changed within range from 10 to 100 seconds)
is invalid. However, RI/O MIH time displayed on Storage
Navigator and CCl is not "5 seconds" but is what set at RI/O
registration.
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

4. To apply the mode to TC Sync for z/OS, MCU and RCU must
be RAID600 or RAID700 and micro-program must be the
support version on both sides.

5. If a failure occurs on the switched path between DKCs,
Mainframe host MIH or Open server time-out may occur.

(Continued below)

784
2of 2

Continuous Access
Synchronous

Continuous Access
Synchronous for
Mainframe

Notes: (continued)

6. If an MP to which the path between DKCs belongs is
overloaded, switching to an alternate path delays and host MIH
or time-out may occur.

7. If an RI/O retry occurs due to other factors than RI/O MIH (5
sec), such as a check condition report issued from RCU to MCU,
the RI/O retry is performed on the same path instead of an
alternate path. If a response delay to the RI/O occurs constantly
on this path due to path failure or link delay, host MIH or time-out
may occur due to response time accumulation for each Rl/O
retried within 5 seconds.

8. Even though the mode is set to ON, if Mainframe host MIH
time or Open host time-out time is set to 10 seconds or less, host
MIH or time-out may occur due to a path failure between DKCs.

9. Operation commands are not available for promptly
switching to an alternate path.

10. The mode works for the pair for which initial pair creation
or Resync operation is executed.

11. Micro-program downgrade to an unsupported version cannot
be executed unless all the TC Sync for z/OS or TC Sync pairs
are suspended or deleted.

12. See the appendix of the SOM for operational specifications
in each combination of MCU and RCU.

OFF

MCU/RCU

787

Compatible
FlashCopy

This mode enables the batch prefetch copy.

Mode 787 = ON:

The batch prefetch copy is executed for an FC Z pair and a
Preserve Mirror pair

Mode 787 = OFF (default):

The batch prefetch copy is not executed.

Notes:

1. When the mode is set to ON, the performance characteristic
regarding sequential I/Os to the FCv2target VOL changes.

2. The mode is applied only when SOM 577 is set to OFF

3. The mode is applied if response performance for a host 1/0
issued to the FCv2 target VOL is prioritized

OFF

803

Dynamic
Provisioning,

Data Retention
Utility

While a THP pool VOL is blocked, if a read or write 1/O is issued
to the blocked pool VOL, this mode can enable the Protect
attribute of DRU for the target DP-VOL.

Mode 803 = ON:

While a THP pool VOL is blocked, if a read or write I/O is issued
to the blocked pool VOL, the DRU attribute is set to Protect.

Mode 803 = OFF (default):

While a THP pool VOL is blocked, if a read or write 1/O is issued
to the blocked pool VOL, the DRU attribute is not set fo Protect.

Notes:
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Mode

Category

Description

Default

MCU/RCU

1. 1. This mode is applied when
e - a file system using THP pool VOLs is used.
o - Data Retention Utility is installed.
2. 2. Because the DRU aftribute is set to Protect for the VVOL, a

read 1/O is also disabled.

3. 3. If Data Retention Utility is not installed, the expected effect
cannot be achieved.

4. 4. The Protect attribute of DRU for the HDP V-VOL can be
released on the Data Retention window of Storage Navigator
after recovering the blocked pool VOL.

855

Business
Copy/Snapshot,
Shadowlmage for
Mainframe, Auto
LUN V2

By switching the mode to ON/OFF when Business
Copy/Snapshot is used with SOM 467 set to ON, copy
processing is continued or stopped as follows.

Mode 855 = ON:

When the amount of dirty data is within the range from 58% to
63%, the next copy processing is continued after the dirty data
created in the previous copy is cleared to prevent the amount of
dirty data from increasing (copy affer destaging). If the amount
of dirty data exceeds 63%, the copy processing is stopped.

Mode 855 = OFF (default):

The copy processing is stopped when the amount of dirty data
is over 60%.

Notes:

1. This mode is applied when all the following conditions are
met

o Shadowlmage is used with SOM 467 set to ON.

*  Write pending rate of an MP blade that has LDEV
ownership of the copy target is high

o Usage rate of a parity group to which the copy target LDEV
belongs is low.

e Shadowlmage copy progress is delayed.

2. This mode is available only when SOM 467 is set to ON.

3. If the workload of the copy target parity group is high, the
copy processing may not be improved even if this mode is set

to ON

857

OPEN and

Mainframe

This mode enables or disables to limit the cache allocation
capacity per MPB to within 128 GB except for cache residency.

Mode 857 = ON:

The cache allocation capacity is limited to within 128 GB.
Mode 857 = OFF (default):

The cache allocation capacity is not limited to within 128 GB.
Note:

This mode is used with P9500 microcode version -04
(70-04-0x-00/00) and earlier. It is also applied when
downgrading the microprogram from V02 (70-02-02-00/00) or
higher to a version earlier than V02 (70-02-02-00/00) while
over 128 GB is allocated.

OFF

867

Dynamic
Provisioning

All-page reclamation (discarding all mapping information between
THP pool and THP volumes) is executed in DPVOL LDEV format.
This new method is enabled or disabled by setting the mode to

ON or OFF.

Mode 867 = ON:
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

LDEV format of the DPVOL is performed with page reclamation.

Mode 867 = OFF (default):LDEV format of the HDPVOL is
performed with O data writing.

Notes:

1. 1. This mode is applied at recovery after a pool failure.

2. 2. Do not change the setting of the mode during DPVOL
format.

3. 3. If the setting of the mode is changed during DP-VOL format,
the change is not reflected to the format of the DPVOL being
executed but the format continues in the same method.

872

External Storage

When the mode is applied, the order of data transfer slots is
guaranteed at the destaging from P9500 to an external storage.

Mode 872 = ON:

The order of data transfer slots from P9500 to an external storage
is guaranteed.

Mode 872 = OFF (default):

The order of data transfer slots from P9500 to an external storage
is not guaranteed.

In VO3 and later versions, the mode is set to ON before shipment.

If the micro-program is exchanged to a supported version (VO3
or later), the setting is OFF as default and needs to be set to ON
manually.

Note:

1. This mode is applied when performance improvement at
sequential write in UVM configuration is required.

OFF

894

Mainframe

By disabling context switch during data transfer, response time
in low /O load is improved.

Mode 894 = ON:
When all the following conditions are met, the context switch is
disabled during data transfer.

1. The average MP operating rate of MP PCB is less than 40 %,
or the MP operating rate is less than 50%.

2. Write pending rate is less than 35 %.
3. Data transfer length is within 8 KB.
4. The time from job initiation is within 1600 ?s

Mode 894 = OFF (default):
The context switch is enabled during data transfer.
Notes:

1. This mode is applied when improvement of I/O response
performance in low workload is required.

2. Because the processing on the Mainframe target port is
prioritized, other processing may take longer time compared
to that when the mode is set to OFF.

OFF

895

Continuous Access
Synchronous Z

Setting the mode to ON or OFF, the link type with transfer speed
of 8 GBps or 4 GBps is reported respectively.

Mode 895 = ON:

When the FICON/FC link up speed is 8 GBps, the link type with
transfer speed of 8 GBps is reported.

Mode 895 = OFF (default):

The link type with transfer speed of up to 4 GBps is reported ,
even when the actual transfer speed is 8 GBps.
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46 Functional and operational characteristics

Mode | Category Description Default MCU/RCU

Notes:

1. To apply the mode, set the RMF version of mainframe to be
connected to 1.12 or higher.

2. If the OS does not use a supported version, the transfer speed
cannot be displayed correctly.

896 Thin Provisioning | The mode enables or disables the background format function | OFF
Thin Provisioning performed on an unformatted area of a THP/Smart pool.
Z For the information of operating conditions, refer to Provisioning
Smart Tiers Guide for Open Systems or Provisioning Guide for Mainframe
Smart Tiers Z, Fast ystems.
mar ,
Snap Mode 896 = ON:

The background format function is enabled.

Mode 896 = OFF (default):

The background format function is disabled.

Note:

1. The mode is applied when a customer requires the background
format for a DP/Smart pool in the environment where new
page allocation (for example, when system files are created
from a host for newly created multiple THP VOlLs), frequently
occurs and the write performance degrades because of an
increase in write pending rate.

2. When the mode is set to ON, because up to 42MB/s of ECCG
performance is used, local copy performance may degrade
by about 10%. Therefore, confirm whether the 10%
performance degradation is acceptable or not before setting
the mode to ON.

3. When a Dynamic Provisioning VOL that is used as an external
VOL is used as a pool VOL, if the external pool becomes full
due to the background format, the external VOL may be
blocked.

If the external pool capacity is smaller than the external VOL
(Dynamic Provisioning VOL), do not set the mode to ON.
897 Smart Tiers, Smart | By the combination of SOM 897 and 898 setting, the expansion | OFF
Tiers Z width of Tier Range upper I/O value (IOPH) can be changed as
follows.
Mode 897 = ON:
SOM 898 is OFF: 110%+0I10
SOM 898 is ON: 110%+210

Mode 897 = OFF (Defaul)

SOM 898 is OFF: 110%+5I0 (Default)
SOM 898 is ON: 110%+110

By setting the SOM s to ON to lower the upper limit for each tier,

the gray zone between other tiers becomes narrow and the

frequency of page allocation increases.

Notes:

1. Apply the mode when the usage of upper tier is low and that
of lower tier is high.

2. The mode must be used with SOM 898.

3. Narrowing the gray zone increases the number of pages to
migrate between tiers per relocation.

4. When Tier1 is SSD while SOM 901 is set to ON, the effect
of SOM 897 and 898 to the gray zone of Tire1 and Tier?2 is
disabled and the SOM 901 setting is enabled instead. In
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Mode | Category Description Default MCU/RCU
addition, the settings of SOM 897 and 898 are effective for
Tire2 and Tier3.
Please also see spreadsheet "SOM 897_898_901" for more
details about the relations between SOM 897, 898 and 901.
898 Smart Tiers, Smart | 1/O value (IOPH) can be changed as follows. OFF
Tiers 2 Mode 898 = ON:
SOM 897 is OFF: 110%+110
SOM 897 is ON: 110%+210
Mode 898 = OFF (default):
SOM 897 is OFF: 110%+5IO (Default)
SOM 897 is ON: 110%+010

By setting the SOM s to ON to lower the upper limit for each tier,

the gray zone between other tiers becomes narrow and the

frequency of page allocation increases.

Notes:

1. Apply the mode when the usage of upper tier is low and that
of lower tier is high.

2. The mode must be used with SOM 897.

3. Narrowing the gray zone increases the number of pages to
migrate between tiers per relocation.

4. When Tier1 is SSD while SOM 901 is set to ON, the effect
of SOM 897 and 898 to the gray zone of Tire1 and Tier2 is
disabled and the SOM 901 setting is enabled instead. In
addition, the settings of SOM 897 and 898 are effective for
Tire2 and Tier3.

Please also see spreadsheet "SOM 897_898_901" for more

details about the relations between SOM 897, 898 and 01.

899 Volume Migration | In combination with the SOM 900 setting, whether to execute | OFF
and when to start the |/O synchronous copy change as follows.

Mode 899 = ON:

SOM 900 is ON: 1/O synchronous copy starts  without retrying

Volume Migration.

SOM 900 is OFF: 1/O synchronous copy starts  when the
threshold of Volume Migration retry is  exceeded.

(Recommended)

Mode 899 = OFF (default):

asSOM 900 is ON: /O synchronous copy starts when the

number of retries reaches half of the threshold of Volume

Migration retry.

SOM 900 is OFF: Volume Migration is retired and 1/0

synchronous copy is not executed.

Notes:

1. This mode is applied when improvement of Volume Migration

success rate is desired under the condition that there are many

updates to a migration source volume of Volume Migration.

2. During I/O synchronous copy, host 1/O performance degrades.

900 Auto LUN In combination with SOM899 setting, whether to execute and | OFF

when to start the 1/O synchronous copy change as follows.
Mode 900 = ON:

SOM899 is ON: /O synchronous copy starts when the threshold
of Auto LUN retry is exceeded.

System option modes, host modes, and host mode options
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Mode

Category

Description

Default

MCU/RCU

SOM899 is OFF: /O synchronous copy starts when the number
of retries reaches half of the threshold of Auto LUN retry.

Mode 900 = OFF (defaul):

SOM899 is ON: /O synchronous copy starts when the threshold
of Volume Migration retry is exceeded. (Recommended)

SOM899 is OFF: Volume Migration is retired and 1/0
synchronous copy is not executed.
Note:

1. This mode is applied when improvement of Auto LUN success
rate is desired under the condition that there are many updates
to a migration source volume of Auto LUN.

2. During I/O synchronous copy, host I/O performance
degrades.

901

Smart Tiers

Smart Tiers Z

By setting the mode to ON or OFF, the page allocation method
of Tier Level ALL when the drive type of tier1 is SSD changes as
follows.

Mode 901 = ON:

For tier1 (drive type is SSD), pages are allocated until the capacity
reaches the limit. Without consideration of performance limitation
exceedance, allocation is done from highly loaded pages until
reaching the capacity limit

When the capacity of the tier1 reaches the threshold value, the
minimum value of the tier range is set fo the starting value of the
lower IOPH zone, and the maximum value of the lower tier range
is set fo the boundary value.

Mode 901 = OFF (default):

For tier1 (drive type is SSD), page allocation is performed based
on performance potential limitation. With consideration of
performance limitation exceedance, allocation is done from highly
loaded pages but at the point when the performance limitation
is reached, pages are not allocated any more even there is free
space.

When the capacity of the tier1 reaches the threshold value, the
minimum value of the tier range is set to the boundary value, and
the maximum value of the lower tier range is set to a value of
boundary value x 110% + 5 [IOPH].

OFF

904

Smart Tiers

Smart Tiers Z

By setting the mode to ON or OFF, the number of pages to be
migrated per unit time at tier relocation is changed.

Mode 904 = ON:

The number of pages to be migrated at tier relocation is set to
up to one page per second. Mode 904 = OFF (default):

No restriction on the number of pages to be migrated at tier
relocation (existing specification).

Notes:
1. This mode is applied when:

e Smart Tiers Z is used (including multi platforms
configuration).

e the requirement for response time is severe.

2. The number of pages to be migrated per unit time at tier
relocation decreases.

OFF

908

Continuous Access
Journal

The mode can change CM capacity allocated to MPBs with
different workloads.

Mode 908 = ON:
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

Continuous Access
Journal Z

The difference in CM allocation capacity among MPBs with
different workload is large.

Mode 908 = OFF (default):

The difference in CM allocation capacity among MPBs with
different workload is small (existing operation)

Notes:

1. 1. The mode is applied to a CLPR only used for UR JNLGs.

2. 2. Since CM capacity allocated to MPBs with low load is
small, the performance is affected by a sudden increase in
load.

912

Smart Tiers

Smart Tiers Z

When the mode is set to ON, Smart monitoring information of a
THP pool containing a THP VOL to which the per-page policy
setting is made is discarded

One hour or more is required from the time when the mode is set
to on to the time when the discarding processing is completed.
In addition, the per-page policy setting is prevented while the
mode is ON.

Mode 912 = ON:

Smart monitoring information of a THP pool containing a THP
VOL to which the per-page policy setting is made is discarded.
The following restrictions are applied to the THP pool.

1. When execution mode is Auto, monitoring the target THP pool

is disabled.

2. When execution mode is Manual, a request o start monitoring
the target THP pool is not accepted.

3. Monitoring information (weighted average information) of the
target THP pool is discarded.

Mode 912 = OFF (default):

Smart monitoring information of a THP pool containing a THP
VOL to which the per-page policy setting is made is not discarded.
Notes:

1. The mode is applied when the micro-program is downgraded
from V04 or higher to earlier than V04 while the per-page
policy setting has been made once. (including a case that the
per-page policy setting is once made and then released.)

2. After setting the mode to ON, wait for one hour or more until
the discarding processing is completed.

917

Thin Provisioning
Thin Provisioning Z
Smart Tiers

Smart Tiers Z

The mode is used to switch the method to migrate data at
rebalancing.

Mode 917 = ON (default):

Page usage rate is averaged among parity groups or external
volume groups where pool volumes are defined.

Mode 917 = OFF:

Page usage rate is averaged among pool volumes without
considering parity groups or external volume groups.

Notes:

1. The mode is applied when multiple LDEVs are created in a
parity group or external volume group.

2. If the mode setting is changed during pool shrink, the shrink
processing may fail.

3. When the mode is set to OFF, the processing to average page
usage rate among pool volumes in a parity group or external
volume group works; therefore, the drive workload becomes

System option modes, host modes, and host mode options
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Table 11 System option modes (continued)

Mode

Category

Description

Default

MCU/RCU

high because the migration source and target are in the same
parity group or external volume group.

4. When pool shrink is performed per pool VOL from a parity
group with multiple pool VOLs defined (or from an external
volume group) while the mode is set to ON, the pool shrink
takes longer time compared to when the mode is set to OFF.

930

Thin Provisioning

Fast Snap

When the mode is set fo ON, all of the zero data page
reclamation operations in processing are stopped. (Also the zero
data page reclamation cannot be started.)

* Zero data page reclamation by WriteSame and UNMAP
functions, and 10O synchronous page reclamation are not disabled.

Mode 930 = ON:

All of the zero data page reclamation operations in processing
are stopped at once. (Also the zero data reclamation cannot be
newly started.)

Mode 930 = OFF (default):
The zero data page reclamation is performed.

See sheet "SOM 930" for relationship with SOM 755 and SOM
859.

Notes:

1. The mode is applied when stopping or disabling zero data
page reclamation by user request is required.

2. When the mode is set to ON, the zero data page reclamation
does not work at all.

e Zero data page reclamation by Write Same and UNMAP,
and 1O synchronous page reclamation can work.

3. When downgrading micro-program to a version that does not
support the mode while the mode is set to ON, set the mode
to OFF after the downgrade

e Because the zero data page reclamation does not work at
all while the mode is set to ON.

4. The mode is related to SOM 755 and SOM 859.

937

Thin Provisioning
Thin Provisioning Z
Smart Tiers

Smart Tiers Z

By setting the mode to ON, Smart monitoring data is collected
even if the pool is a THP pool.

Mode 937 = ON:

Smart monitoring data is collected even if the pool is a THP pool.

Only Manual execution mode and Period mode are supported.

Mode 937 = OFF (default):

Smart monitoring data is not collected if the pool is a THP pool

Notes:

1. The mode is applied when Smart monitoring data collection
is required in THP environment.

2. When Smart is already used, do not set the mode to ON.

3. For Smart monitoring data collection, shared memory for Smart
must be installed.

4. If monitoring data collection is performed without shared
memory for Smart installed, an error is reported and the
monitoring data collection fails.

5. Before removeing the shared memory for Smart, set the mode
to OFF and wait for 30 minutes.
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Table 11 System option modes (continued)

Mode | Category Description Default MCU/RCU
6. Tier relocation with monitoring data collected when the mode
is set fo ON is disabled.
7. When THP is converted into Smart (after purchase of PP
license), the collected monitoring data is discarded.

Table 12 Mode 269: Remote Web Console operations

Operation Target of Operation Mode 269 ON Mode 269 OFF
VLL (CVS) All LDEVs in a PG No format No format

VLL (CVS) Some LDEVs in a PG No format No format
Format PG is specified No operation No operation
Format All LDEVs in a PG Low speed Low speed
Format Some LDEVs in a PG Low speed Low speed
Table 13 Mode 269: SVP operations

Operation Target of Operation Mode 269 ON Mode 269 OFF
PDEV Addition High speed High speed
VLL (CVS) All LDEVs in a PG No format No format

VLL (CVS) Some LDEVs in a PG No format No format
Format PG is specified High speed High speed
Format All LDEVs in a PG High speed Low speed
Format Some LDEVs in a PG Low speed Low speed
PDEV Addition High speed High speed

Host modes and host mode options

Open

The P9500 supports connection of multiple server hosts of different platforms to each of its ports.
When your system is configured, the hosts connected to each port are grouped by host group or
by target. For example, if Solaris and Windows hosts are connected to a fibre port, a host group
is created for the Solaris hosts, another host group is created for the Windows hosts, and the
appropriate host mode and host mode options are assigned to each host group. The host modes
and host mode options provide enhanced compatibility with supported platforms and environments.

The host groups, host modes, and host mode options are configured using the LUN Manager
software on Remote Web Console. For further information on host groups, host modes, and host
mode options, see the HP XP P900O Provisioning for Open Systems User Guide.

systems operations

This section provides high-level descriptions of OPEN systems compatibility, support, and
configuration.
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Open systems compatibility and functionality

The P9500 supports and offers many features and functions for the open-systems environment,
including:

e Multi-initiator 1/O configurations in which multiple host systems are attached to the same
fibre-channel interface

o Fibre-channel arbitrated-loop (FC-AL) and fabric topologies

e Command tag queuing

e Industry-standard failover and logical volume management software

e SNMP remote disk array management

The P9500’s global cache enables any fibre-channel port to have access to any logical unit in the
disk array. In the P9500, each logical unit can be assigned to multiple fibre-channel ports to
provide 1/O path failover and/or load balancing (with the appropriate middleware support) without
sacrificing cache coherency.

The user should plan for path failover (alternate pathing) to ensure the highest data availability.
The logical units can be mapped for access from multiple ports and/or multiple target IDs. The
number of connected hosts is limited only by the number of FC ports installed and the requirement
for alternate pathing within each host. If possible, the primary path and alternate paths should be
attached to different channel cards.

Open systems host platform support

The P9500 disk array supports most major open-system operating systems, such as Microsoft
Windows, Oracle Solaris, IBM AlX, Linux, HP-UX, and VMware. For more complete information
on the supported operating systems, go fo: http://www.hp.com. Each supported platform has a
user guide that is included in the P9500 documentation set. See the HP XP P9000 Documentation
Roadmap for a complete list of P9500 user guides, including the host configuration guides.

Open systems configuration
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After physical installation of the P9500 disk array has been completed, the user configures the
disk array for open-systems operations with assistance as needed from the HP representative.

Please see the following documents for information and instructions on configuring your P9500
disk array for open-systems operations:

o The host configuration guides provide information and instructions on configuring the P9500
disk array and disk devices for attachment to the open-systems hosts.

NOTE:  Queue depth and other parameters may need to be adjusted for the disk array. See
the appropriate configuration guide for queue depth and other requirements.

o The HP XP P?000 Remote Web Console User Guide provides instructions for installing,
configuring, and using Remote Web Console to perform resource and data management
operations on the P9500 disk array.

o The HP XP P2000 Provisioning for Open Systems User Guide describes and provides instructions
for configuring the P9500 for host operations, including FC port configuration, LUN mapping,
host groups, host modes and host mode options, and LUN Security.

Each fibre-channel port on the P9500 disk array provides addressing capabilities for up to
2,048 LUNs across as many as 255 host groups, each with its own LUN O, host mode, and
host mode options. Multiple host groups are supported using LUN Security.

Functional and operational characteristics
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o The HP XP PP000 SNMP Agent User Guide describes the SNMP APl interface for the P9500

disk array and provides instructions for configuring and performing SNMP operations.

o The HP XP P?000 Provisioning for Open Systems User Guide and HP XP P9000 Volume
Shredder for Open and Mainframe Systems User Guide provide instructions for configuring
multiple custom volumes (logical units) under single LDEVs on the P9500 disk array. The HP
XP P900O0 Provisioning for Open Systems User Guide also provides instructions for configuring
size-expanded logical units by concatenating multiple logical units to form individual large
logical units.

Remote Web Console

Remote Web Console is installed on a PC, laptop, or workstation. It communicates via a LAN to
the SVP in the P9500 disk array. The SVP obtains disk array configuration and status information
and sends user initiated commands to the disk array. The Remote Web Console GUI displays
detailed disk array information and allows users to configure and perform storage operations on
the system.

Remote Web Console is provided as a Java applet program that can be executed on any machine
that supports a Java Virtual Machine (JVM). A PC hosting the Remote Web Console software is
called a remote console. Each time a remote console accesses and logs into the SVP of the desired
disk array, the Remote Web Console applet is downloaded from the SVP to the remote console.
Figure 10 (page 53) illustrates remote console and SVP configuration for Remote Web Console.

For further information about Remote Web Console, see the HP XP P9000 Remote Web Console
User Guide.

Figure 10 Remote Web Console and SVP configuration

Reraote Web Console SYP
! I:I = Private LAN
H L |
: F
: ey
: =
D I:I Private LA

wizh Browssr
D ownload HTTRD Wieb Client
weh Client server [ ] Java™ fApplet
Java™ Applet
i [ata communication
iy RMI™ —
running. - — Configuration
Information acquisiion | | JErver informnation
wWeb Client (Ivr™) Web Server (WM™

Remote Web Console 53



3 System components

Controller chassis

The controller chassis provides system logic, control, memory, and monitoring, as well as the
interfaces and connections to the disk drives and the host servers. The controller chassis consists
of the following components:

Table 14 Controller chassis

ltem Description

Name Min Max

CHA 2 8 if 4 DKAs installed. | A CHA is an interface board that provides connection to
12 if no DKAs the host servers. It provides the channel interface control
installed. functions and intercache data transfer functions between the

disk array and the host servers. It converts the data format
between CKD and FBA. The CHA contains an internal
processor and 128 bytes of edit buffer memory.

DKA 0 with no drives?2 | 4 A DKA is an interface board that provides connection to the
with drives disk drives and SSDs. Provides the control functions for data
transfer between drives and cache. The DKA contains DRR
(Data Recover and Reconstruct), a parity generator circuit.
It supports eight FIBRE path and offers 32 KB of buffer for
each FIBRE path.

Switches 2 4 The full duplex switches serve as the data interconnection
between the CHAs, DKAs, and cache memory. They also
connect the control signals between the Micro Processor
Blade (microprocessors) and the cache memory.

Service 1 2 A custom PC that implements system configuration settings
processor and monitors the system operational status. Connecting the
(SVP) SVP to service center enables the storage system to be

remotely monitored and maintained by the HP support team.
This significantly increases the level of support that HP can
provide to its customers.

NOTE:  The SVP also provides a communication hub for
the 3rd and 4th Processor blade in Module-O. The SVP is
installed only in Module-0 only (system O).

In a system with two SVPs, both are installed in the controller
chassis in system O

Hub 1 2 Connects the switches, adapters, and service processor.

NOTE:  The Hub provides communication connection for
3rd and 4th Processor blade in Module-0. The Hub is
installed in Module-1 only.

ESW 2 4 The full duplex switches serve as the data interconnection
between the CHAs, DKAs, and CMs. They also connect the
control signals between the P9500s (microprocessors) and
the CM boards.

Processor 2 4 Quad core, 2.33 GHz processors are independent of the
Blades CHAs and DKAs and can be shared across CHAs and DKAs
Cache memory |2 4 The cache is an intermediate buffer between the channels
adapter (CPC) and drives. Each cache memory adapter has a maximum

capacity of 32 GB. An environmentally friendly nickel
hydride battery and up to two Cache Backup Memory Solid
States Disk drives are installed on each Cache Memory
Adapter board. In the event of a power failure, the cache
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Table 14 Controller chassis (continued)

ltem Description

Name Min Max

data will not be lost and will remain protected on the Cache
Backup Memory Solid States Disk drive.

AC-DC power |2 4 200-220 VAC input. Provides power to the DKC in a
supply redundant configuration to prevent system failure. Up to four
power supplies can be used as needed to provide power
to additional components.

Cooling fan 10 10 Each fan unit contains two fans to ensure adequate cooling
in case one of the fans fails.

The following illustrations show the front and rear views of a controller chassis that is configured
with the minimum number of components. The system control panel (#1 in the front view) is described
in the next section.

Figure 11 Controller chassis front view (minimum configuration)

ltem Description ltem Description

1 Control Panel 2 Fan (10 total)

3 Slots for optional Cache Memory Adapter. | 4 Cache Memory Adapter
5 Slots for additional Processor blades 6 Processor blades
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Figure 12 Controller chassis rear view (minimum configuration)

ltem Description ltem Description

1 Power Supply (2 min, 4 max) 2 Slots for optional Power Supply.

3 2" Service Processor (optional for Module-0) | 4 Slots for Channel Adapter board.
or Hub (optional for Module-1)

5 Slots for optional Disk Control Adapter or 6 Slots for optional Express Switch Adapter.
Channel Adapter board.

7 Express Switch Adapter 8 1% Service Processor for Module-0 or 1% Hub for

Module-1

9 Channel Adapter board 10 Fan

n SSVPMN 12 Disk Control Adapter

13 Channel Adapter board

System control panel

The following illustration shows the P9500 system control panel. The table following the illustration
explains the purpose of each of the controls and LEDs on the panel.
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Figure 13 P9500 system control panel

ltem Description ltem Description

1 MESSAGE - Amber LED 2 ALARM - Red LED
ON: indicates that a SIM (Message) was Indicates DC under voltage of any DKC part, DC
generated from either of the clusters. Applied over current, abnormally high temperature, or that
to both storage clusters. an unrecoverable failure occurred.
Blinking: Indicates that a SVP failure has
occurred.

3 READY - Green LED Indicates that input/output | 4 PS ON - Green LED

operation on the channel inferface is enabled. Indicates that the system is powered on, that the

POST is complete, and that the system has booted
up and is ready for use.

5 BS ON - Amber LED 6 REMOTE MAINTENANCE PROCESSING - Amber
Indicates that the Sub Power supply is on. (CL LED
1orCL2) Indicates that the system is being remotely
maintained.
7 REMOTE MAINTENANCE ENABLE/DISABLE - |8 PS SW ENABLE - switch
switch Used to enable the PS ON/PS OFF switch.

When ON, permits remote maintenance.

9 PS ON/PS OFF - switch

Turns the system power on or off.

Drive chassis

The drive chassis includes two backto-back disk drive assemblies. Each assembly includes HDDs,

SSW boards, HDD PWR boards, eight cooling fans, and two AC-DC power supplies. All components
are configured in redundant pairs to prevent system failure. All the components can be added or

replaced while the disk array is in operation.

The following illustration shows the rear view of the drive chassis. The table following the illustration
describes the drive chassis components.
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Figure 14 Drive chassis

ltem Description Item Description

1 Fan (8 total) 2 Fan assembly lock screw

(Loosen screw to open fan door.)

3 Power Cable 4 HDD Power Supply

The fans on the front of the unit are intake fans that pull ambient air into the unit. The fans on the
rear assembly are exhaust fans that blow hot air out of the unit. The two sets of fans work together
to create a large airflow through the unit. Either fan assembly is sufficient to cool the unit. Therefore

there is no time limit when changing disk drives, as long as either the front or the rear fan assembly
is in place.

A CAUTION: To prevent the unit from overheating, both the front and rear fan assemblies should
never be opened at the same time while the system is running.
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Figure 15 Disk chassis (fan door open)

As shown in Figure 15 (page 59), the fan assemblies on both the front and rear sides of the drive
chassis fold out and away from the unit to allow access to the disk drives. The three speed fans in
the drive chassis are thermostatically controlled by a temperature sensor (thermistor) in the unit.
The sensor measures the temperature of the exhaust air from the unit and sets the fan speed as
needed to maintain the unit temperature within a preset range. When the unit is not busy and cools
down, the fan speed is reduced, saving energy and reducing the noise level of the unit.

When the fan assemblies are opened, the power to the fans is automatically switched off and the

fans stop rotating. This helps prevent possible injury because there is no protective screen on the
back side of the fans.

Cache memory

The P2500 can be configured with up to 512 GB of cache memory per controller chassis (1024
GB for a two-module system). The cache is nonvolatile and is protected from data loss with onboard
batteries to backup cache data into the onboard Cache Backup Memory Solid States Disk drive.

Each controller chassis can contain from two to eight cache memory adapter boards. Each board
contains from 8 GB to 64 GB.

Cache memory adaptor boards are installed in pairs and work together to provide cache and
shared memory for the system. In addition to the memory on the cache boards, 4 GB of cache
memory is also located on each Micro Processor Blade board. See the following illustration.
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Figure 16 Cache memory
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Table 15 Cache memory

ltem Description ltem Description
1 Micro Processor Blade 2 Cache Memory Adapter:
Includes 4 GB cache 8, 16, or 24 GB standard
32 GB SSD drives optional
1 or 2 16 GB SSD drives
3 Micro Processor Blade cluster 0 | 4 Micro Processor Blade cluster 1
5 Cache cluster O 6 Cache cluster 1
7 Cache cluster 2 8 Cache cluster 3

Memory operation

The P9500 places all read and write data in the cache. The amount of fast-write data in cache is
dynamically managed by the cache control algorithms to provide the optimum amount of read
and write cache, depending on the workload read and write /O characteristics.

Mainframe hosts can specify special attributes (for example, cache fast write command) to write
data (typically sort work data) without write duplexing. This data is not duplexed and is usually
given a discard command at the end of the sort, so that the data will not be destaged to the drives.

Data protection

The P9500 is designed so that it cannot lose data or configuration information from the cache if
the power fails. The cache is protected from data loss up for up to ten minutes by the cache destage
batteries while the data is copied to the cache SSD (flash memory) on the cache boards (see
“Battery backup operations” (page 67)).
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Shared memory

The P9500 shared memory is not on a separate memory module as it was in the previous hardware
systems. Shared memory resides by default on the first pair of cache boards in controller chassis

#0.

When you install software features such as Snapshot or Continuous Access Journal, the shared
memory usage increases as software features are installed. Shared memory can use up to 56 GB.

Depending on how much cache memory is installed, it may be necessary to install more cache
memory as more software features are installed in the system. Up to 32 GB can be installed on
each cache board. When 32 GB of cache is installed, it is also necessary to install a second SSD
(cache flash memory) on the cache board to back up the cache in case of power failure. Additional
cache backup SSD memory comes in 32 and 64 GB capacities.

In addition to cache, the shared memory on each cache board contains a 1/2 GB cache directory
to safeguard write pending data in the cache in the unlikely case of double failure of the shared
memory cache area. The cache directory has mapping tables for the Micro Processor Blade LDEVs
and the allocated cache slots in each Micro Processor Blade cache partition.

NOTE:  Shared Memory in the P900O is not a separate memory module as it was in the HP
XP24000/20000 disk arrays.

Flash storage chassis

This section includes information on the flash module drive (FMD), flash storage unit (FSU), and
flash storage chassis (FSX).

P9000 flash module

The P9000 flash module is a custom-designed and manufactured enterprise class solid state storage
module. It uses a high performance, custom ASIC flash controller and standard flash memory chips
in an implementation that exceeds the performance of expensive SLC SSDs, but costs less than less
expensive MLC SSDs. The FMD greatly improves the performance and solid state storage capacity
of the VSP system, while significantly reducing the cost per TB of storage.

Even in the initial capacity of 1.6 TB per FMD, the FMD outperforms both MLC and SLC flash

drives, has a longer service life, requires less power, and generates less heat per TB than SSDs.

FMDs can be used instead of, or in addition to, disk and flash drives, but they are installed in a
flash storage “chassis” composed of a cluster four flash module units (FMU). The next section

describes the FMU.
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Figure 17 Flash Module Drive

Microprocessor

12.09 in
307 mm

Flash module unit

The flash module box (FMU) is a 2U high chassis that contains up to 12 FMDs, plus two redundant
power supplies and two redundant SSW adapters.

Figure 18 Flash Module Unit
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Table 16 Flash Module Unit

ltem | Description Item Description
1 FMD Active LED - lights when FMD is activated. | 8 SAS / SSW standard OUT connector.
Blinks at drive access.
2 FMD Alarm LED - lights when FMD has an error |9 SAS / SSW high performance OUT connector.
and should be replaced.
3 SAS / SSW Module Power LED. 10 Power cord receptacle.
4 SAS / SSW Module Alarm LED - indicates fatal | 11 Power Supply - 220 VAC input, draws approximately
error condition. 265 watts.
NOTE:  The power supply occupy the lower half of
the FM box (the SSW occupies the upper half).
5 SAS / SSW standard IN connector. 12 Power Supply Ready 1 LED - lights when 12 VDC
power#1 is ready.
6 SAS / SSW high performance IN connector. | 13 Power Supply Ready 2 LED - lights when 12 VDC
power #2 is ready.
7 SAS / SSW adapter - connects the FMDs to | 14 Power Supply alarm LED - lights when power supply
the BEDs in the controller via SSW cables. has an error.
NOTE:  Be sure to use the same SSW jumper
settings when replacing an SSW. Contact HP
Technical Support before replacing a SSW.

Flash storage chassis

The flash storage chsssis (FBX) is a cluster of four FMUs as shown in the following illustration. There
is not an actual chassis or enclosure surrounding the four FSBs, but since it takes the place of a
DKU drive chassis, the cluster is referred to as a chassis for consistency. FMDs can be added to
the FBX in increments of four, eight, or sixteen, depending on the desired RAID configuration.

Figure 19 Flash storage chassis
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Cache memory

Your P9000 can be configured with up to 512 GB of cache memory per controller chassis (1 TB
for a two-module system). Each controller chassis can contain from two to eight cache memory

adapter boards. Each board contains from 8 GB to 64 GB.

Cache memory adaptor boards are installed in pairs and work together to provide cache and
shared memory for the system. Each pair is called a cluster. From one to four cache clusters can
be installed in a controller.

Table 17 Drive Specifications

Drive Type Size (inches)’ Drive Capacity Speed (RPM)
HDD (SAS) 21/2 300 GB 15,000
300 GB, 600 GB, 900 GB | 10,000
500 GB 7,200
1718 7,200
SSD (Flash)’ 21/2 200 GB, 400 GB, 800 GB |n/a
FDM (flash module) 5.55 x 12.09 x 0.78 1.6,3.2T8B n/a

1 . . .. )
Each drive size requires its own chassis.

Minimum number of drives - Four HDDs or SSDs per controller chassis (two in upper half, two in
lower half). HDDs or SSDs must be added four at a time to create RAID groups, unless they are

spare drives. The minimum number of operating FMD drives is four, one in each FMU in the FBX
chassis. Spares are additional.

Table 18 Maximum Number of Drives

Single Module (3-rack
Drive Type (inches) Drive Chassis system) Dual Module (6-rack system)
HDD, 2-1/2 128 1024 2048
SSD, 21/2! 1282 128° 2563
FMD* 48 964 192

1 . . .. .
Each drive size requires its own chassis.

2 55D drives can be mounted all in one drive chassis or spread out among all of the chassis in the
storage system.

3 Recommended maximum number.

* FMD drives are not the same form factor as HDDs or SSDs and require an FBX chassis. See
“P9000 flash module” (page 61).

System capacities with smart flash modules
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The following table lists the P9000 system storage capacities when using FMDs.

Table 19 System capacities with smart flash modules

Considering hot sparing requirements

R1 R5 R6

2D+2P 4D+4pP 3D+1P 7D+1P 6D+2P 14+2P

Single flash chassis, max. capacity

1.6 GB Raw 70.4 64.0 70.4 64.0 64.0 51.2
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Table 19 System capacities with smart flash modules (continued)

Considering hot sparing requirements

R1 R5 R6
2D+2P 4D+4P 3D+1P 7D+1P 6D+2P 14+2P
Usable 35.2 320 52.8 56.0 48.0 44.8
3.2GB Raw 140.8 128.0 140.8 128.0 128.0 102.4
Usable 70.4 64.0 105.6 112.0 96.0 89.6
Flash chassis pair max. capacity
1.6 GB Raw 147.2 140.8 147.2 140.8 140.8 128.0
Usable 73.6 70.4 110.4 123.2 105.6 112.0
3.2GB Raw 254.4 281.6 254.4 281.6 281.6 256.0
Usable 147.2 140.8 220.8 246.4 211.2 224.0
Total P9500 max. capacity
1.6 GB Raw 294.4 281.6 294.4 281.6 281.6 256.0
Usable 147.2 140.8 220.8 246.4 211.2 224.0
3.2GB Raw 588.8 563.2 588.8 563.2 563.2 512.0
Usable 294 .4 281.6 441.6 492.8 422.4 448.0
Considering hot sparing requirements, number of flash modules
Single flash chassis max. capacity - add two hot spares
1.6 GB Count 44 40 44 40 40 32
3.2GB 88 80 88 80 80 64
Flash chassis pair max. capacity - add four hot spares
1.6 GB Count 92 88 92 88 88 80
3.2GB 184 176 184 176 176 160
Total VSP max. capacity - add eight hot spares
1.6 GB Count 184 176 184 176 176 160
3.2GB 368 352 368 352 352 320

System capacities with smart flash modules
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4 Power On/Oft procedures

Safety and environmental information

A

CAUTION:  Before operating or working on the P9500 disk array, read the safety section in the
HP XP P2000 Site Preparation Guide and the environmental information in “Regulatory compliance
notices” (page 85).

Standby mode

When the disk array power cables are plugged into the PDUs and the PDU breakers are ON, the
disk array is in standby mode. When the disk array is in standby mode:

o The Basic Supply (BS) LED on the control panel is ON. This indicates that power is applied to
the power supplies.

o The READY LED is OFF. This indicates that the controller and drive chassis are not operational.
o The fans in both the controller and drive chassis are running.
o The cache destage batteries are being charged.

o The disk array consumes significantly less power than it does in operating mode. For example,
a disk array that draws 100 amps while operating draws only about 70 amps in standby
mode (see “Electrical specifications” (page 80) for power consumption specifications.

To put the disk array into standby mode from the OFF condition:

1. Ensure that power is available to the AC input boxes and PDUs in all racks in which the P9500
disk array is installed.

2. Turn all PDU power switches/breakers ON.

To put the disk array into standby mode from a power on condition, complete the power off
procedures in this chapter. See “Power Off procedures” (page 67).

To completely power down the disk array, complete the power off procedures in this chapter, then
turn off all PDU circuit breakers.

CAUTION:  Make certain that the disk array is powered off normally and in standby mode before
turning off the PDU circuit breakers. Otherwise, turning off the PDU circuit breakers can leave the
disk array in an abnormal condition.

Power On/Off procedures

This section provides general information about power on/off procedures for the P9500 disk array.
If needed, consult HP Technical Support for assistance.

Power On procedures
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A

CAUTION:  Only a trained HP support representative can restore power to the disk array.

Prerequisites

o Ensure that the disk array is in standby mode. See “Standby mode” (page 66).

NOTE:  The control panel includes a safety feature to prevent the storage system power from
accidentally being turned on or off. The PS power ON/OFF switch does not work unless the
ENABLE switch is moved to and held in the ENABLE position while the power switch is moved to
the ON or OFF positions.
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Follow this procedure exactly when powering the disk array on. Refer to the illustration of the
control panel as needed.

1. On the control panel, check the amber BS LED and make sure it is lit. It indicates that the disk
array is in standby mode.

2. In the PS area on the control panel, move the Enable switch to the ENABLED position. Hold
the switch in the Enabled position and move the PS ON switch to the ON position. Then release
the ENABLE switch.

3. Wait for the disk array to complete its power-on self-test and boot-up processes. Depending
on the disk array configuration, this may take several minutes.

4. When the Ready LED is ON, the disk array boot up operations are complete and the disk
array is ready for use.

NOTE:  If the Alarm LED is also on, or if the Ready LED is not ON after 20 minutes, please
contact HP Technical Support. The disk array generates a SIM that provides the status of the
battery charge (see “Cache destage batteries” (page 68)).

Power Off procedures

A

CAUTION:  Only a trained HP support representative can shut down and power off the disk array.
Do not attempt to power down the disk array other than during an emergency.

Prerequisites:

e Ensure that all software specific shutdown procedures have been completed. Please see the
applicable user manuals for details.

e Ensure that all I/O activity to the disk array has stopped. You can vary paths offline and/or
shut down the attached hosts.

Follow this procedure exactly when powering the disk array off.

1. In the PS area on the power panel, move the Enable switch to the Enabled position. Hold the
switch in the Enabled position and press the PS OFF switch on the Operator Panel.

2. Wait for the disk array to complete its shutdown routines. Depending on the disk array
configuration and certain MODE settings, it can take up to 20 minutes for the disk array to
copy data from cache to the disk drives and for the disk drives to spin down.

NOTE: If the Ready and PS LEDs do not turn OFF after 20 minutes, contact HP Technical
Support.

Battery backup operations

The P9500 is designed so that it cannot lose data or configuration information if the power fails.
The battery system is designed to provide enough power to completely destage all data in the
cache if two consecutive power failures occur and the batteries are fully charged. If the batteries
do not contain enough charge to provide sufficient time to destage the cache when a power failure
occurs, the cache operates in write through mode. This synchronously writes to HDDs to prevent
slow data throughput in the cache. When the battery charge is 50% or more, the cache write
protect mode operates normally.
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When a power failure occurs and continues for 20 milliseconds or less, the disk array continues
normal operation. If the power failure exceeds 20 milliseconds, the disk array uses power from
the batteries to back up the cache memory data and disk array configuration data to the cache
flash memory on each cache board. This continues for up to ten minutes. The flash memory does

not require power to retain the data. The following illustration shows the timing in the event of a
power failure.

Figure 20 Battery backup operations
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@ Power failure occurs

@ The storage system continues to operate for 20 milliseconds and detects the power failure.

@ The cache memory data and the storage system configuration are backed up to the cache flash memory
on the cache boards. The backup continues even if power is restored during the backup.

@ Unrestricted data backup. Data is continuously backed up to the cache flash memory.

Cache destage batteries

The environmentally friendly nickel hydride cache destage batteries are used to save disk array
configuration and data in the cache in the event of a power failure. The batteries are located on
the cache memory boards and are fully charged at the distribution center where the disk array is
assembled and tested. Before the system is shipped to a customer site, the batteries are disconnected
by a jumper on the cache board. This prevents them from discharging during shipping and storage
until the system is installed. At that time, HP Technical Support representative connects the batteries.

NOTE:  The disk array generates a SIM when the cache destage batteries are not connected.

Battery life

The batteries have a lifespan of three years, and will hold the charge when connected. When the
batteries are connected and power is on, they are charged continuously. This occurs during both
normal system operation and while the system is in standby mode.

When the batteries are connected and the power is off, the batteries slowly discharge. They will
have a charge of less than 50% affer two weeks without power. When fully discharged, the batteries
must be connected to power for three hours to fully recharge.

NOTE:  The disk array generates a SIM when the cache destage batteries are not charged to at
least 50%. The LEDs on the front panel of the cache boards also show the status of the batteries.

long term array storage

While connected, the cache destage batteries will completely discharge in two to three weeks
without power applied. If you do not use a P9500 for two weeks or more, contact HP Technical
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Support to move the batteries to a disk array that is being used, or turn the disk array on to standby
mode for at least 3 hours once every two weeks.

If you store the system for more than two weeks and do not disconnect the cache destage batteries,
when you restart the system, the batteries will need to charge for at least 90 minutes before the
cache will be protected. To prevent the batteries from discharging during long term storage, contact
HP Technical Support and ask them to disconnect the battery jumpers on the cache boards.

Battery backup operations 69



5 Troubleshooting

Solving problems

The P9500 disk array is highly reliable and is not expected to fail in any way that would prevent
access to user data. The READY LED on the control panel must be ON when the disk array is
operating online.

The following table lists possible error conditions and provides recommended actions for resolving
each condition. If you are unable to resolve an error condition, contact your HP representative, or
call the support center for assistance.

Table 20 Troubleshooting
Error Condition Recommended Action
Error message displayed. | Determine the type of error (see the SIM codes section. If possible, remove the cause of

the error. If you cannot correct the error condition, call the support center for assistance.

General power failure Turn off all PDU switches and breakers. After the facility power comes back on steady,
turn them back on and power the system up. See Chapter 4 for instructions. If needed,
call HP support for assistance.

Fence message is displayed | Determine if there is a failed storage path. If so, toggle the RESTART switch, and retry
on the console. the operation. If the fence message is displayed again, call the support center for
assistance.

READY LED does not go on, | Call the support center for assistance. WARNING: Do not open the P9500 control

or there is no power frame/ controller or touch any of the controls.
supplied.
ALARM LED is on. If there is a temperature problem in the area, power down the disk array, lower the room

temperature to the specified operating range, and power on the storage system. Call
the support center if needed for assistance with power off/on operations. If the area
temperature is not the cause of the alarm, call the support center for assistance.

Service information messages

70

The P9500 disk array generates SIMs to identify normal operations. For example, Continuous
Access Synchronous pair status change as well as service requirements and errors or failures. For
assistance with SIMs, please call the support center.

SIMs can be generated by the channel adapters and disk adapters and by the SVP. All SIMs
generated by the P9500 are stored on the SVP for use by HP personnel, logged in the
SYS1.LOGREC dataset of the mainframe host system, displayed by the Remote Web Console
software, and reported over SNMP to the open system host. The SIM display on Remote Web
Console enables users to remotely view the SIMs reported by the attached disk array. Each time
a SIM is generated, the amber Message LED on the control panel turns on. The C-Track remote
maintenance tool also reports all SIMs to the support center

SIMs are classified according to severity. There are four levels: service, moderate, serious, or acute.
The service and moderate SIMs (lowest severity) do not require immediate attention and are
addressed during routine maintenance. The serious and acute SIMs (highest severity) are reported
to the mainframe host (s) once every eight hours.

NOTE: If a serious or acute level SIM is reported, call the support center immediately to ensure
that the problem is being addressed.

The following figure illustrates a typical 32 byte SIM from the P9500 disk array. SIMs are displayed
by reference code (RC) and severity. The six digit RC, which is composed of bytes 22, 23, and
13, identifies the possible error and determines the severity. The SIM type, located in byte 28,
indicates which component experienced the error.
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Figure 21 Service Information Message
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C-Track

The C-Track remote support solution detects and reports events to the HP Support Service. C-Track
transmits heartbeats, SIMs, and configuration information for remote data collection and monitoring
purposes. C-Track also enables the HP Support Service to remotely diagnose issues and perform
maintenance (if the customer allows the remote maintenance). The C-Track solution offers Internet
connectivity only. If you choose the Internet-based remote support solution, additional infrastructure
and site preparation are required. Additional preparation may include server and router
requirements, which you and HP may be responsible for implementing.

Insight Remote Support

HP strongly recommends that you install HP Insight Remote Support software to complete the
installation or upgrade of your product and to enable enhanced delivery of your HP Warranty,
HP Care Pack Service or HP contractual support agreement. HP Insight Remote Support supplements
your monitoring, 24x7 to ensure maximum system availability by providing intelligent event
diagnosis, and automatic, secure submission of hardware event notifications to HP, which will
initiate a fast and accurate resolution, based on your product’s service level. Notifications may be
sent to your authorized HP Channel Partner for on-site service, if configured and available in your
country. The HP Insite Remote Support products available for the P9500 disk arrays are described
in “P9500 disk array remote support products” (page 71).

NOTE:  HP Insight Remote Support Standard is not supported on XP and P9500 Disk Arrays.

Table 21 P9500 disk array remote support products

HP Product Description Application
AE241A HP XP/P9500 Remote Device Access | For customers that fully commit to use
Support HP Remote Support. It uses HP Insight

Remote Support for P9500 Remote
Device Monitoring utilizing
LAN/Internet connectivity and Remote
Device Access Support. This
configuration is required to meet the
objectives of XP disk array’s Internet
connectivity with Remote Device Access
initiative and prerequisites for Critical
Support contracts. HP recommends that
the AE241A product with Internet
connectivity should be utilized for all
new P9500 installations, to ensure the
optimal support model and highest TCE.

AE242A HP XP/P9500 no Remote Device For customers that commit to utilize
Access Support Internet and Insight Remote Support
connectivity for P9500 Remote Device
Monitoring but will not allow for Remote
Device Access to the P9500 array from
HP for proactive and critical support
processes. With no Remote Device
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Table 21 P9500 disk array remote support products (continued)

HP Product Description Application

Access, Critical Support contract
prerequisites cannot be met.

AE244A HP XP/P9500 Mission Critical No For a customer whose strict security
LAN Support protocols specifically prohibit inbound/
outbound traffic to/from the data center
and thus will not allow Remote Support
connection by either modem or
LAN/internet connectivity; but does
have Mission Critical Services with
Customer Engineer onsite included in
the terms of the support contract.
Factory Authorization will be required
to order this product. Proof of valid
Customer Engineer onsite Mission
Critical support contract must be
provided for Factory Authorization

approval.
AE245A HP XP/P9500 No Mission Critical For a customer whose strict security
LAN Support protocols specifically prohibit

inbound/outbound traffic to/from the
data center and thus will not allow
Remote Support connection by either
modem or LAN and does not have a
Mission Critical Services on-site
contract. The added cost of this
configuration only covers the additional
warranty support cost to HP during
warranty period. Other additional costs
can also be incurred for support
contracts for customers who do not have
remote support configured.

Details are available at:
http://www.hp.com/go/insightremotesupport

To download the software, go to Software Depot:

http://www.software.hp.com

Select Insight Remote Support from the menu on the right.

Failure detection and reporting process

If a failure occurs in the system, the failure is detected and reported to the system log, the SIM log,
and HP technical support, as shown in “Failure reporting process” (page 73).
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Figure 22 Failure reporting process
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6 Support and other resources

Contacting HP

For worldwide technical support information, see the HP support website:
http://www.hp.com/support

Before contacting HP, collect the following information:

e Product model names and numbers

o Technical support registration number (if applicable)
e Product serial numbers

e Error messages

o Operating system type and revision level

e Detailed questions

Subscription service

Receive, by email, support alerts announcing product support communications, driver updates,
software releases, firmware updates, and customer-replaceable component information by signing
up at http://www.hp.com/go/myadvisory.

To change options for support alerts you already receive, click the Sign in link on the right.

Documentation feedback

HP welcomes your feedback.
To make comments and suggestions about product documentation, please send a message to

storagedocsfeedback@hp.com. Include the document title and manufacturing part number. All

submissions become the property of HP.

Related information

The following documents [and websites] provide related information:

e HP XP P9000 External Storage for Open and Mainframe Systems User Guide
e HP XP P9000 Provisioning for Open Systems User Guide

e HP XP P9000 Remote Web Console Messages

e HP XP PP000 RemoteWeb Console User Guide

e HP XP PP000 SNMP Agent User Guide

You can find these documents on the Manuals page of the HP Business Support Center website:
http://www.hp.com/support/manuals

In the Storage section, click Disk Storage Systems for hardware or Storage Software for software,
and then select your product.

HP websites
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For additional information, see the following HP websites:

e http://www.hp.com

o http://www.hp.com/qo/storage

o http://www.hp.com/service locator
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e  http://www.hp.com/support/manuals

o http://www.hp.com/support/downloads

o http://www.hp.com/storage/whitepapers

Conventions for storage capacity values

PQ0O00 disk arrays use the following values to calculate physical storage capacity values (hard

disk drives):

o 1 KB (kilobyte) = 1,000 bytes

e 1 MB (megabyte) = 1,000? bytes
« 1 GB (gigabyte) = 1,000 bytes
e 1 TB (ferabyte) = 1,000* bytes

« 1 PB (petabyte) = 1,000° bytes

e 1 EB (exabyte) = 1,000° bytes

PQ000 disk arrays use the following values to calculate logical storage capacity values (logical
devices):

o 1KB (kilobyte) = 1,024 bytes

e 1 MB (megabyte) = 1,0242 bytes
« 1 GB (gigabyte) = 1,024° bytes
o 1 7TB (terabyte) = 1,024* bytes

o 1 PB (petabyte) = 1,024 bytes

o 1 EB (exabyte) = 1,024° bytes

Typographic conventions

Table 22 Document conventions

Convention Element
Blue text: Table 22 (page 75) e Cross-reference links and e-mail addresses
o A cross reference to the glossary definition of the term
in blue text
Blue, bold, underlined text email addresses
Blue, underlined text: http://www.hp.com Website addresses
Bold text o Keys that are pressed
o Text typed into a GUI element, such as a box
e GUI elements that are clicked or selected, such as menu
and list items, buttons, tabs, and check boxes
ltalic text Text emphasis
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Table 22 Document conventions (continued)

Convention Element

Monospace text o File and directory names
e System output
o Code

o Commands, their arguments, and argument values

Monospace, italic text e Code variables

e Command variables

Monospace, bold text Emphasized monospace text

/A WARNING! Indicates that failure to follow directions could result in bodily harm or death.

>

CAUTION:  Indicates that failure to follow directions could result in damage to equipment or data.

®  IMPORTANT:  Provides clarifying information or specific instructions.

NOTE: Provides additional information.

¥ TIP: Provides helpful hints and shortfcuts.

Rack stability
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Rack stability protects personnel and equipment.

/A WARNING! To reduce the risk of personal injury or damage to equipment:
e Extend leveling jacks to the floor.
o Ensure that the full weight of the rack rests on the leveling jacks.
e Install stabilizing feet on the rack.
e In multiple-rack installations, fasten racks together securely.

e Extend only one rack component at a time. Racks can become unstable if more than one
component is extended.
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A Comparing the XP24000,/XP20000 Disk Array and
P9500

Comparison of the XP24000,/XP20000 Disk Array and P9500

The P9500 includes several upgrades from the XP24000,/XP20000 Disk Array as well as a number
of new features. These include:

e High scalabiliir. The system supports configurations of 2 1/2 disk drives in either a single or
dual DKC contiguration

o Shared processors. In the P9500, the processor and interface cards are separate. This allows
either or both to be configured separately, and allows each processor to share resources
across multiple interface cards.

e Lload balancing. The P9500 disk array allows workloads to be better balanced across
management processor and breaks the affinity between specific front end and back end ports
with specific processors.

o High performance. The system uses shared high performance quad core processors instead
of single core. This significantly increases system total processing speed and distributes
processing across the CHAs and DKAs as needed.

o Faster access to system control information through the use of on board memory.

o  Storage management usability improvements. The new version includes a user friendly, task
bc:se(?GUI that reduces the number of operations needed to complete a task and includes
wizards to assist users in new or repetitive tasks. This version of Remote Web Console also
includes context sensitive online help.

The following tables show the main differences between the XP24000/XP20000 Disk Array and
the P9500.

Table 23 Storage management improvements

P9500 XP24000/XP20000 Disk Array
Use Case Oriented Operation Avrchitecture Oriented

Fewer steps and clicks Many steps and clicks for operation
Faster operation and higher performance Slow performance impression
Unified User interface (GUI/CLI) Many user interfaces

Table 24 Basic Mainframe functional differences

Feature P9500 XP24000/XP20000 Disk Array

FlashCopy Version 1 Not supported (Only FC V2) Supported

Drive Emulation Type 3380-3 3380-3
3390-1/2/3/3R/9/L/M/V 3390-1/2/3/3R/9/L/M

DKC Emulation Type 2105/2107 3990/2105/2107

The number of multi relations 16 16

The maximum relations in system 1048575 1048575

The maximum relations for each VOL | 1000 1000

External VOL Source : Supported Source : Supported (VO7 or higher)
Target : Supported

Saving Differential Bitmap Save to SVP Save to SVP
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Table 24 Basic Mainframe functional differences (continued)

Feature

P9500

XP24000/XP20000 Disk Array

Supported OS

OS/390 V2/R10 or higher
/OS V1RO or higher
z/VM V5R3 or higher
z/VSE V4R1 or higher

OS/390 V2/R10 or higher
z/0S V1RO or higher
z/VM V5R3 or higher
z/VSE VAR1 or higher

Operation Interface

TSO
ICKDSF
DFSMSdss
ANTRQS

TSO
ICKDSF
DFSMSdss
ANTRQS

Table 25 Functional differences - Business Copy Z

Feature P9500 XP24000/XP20000 Disk Array
Basic DKC Emulation Type 2105 3990
Functions 2107 2105
2107
Drive Emulation Type 3380-3 3380-3
3390-1/2/3/3R/9/L/M 3390-1/2/3/3R/9/L/M
The biggest size of pair creatable | 3390-M 3390-M
volume.
Maximum number of pairs in 16k 16k
system
Maximum number of CTGs in 256 256
system
Maximum number of pairs in one | 8192 8192
C1G
Saving Differential Bitmap Save to SSD Save to SVP
Save to SYSTEM DISK
Interface Remote Web Console Remote Web Console
PPRC PPRC
Business Copy Z Business Copy Z
Expanded Pair configuration 1:1:N (N<=3) 1:1:N (N<=3)
Function
AtTime Split Function Supported Supported

Table 26 Functional differences - Business Copy for Open Systems

Feature

P9500
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Drive Emulation Type

Open-3, Open-8,0pen-9
Open-E, Open-L, Open-V

Open-3, Open-8,0pen-9
Open-E, Open-L, Open-V

system

Host I/F Fibre Fibre
Maximum size of pair creatable | Open-V 4 TB Open-V 4 TB
volume.

Maximum number of pairs in | 16k Pair 16k Pair

Comparing the XP24000/XP20000 Disk Array and P9500
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Table 26 Functional differences - Business Copy for Open Systems (continued)

Feature P9500 XP24000/XP20000 Disk Array
Maximum number of CTG in | 256CTG 256CTG
system
Maximum number of pair in one | 8192 Pair 8192 Pair
CTG
Saving differential bitmap Save to SSD Save to SVPSave to SYSTEM DISK
Operation interface Remote Web Console Remote Web Console
RAID Manager (Inband) RAID Manager (Inband)
RAID Manager (Outband)
Expanded Pair configuration 11 11
Function Cascade pair Cascade pair
I:N (N <= 3) I:N (N <= 3)
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B Specifications

Mechanical specifications

The following table lists the mechanical specifications of the P9500 disk array.

Table 27 P9500 mechanical specifications

Dimension Single Rack Single Module Dual Module

(3 racks) (6 racks)
Width (inches / mm) 24.0 / 610 71.3 / 1810 142 / 3610
Depth (inches / mm) 45 / 145 45 / 1145 45 / 1145
Height (inches / mm) 79 / 2006 79 / 2006 79 / 2006
Sysem | Min (Ibs / kg) 1120 / 508 (Diskless) 3750 / 1701 7500 / 3402
Weight | Max (Ibs / kg) 1558 / 707 4319 / 1959 8560 / 3883
Rack (Ibs / kg) 292.6 / 133 Rack Weight is included in system weight
Weight

Electrical specifications

The P9500 supports single-phase and three-phase power. Power consumption and heat dissipation
is independent of input power.

“System heat and power specifications” (page 80) lists system heat and power specifications.

“System components heat and power specifications ” (page 81) lists component heat and power
specifications.

“AC power - PDU options” (page 82) lists the PDU specifications for both single phase and three
phase power.

System heat and power specifications

Table 28 System heat and power specifications

Full Array (DKC-0
12 plus DKC-1 plus
Parameter DKC Module-0 DKC Module-1 DKU Rack DKU x4)
Heat Dissipation | Max Power 5.87 5.42 5.45 33.1
and Power consumption (kVA)
Consumption
Specifications | Max Heat 5.57 5.5 517 314
(Maximum dissipation (kW)
configuration) | \\ o BTUs per | 19012 17571 17643 107155
hour
Max Kcal per hour | 4791 4428 4446 27002

! Heat (KW, BTU, Kcal) and Power (kVA) values are for determining load for site planning. Actual heat generation
and power demand may be less.

2 Calculated values with drives at a typical 1/0O condition. (Random Read and Write, 50 IOPSs for HDD, 2500 IOPSs
for SSD, Data Length: 8Kbytes). These values may increase for future compatible drives.
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Table 29 System components heat and power specifications

System components heat and power specifications

Power Consumption
Component Product Number | HP XP P9500 Disk Array Component Heat Output (kW)' | (kVA)'
AV375A Flash Module Chassis 0.600* 0.640*
AV392A, AV393A Flash Module 0.017° 0.018°
AV400A Disk Array DKC Module-0 Rack 1.88 1.97
AV401A, AV401B DKC Module-1 Rack 1.83 1.93
AV402A, AVA02B DKU Disk Unit Rack 1.47 1.54
AVA411B Base 2.5in Drive Chassis see note 5 see note 5
AV412B Complete 2.5in Drive Chassis 0.57 0.600
AVA413A Drive Chassis SAS Switch Kit 0.120 0.103
AV423A, AV423B 8-port 2-8 Gbps FC CHA 0.072 0.076
AVA24A, AV424B 16-port 2-8 Gbps FC CHA 0.072 0.076
AVA25A 16p 1-4 Gbps SW FICON CHA 0118 0.124
AVA26A 16p 1-4 Gbps IW FICON CHA 0118 0.124
AV427A, AVA27B 16p 2-8 Gbps SW FICON CHA 0.072 0.076
AVA428A 16p 2-8 Gbps LW FICON CHA 0.072 0.076
AVA429A P9500 8-port 10 Gbps FCoE CHA 0.072 0.076
AV440A, AV440B Processor Blade 0.19 0.200
AVA42A DKC Hub Kit 0.010 0.010
AVA443A 2nd SVP High Reliability Kit 0.052 0.055
AVA44A Cache Memory Adapter 0.068 0.072
AV447A, AV4478B 16GB Cache Memory Module 0.019 0.020
AV448A, AV448B 32GB Cache Memory Module 0.019 0.020
AV451A 64GB Cache Backup Memory Module 0.0052 0.0052
AVA452A 128GB Cache Backup Memory Module 0.0052 0.0052
AVA455A SAS DKA Drive Adapter 0.08 0.084
AV458A Express Switch Adapter 0.07 0.074
AV467A 500GB 6G SAS 7.2K 2.5in DP HDD 0.0070° 0.0074°
AV468A 1TB SAS 7.2K 2.5in DP HDD 0.0082° 0.0087°
AVA74A 300GB SAS 10K 2.5in DP HDD 0.0079° 0.0083%
AV475A 600GB SAS 10K 2.5in DP HDD 0.0080° 0.0085°
AVA76A 900GB SAS 10K 2.5in DP HDD 0.0090° 0.0095°
AVA77A 1.2 TB SAS 10K 2.5in DP HDD 0.00833 0.0087°
AV482A 146GB SAS 15K 2.5in DP HDD 0.0080° 0.00843
AVA483A 300GB SAS 15K 2.5in DP HDD 0.0086° 0.0090°
AV490A 200GB SAS 2.5in DP SIC SSD 0.0127° 0.01343
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Table 29 System components heat and power specifications (continued)

Power Consumption
Component Product Number | HP XP P9500 Disk Array Component Heat Output kw)' | (kva)!
AVA91A 400GB SAS 2.5in DP SLC SSD 0.0023° 0.0024°
AVA92A 200GB SAS 2.5in DP MLC SSD 0.0026° 0.0028°
AVA93A 400GB SAS 2.5in DP MLC SSD 0.0026° 0.0028°
AVA94A 800GB SAS 2.5in DP MLC SSD 0.0067° 0.00713

! Heat (KW, BTU, Kcal) and Power (kVA) values are for determining rated load for site planning. Actual heat generation
and power demand may be less.

2 Power is consumed during the battery back-up time only.

3 Actual values at a typical I/O condition. (Random Read and Write, 50 IOPSs for HDD, 2500 IOPSs for SSD, Data
Length: 8Kbytes). These values may increase for future compatible drives.

4 Maximum values with all fans rotate at maximum.

> AVA411B Base 2.5in Drive Chassis does not include power supplies consequenly demands zero (0) kVA and geneates
no (0) kW heat.

AC power - PDU options

P9500 is configured for input power using separate rackmount PDU products. PDUs are available
for three phase or single phase power for NEMA and IEC compliance applications.

Table 30 P9500 AC PDU options

Branch circuit Facility
Product Number of requirements receptacle
Number Local Power | PDU per Rack' per PDU Plug Type needed Notes
AV404A 3 phase (4 2 208240V, 30, | NEMA NEMA For customers
AV404AU wire) 4-wire, 30A L15-30P L15-30R with, 208 - 240
VAC, 3-Phase,
4-Wire Power
Distribution
System
AV405A 3 phase (5 2 380-415V, 30, [IEC60309 4 |IEC60309 4 | For customers
AV405AU wire) 5-wire, 16A pole, 5-wire pole, 5-wire, | with 380 - 415
Category D 380-415VAC, |380-415 VAC, |VAC,
Breaker 16A 16A Three-Phase,
5-Wire Wye
Power
Distribution
System
AV406A single phase |4 200240V, 1, | NEMA L6-30P | NEMA L6-30R | For customers
AV406AU NEMA 3-wire, 30A with single
phase power
and need
NEMA L6-30P
plug
AV407A single phase |4 200-240V, 10, |IEC60309 2 [IEC60309 2 | For customers
AV407AU IEC 3-wire, 32A pole, 3-wire, |pole, 3-wire, | with single
Category D 240VAC, 32A | 240VAC, 32A | phase power
Breaker and need
I[EC60309 32A
plug
Notes:
1. Each PDU has one fixed power cord with attached plug. Power cord is not removable.
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NOTE: PDU models can be changed in the field using offline maintenance procedures.

NOTE:  When ordering systems, HP does not allow mixtures of different phase PDUs in a system
(even though there are no technical issues). Only upgrade orders can ship with difference phase
PDUs in a system.

Figure 23 P9500 AC power configuration diagram

3-phase Power Connections 1-phase Power Connections
DKC-DKU Rack oKU DK.C-DKU Rack
Jumper
DKU ,..--—'"”f# Cables ] DKU
T L T e -
] — . H = ] - 1 .
o l.|chassis| JLf]e e [1l,|Chassis( ] | e
:_J_ ™ . M
4 DKL
Tl DY 1-ph F'IIILI<"]:_|—"‘ - ““>1-ph PDU
3-ph POU | Chassis|,] 3-ph POU (304/324) N . |Chassis| ] (IDAIFZA)
(F0A1EA) ._J' '|__. (30A/16A) —|
:__l_DKC or DKU[ L8 | [DKC or DKU
_':_L Chassis || [T DKC or DKU L] Chassis
R gty o =oe
anies
AL |I'IFILIT J Dunl Connectto
AC Input uplex
T L *4 Line —,| H Structure _F,/same FDP
—_— T,
e e et —F S —
LA J Yy ¥
Bl |@ B |BE
FDP1 Breaker FOF2 FDP1 Breaker FDP2
POP: Power DistributionPanel POP: Power DistributionPanel
*1:When connected correctly, one of the two PDUs can *1:When connected correctly, two of the four PDUs can
supply powerto the DKC-DKU rack. supply powertothe DKC-DKU rack.

Environmental specifications
The following table lists the environmental specifications of the P9500 storage system.

Table 31 P9500 environmental specifications

ltem Operating Not Operating In Storage
Temperature 60.8-80.9 / 18- 109.4 / -10 to 43 -45 - 140

(°F / °C) 16 to 32 18 t0 95 / -10 to 358 25 to 60
Relative Humidity 20 1o 80 810 90 510 95

(%)’

Max. Wet Bulb 78.8 /26 80.6 / 27 84.2 /29
(°F/°C)

Temperature 50/ 10 50/ 10 68/ 20
Deviation

per hour)

(°F/°C)

Vibration 10 to 300 Hz 5to 10 Hz: 2.5 mm Sine Vibration:
to 10Hz: 0.25 mm 0.49 m/s' 10 to 70 Hz: 4.9 m/s' 4.9 m/s', 5 min.
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Table 31 P9500 environmental specifications (continued)

Crates.

N

1. Recommended temperature range is 21 to 24°C
2. On shipping/storage condition, the product should be packed with factory packing
3. The above specifications of vibration are applied to all three axes

4. See ASTM D999-01 The Methods for Vibration Testing of Shipping Containers.
5

6

8. When flash modules are installed in the system.

ltem Operating Not Operating In Storage
70 to 99 Hz: 0.05 mm At the resonant frequency with
) 1 the highest displacement found
99 to 300 Hz: 9.8 m/s betwean 3 to 100 Ha 2
Random Vibration:
0.147 m2/s3
30 min, 5 to 100 Hz *
Earthquake Upto 257
resistance (m/s2)
Shock 78.4m/s', 15 ms Horizontal:
Incline Impact 1.22 m/s
5
Vertical:
Rotational Edge 0.15 m
)
Altitude -60 m to 3,000 m
Notes:

. See ASTM D5277-92 Test Method for Performing Programmed Horizontal Impacts Using an Inclined Impact Tester.
. See ASTM D6055-96 Test Methods for Mechanical Handling of Unitized Loads and Large Shipping Cases and

Time is 5 seconds or less in case of the festing with device resonance point (6 to 7Hz).
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C Regulatory compliance notices

This section contains regulatory notices for the HP HP P9500 Disk Array.

Regulatory compliance identification numbers

For the purpose of regulatory compliance certifications and identification, this product has been
assigned a unique re%uk:tory model number. The regulatory model number can be found on the
product nameplate label, along with all required approval markings and information. When
requesting compliance information for this product, always refer to this regulatory model number.
The regulatory model number is not the marketing name or model number of the product.

Product specific information:
HP P9500 Disk Array
Regulatory model number: CSPRA-0390

FCC and CISPR classification: Class A

These products contain laser components. See Class 1 laser statement in the Laser compliance
notices section.

Federal Communications Commission notice

Part 15 of the Federal Communications Commission (FCC) Rules and Regulations has established
Radio Frequency (RF) emission limits to provide an interference-free radio frequency spectrum.
Many electronic devices, including computers, generate RF energy incidental to their intfended
function and are, therefore, covered by these ru?es. These rules p?oce computers and related
peripheral devices into two classes, A and B, depending upon their intended installation. Class A
devices are those that may reasonably be expected to be installed in a business or commercial
environment. Class B devices are those that may reasonably be expected to be installed in a
residential environment (for example, personal computers). The FCC requires devices in both classes
to bear a label indicating the interference potential of the device as well as additional operating
instructions for the user.

FCC rating label

The FCC rating label on the device shows the classification (A or B) of the equipment. Class B
devices have an FCC logo or ID on the label. Class A devices do not have an FCC logo or ID on
the label. After you determine the class of the device, refer to the corresponding statement.

Class A equipment

This equipment has been tested and found to comply with the limits for a Class A digital device,
pursuant to Part 15 of the FCC rules. These limits are designed to provide reasonable protection
against harmful interference when the equipment is operated in a commercial environment. This
equipment generates, uses, and can radiate radio frequency energy and, if not installed and used
in accordance with the instructions, may cause harmful interference to radio communications.
Operation of this equipment in a residential area is likely to cause harmful interference, in which
case the user will be required to correct the interference at personal expense.

Class B equipment

This equipment has been tested and found to comply with the limits for a Class B digital device,
pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection
against harmful interference in a residential installation. This equipment generates, uses, and can
radiate radio frequency energy and, if not installed and used in accordance with the instructions,
may cause harmful interference to radio communications. However, there is no guarantee that
interference will not occur in a particular installation. If this equipment does cause harmful
interference to radio or television reception, which can be determined by turning the equipment
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off and on, the user is encouraged to try to correct the interference by one or more of the following
measures:

e Reorient or relocate the receiving antenna.
o Increase the separation between the equipment and receiver.

o Connect the equipment into an outlet on a circuit that is different from that to which the receiver
is connected.

o Consult the dealer or an experienced radio or television technician for help.

Declaration of Conformity for products marked with the FCC logo, United States only

This device complies with Part 15 of the FCC Rules. OFera’rion is subject to the following two
conditions: (1) this device may not cause harmful interference, and (2) this device must accept any
interference received, including interference that may cause undesired operation.

For questions regarding this FCC declaration, contact us by mail or telephone:
e Hewlett-Packard Company P.O. Box 692000, Mail Stop 510101 Houston, Texas 77269-2000
e Or call 1281-514-3333

Modification

The FCC requires the user to be notified that any changes or modifications made to this device
that are not expressly approved by Hewlett-Packard Company may void the user's authority to
operate the equipment.

Cables

When provided, connections to this device must be made with shielded cables with metallic RFI/EMI
connector hoods in order to maintain compliance with FCC Rules and Regulations.

Canadian notice (Avis Canadien)

Class A equipment

This Class A digital apparatus meets all requirements of the Canadian Interference-Causing
Equipment Regulations.

Cet appareil numérique de la class A respecte toutes les exigences du Réglement sur le matériel
brouilleur du Canada.

Class B equipment

This Class B digital apparatus meets all requirements of the Canadian Interference-Causing
Equipment Regulations.

Cet appareil numérique de la class B respecte toutes les exigences du Réglement sur le matériel
brouilleur du Canada.

European Union notice
This product complies with the following EU directives:
e low Voltage Directive 2006/95/EC
e EMC Directive 2004/108/EC

Compliance with these directives implies conformity to applicable harmonized European standards
(European Norms) which are listed on the EU Declaration of Conformity issued by Hewlett-Packard
for this product or product family.
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This compliance is indicated by the following conformity marking placed on the product:

This marking is valid for non-Telecom products and EU
harmonized Telecom products (e.g., Bluetooth).

Certificates can be obtained from http://www.hp.com/qgo/certificates.

Hewlett-Packard GmbH, HQ-TRE, Herrenberger Strasse 140, 71034 Boeblingen, Germany

Japanese notices

Japanese VCCI-A notice

CHEBIR, 77AABERRMEBTT, COEBA*FRERETHERT
BEERHBERTIERITIEFBNET, COBEICIIFEREY B4
WRERTISLOBERINBZENFBYET, VCCI—A

Japanese VCCI-B notice

COEEBEW, 75ABEHRRMKRETY. COKEW, RERKETHER
THIELERMELTVETY, CORBENF FVFPTLEY a>RERIC
EELTERINS L, REREESIZEITIEIHNET,

EUAREHEAE IS STIELVEWIRWELTTE L, VCCI—-B

Japanese VCCI marking

VEl

Japanese power cord statement

BAICE, A =BRI—FEHEENTSLY,
EEEn=ERI—FX. ORI TEIEAHEEFEA,

Plosus use the sttached powsr cord
T mitached power cord o Sof, allowsd Lo wie w¥ olher prodect

Korean notices

Class A equipment

A= 7171 (B58 dE2SH217])

ol 7|7|= e RO 2 MAIHESRE B 7]7|0|24
W R} B ALEAHE 0] &8 =o[3Al7| Bf2}o], e
sl Ee Polsiag molE lyges adsl)
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http://www.hp.com/go/certificates

Class B equipment

BZ 77| CHHE HEELI(7])

dgoz HALNNMESEE B 77| BM
= B8 REX|HoM AtEe = ASHCH

ol 717l& 7t
FHAHOA

Taiwanese notices

BSMI Class A notice

EFeERE

BB FREENE - EEEN
FEEI R A TREE SRR
TH# o EEEELT  FHREY
PEFIRN T E IR -

Taiwan battery recycle statement

Ja ER Y R (]

Turkish recycling notice

Tirkiye Cumhuriyeti: EEE Yénetmeligine Uygundur
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Laser compliance notices

English laser notice

This device may contain a laser that is classified as a Class 1 Laser Product in accordance with
U.S. FDA regulations and the IEC 60825-1. The product does not emit hazardous laser radiation.

/A WARNING! Use of controls or adjustments or performance of procedures other than those
specified herein or in the laser product's installation guide may result in hazardous radiation
exposure. To reduce the risk of exposure to hazardous radiation:

e Do not try to open the module enclosure. There are no user-serviceable components inside.

* Do not operate controls, make adjustments, or perform procedures to the laser device other
than those specified herein.

e Allow only HP Authorized Service technicians to repair the unit.

The Center for Devices and Radiological Health (CDRH) of the U.S. Food and Drug Administration
implemented regulations for laser products on August 2, 1976. These re?ulaﬁons apply to laser

products manufactured from August 1, 1976. Compliance is mandatory tfor products marketed in
the United States.

Dutch laser notice

a& WAARSCHUWING: dir apparaat bevat mogelijl een laser die is
gedaossificeerd als een laserproduct van Klasse 1 overeenkomstig de bepalingen van
de Amerikoanse FDA en de richtlijn IEC 60825-1. Dit preduct geeft geen gevaarlijke
lazarstraling of.

Als u bedieningselermnenten gebruikt, instellingen aanpast of procedures vitvoert op een
andere manier dan in deze publicatie of in de ingtollatishandleiding van het laserproduct
wordt aongegeven, loopt u het risico te worden blootgesteld aan gevoorlijke straling.

Het risico van blootstelling oon gevaadijke straling beperkt u als walgt:

- Probeer de behuizing van de module niet fe openen. U mag zelf geen onderdelen
repareren.

- Gebruik voor de loserapparatuur geen andere knoppen of instellingen en voer
geen andere canpassingen of procedures vit dan die in deze hondleiding worden

beschreven.

- Alleen door HP geoutoriseerde technici mogen het apparoat repareren.

French laser notice

& AVERTISSEMENT : cot opparsil peut étre équipé d'un loser clossé en
tant que Produit loser de casse 1 ot conforme d la réglementation de la FDA américaine
et & la norme 40825-1 de I'NEC. Ca produit n'émat pos de rayonnement dongereuws.

L'utilisation de commondes, de régloges ou de procédures outres que ceux qui sont
indiqués ici ou dans le manuel d'installation du produit laser peut exposer [ utilisateur
& des royonnements dangereux. Pour réduire le risque d'exposition @ des rayonnements
dangeraux :

- Me tentaz pas d'owvrir le boitier renfermant 'appareil laser. 1| ne contient aucune pisce
dont lo maintenonce puisse étre effectuée por [ utilisateur.

- Tout contréle, régloge ou procédure autre que ceux décrits dans ce chapitre ne doivent
pas étre effectués par |'vtilisateur.

- Seuls les Maointeneurs Agréés HP sont habilités & réparer |'appareil laser.
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German laser notice

& VORSICHT: Dieses Geriit enthalt méglicherweise einen Laser, der nach
den US-amerikanischen FOW-Bestimmungen und nach |EC 0825-1 als Laserprodukt
der Klazse 1 zertifiziart ist. Gesundheitsschédliche Laserstrahlen werden nicht amittiart.

Die Anleitungen in diesem Dokument missen befolgh werden. Bei Einstellungen oder
Durchfishrung sonstiger Yerfohren, die Gher die Anleitungen in diesem Dokument bzw.
im Installationshandbuch des Lasergerats hinousgehen, kann es zum Austritt gefihrlicher
Strahlung kommen. Zur Yermeidung der Freisetzung geféhrlicher Strahlungen sind die
folgenden Punkte zu beachten:

- Varsuchen 5Sie nicht, die Abdeckung des lasermoduls zv &fnen. Im Inneren befindan
sich keine Komponenten, die vom Benutzer gewaortet werden kénnen.

- Benutzen Sie dos Losergerit ausschlicBlich geméf den Anleitungen und Hinweisen
in diesem Dokument.

- Lossen Sie dos Gerét nur von einem HP Servicepartner reparieren.

ltalian laser notice

& AVVERTENZA: A/WERTENZA Questo dispositive pud conteners un

laser clossificoto come prodotto laser di Classe 1 in conformita alle normative US FDA
e [EC &0825-1. Questo prodotto non ematte radiozioni loser pericolose.

L'eventuale esecuzione di comondi, regolozioni o procedure difformi o quonto
specificoto nello presente documentozione o nella guida di instollozione del prodotio
pué causare |'esposizione a radiozioni nocive. Per ridurre i rischi di esposizione o
radiazioni pericolose, attenersi alle seguenti precauzioni:

- Mon cercare di aprire il contenitore del modulo. All'interno non vi sono componenti
soggetti o monutenzione do porte dell wiente.

- Mon esequire operozioni di controllo, regolozione o di altro genere su un dispositivo
loser od eccezione di quelle specificate da queste istruzioni.

- Affidare gli interventi di riparazione dell'unitd esclusivamente ai tecnici dell' Assistenza
autorizzata HF.

Japanese laser notice
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'&' e ARG IZIE, US FDAIREIE KTIEC 60825-11=# F¢Closs 1L—F—Rl@MEEhT
LESBENBHYUET . FRRBEAFIZREGL—Y—RERELEEA,

EEBLUL—F =8GO A =il A/ FIZRERTVSLAOF ETHE, B, EALES.

AEIZEBOEBIZESLEZNIIBEMABYEYT . ARICEELABICZSEZAEVL S, LTOHEB®

SFoTLIEELY,

- EUa— ) IT90—S9ERLNTESD, a—F—ARYER 2ot —F 2 kEEER TN
Tt A,

- EBICREESATVALSNOEET, L—F— FCA5HE, 0L, ERLGLTEED,

-HPOEMH—EAFHTEOAMNEL =y OEBEFASATIET,

Regulatory compliance notices



Spanish laser notice

& ADVERTENCIA: Este dispositive podria confener un léser dlasificade

como producto de laser de Clase 1 de acverdo con la normativa de la FDA de EE.ULUL
e [EC &0825-1. El producto no emite radiaciones laser peligrosas.

El uso de controles, ajustes o manipulociones distintos de los especificodos agui o en
lo guio de instalocién del producto de léser puede producir uno exposicion peligroso
o los rodiociones. Para evitor el riesgo de exposicién o radiociones peligrosas:

- Mo intente abrir la cubierta del médulo, Dentro no hay componentes que el usuario
pueda reparar.

- Mo realice més operaciones de control, ajustes o manipulaciones en el dispositivo
laser que los oqui especificodos.

- Sélo permito reparor la vnidod o los agentes del servicio fécnico outorizodo HE.

Recycling notices

English recycling notice

Disposal of waste equipment by users in private household in the European Union

This symbol means do not dispose of your product with your other household waste. Instead, you should
protect human health and the environment by handing over your waste equipment to a designated
collection point for the recycling of waste electrical and electronic equipment. For more information,
please contact your household waste disposal service
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Bulgarian recycling notice

MsxebpnsHe Ha otnapgbuHo o6opyaBaHe oT notpeburenu B YacTHu pgomakmHctea B Esponeitckus

To3u cMMBON BBPXY NPORYKTA MM ONAKOBKATA My NOKA3BA, Y€ MPORYKTLT He TPI6BA [A CE U3XBLPAS 30EAHO
¢ gpyrmTe 6utoeun otnagbum. Bmecto Tosa, Tps6sa ga NpepnasMre YOBELLKOTO 3[PABE M OKONHATA CPERa,
KQTO NPefaaeTe OTNaAbYHOTO OBOPYABAHE B MPERHA3HAYEH 30 CHOMPOHETO MY MYHKT 30 PELMKIMPAHE HA
HEM3MNOMN3BOEMO ENEKTPMUECKO M eNeKTPOHHO BopyaBaHe. 30 AOMbAHWUTENHA MHPOPMALMS Ce CBBPXKETE C
$MPMATA MO YMCTOTA, YMMTO YCIYTM M3MON3BATE.

Czech recycling notice

Likvidace zaFizeni v domécnostech v Evropské unii

Tento symbol znamend, Ze nesmite tento produkt likvidovat spolu s jinym domovnim odpadem. Misto
toho byste méli chranit lidské zdravi a Zivotni prosttedi tim, Ze jej pfedate na k tomu uréené sb&mé
pracovists, kde se zabyvaiji recyklaci elektrického a elekironického vybaventi. Pro vice informaci kontaktuijte
spole¢nost zabyvaijici se sbérem a svozem domovniho odpadu.

Danish recycling notice

Bortskaffelse af brugt udstyr hos brugere i private hjem i EU

Dette symbol betyder, at produktet ikke m& bortskaffes sammen med andet husholdningsaffald. Du skal
i stedet den menneskelige sundhed og miljget ved at ofl evere dit brugte udstyr p& et dertil beregnet
indsamlingssted for af brugt, elektrisk og elekironisk udstyr. Kontakt naermeste renovationsafdeling for
yderligere oplysninger.

Dutch recycling notice

92

Inzameling van afgedankte apparatuur van particuliere huishoudens in de Europese Unie

Dit symbool betekent dat het product niet mag worden gedeponeerd bij het overige huishoudelijke afval.
Bescherm de gezondheid en het milieu door afgedankte apparatuur in te leveren bij een hiervoor bestemd
inzamelpunt voor recycling van afgedankte elekirische en elekironische apparatuur. Neem voor meer
informatie contact op met uw gemeentereinigingsdienst.
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Estonian recycling notice
Aravisatavate seadmete likvideerimine Euroopa Liidu eramajapidamistes
See mark naitab, et seadet ei tohi visata olmeprigi hulka. Inimeste tervise ja keskkonna sa@stmise nimel

tuleb éravisatav foode tuua elekriliste ja elektrooniliste seadmete kaitlemisega egelevasse kogumispunkti.
Kisimuste korral psérduge kohaliku prigikéitlusettevatte poole.

Finnish recycling notice
Kotitalousjétteiden hévittéminen Euroopan unionin alueella
Tamé symboli merkitsee, etté laitetta ei saa havittéé muiden kotitalousjétteiden mukana. Sen sijaan sinun

on suojattava ihmisten terveyttd ja ympéristéa foimittamalla kéytéstd poistettu laite sahks- tai
elekironiikkajétteen kierratyspisteeseen. Lisatietoja saat jatehuoltoyhtislié.

French recycling notice
Mise au rebut d'équipement par les utilisateurs privés dans I'Union Européenne

Ce symbole indique que vous ne devez pas jeter votre produit avec les ordures ménagéres. Il est de
votre responsabilité de protéger la santé et I'environnement et de vous débarrasser de votre équipement
en le remettant & une déchetterie effectuant le recyclage des équipements électriques et électroniques.
Pour de plus amples informations, prenez contact avec votre service d'élimination des ordures ménageéres.

German recycling notice
Entsorgung von Altgeréten von Benutzern in privaten Haushalten in der EU

Dieses Symbol besagt, dass dieses Produkt nicht mit dem Haushaltsmill entsorgt werden darf. Zum
Schutze der Gesundheit und der Umwelt sollten Sie stattdessen lhre Altgerdte zur Entsorgung einer dafir
vorgesehenen Recyclingstelle fir elektrische und elekironische Geréte ibergeben. Weitere Informationen
erhalten Sie von lhrem Entsorgungsunternehmen fir Hausmiill.
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Greek recycling notice

Anoppiyn axpnorou t§onhiopou ané 1d1wteg xprioreg otnv Eupwnaikr 'Evwon

Auto 10 oUupBolo onuaiver 611 Sev npénel va anoppiete 1o Npoidy pe Ta Aoind oIkiaka anoppiypara.
AvtiBeta, npéner va npootaréyere v avBpwnivn uyeia kar 1o nepifdiov napadidovrag Tov dxpnoto
efonhiopo oag ot eouciobotnuivo onueio culoyng yia TV avakUkAwon axENoTou NAEKTPIKOU Kal
nAextpovikou egonhiopou. Na nepioodtepeg NANPOPOPIES, EMIKOIVWVACTE JE TNV UNNPESIa andppIYng
AnoppPIPHATWY TNG NEPIOXNG O,

Hungarian recycling notice

A hulladék anyagok megsemmisitése az Eurépai Unié héztartasaiban

Ez a szimbélum azt jelzi, hogy a késziiléket nem szabad a haztartasi hulladékkal egyitt kidobni. Ehelyett
a leselejtezett berendezéseknek az elektromos vagy elektronikus hulladék atvételére kijelslt helyen térténéd
beszolgaltatasaval megévija az emberi egészséget és a kdrnyezetet. Tovabbi informaciot a helyi
kéztisztasagi véllalattél kaphat.

ltalian recycling notice

Smaltimento di apparecchiature usate da parte di utenti privati nell'Unione Europea

Questo simbolo avvisa di non smaltire il prodotto con i normali rifi uti domestici. Rispettare la salute
umana e |'ambiente conferendo |'apparecchiatura dismessa a un centro di raccolta designato per il
riciclo di apparecchiature elettroniche ed elettriche. Per ulteriori informazioni, rivolgersi al servizio per
lo smaltimento dei rifi uti domestici.

Latvian recycling notice
Europos Sgjungos namy kio vartotojy jrangos atlieky $alinimas
Sis simbolis nurodo, kad gaminio negalima ismesti kartu su kitomis buitinemis atliekomis. Kad

apsaugotuméte zmoniy sveikatq ir aplinkg, pasenusiq nenaudojamg jrangg turite nuvezti j elektriniy ir
elektroniniy atlieky surinkimo punktq. Daugiau informacijos teiraukités buitiniy atlieky surinkimo tarnybos.
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Lithuanian recycling notice
Nolietotu iekartu iznicinaSanas noteikumi lietotajiem Eiropas Savienibas privatajas majsaimniecibas

Sis simbols norada, ka ierici nedrikst utilizét kopa ar citiem majsaimniecibas atkritumiem. Jums jaripéjas
par cilvéku veselibas un vides aizsardzibu, nododot lietoto aprikojumu otrreizéjai parstradei 1pasa lietotu
elekirisko un elektronisko ieri¢u savakianas punkia. Lai iegotu plasaku informaciju, lodzu, sazinieties ar
savu majsaimniecibas atkritumu likvidésanas dienestu.

Polish recycling notice

Utylizacja zuzytego sprzetu przez uizytkownikéw w prywatnych gospodarstwach domowych w
krajach Unii Europejskiej

Ten symbol oznacza, ze nie wolno wyrzuca¢ produktu wraz z innymi domowymi odpadkami.
Obowigzkiem uzytkownika jest ochrona zdrowa ludzkiego i srodowiska przez przekazanie zuzytego
sprzetu do wyznaczonego punktu zajmujgcego sie recyklingiem odpadéw powstatych ze sprzetu
elekirycznego i elekironicznego. Wiecej informaciji mozna uzyska¢ od lokalnej firmy zajmujgcej wywozem
nieczystosci.

Portuguese recycling notice
Descarte de equipamentos usados por utilizadores domésticos na Unido Europeia

Este simbolo indica que n&o deve descartar o seu produto juntamente com os outros lixos domiciliares.
Ao invés disso, deve proteger a sadde humana e o meio ambiente levando o seu equipamento para
descarte em um ponto de recolha destinado & reciclagem de residuos de equipamentos eléctricos e
electrénicos. Para obter mais informacdes, contacte o seu servico de tratamento de residuos domésticos.

Romanian recycling notice
Casarea echipamentului uzat de cétre utilizatorii casnici din Uniunea Europeand

Acest simbol inseamna s& nu se arunce produsul cu alte deseuri menaijere. n schimb, trebuie sa protejati
s&ndtatea umand si mediul predand echipamentul uzat la un punct de colectare desemnat pentru reciclarea
echipamentelor electrice si electronice uzate. Pentru informatii suplimentare, v& rugédm s& contactati
serviciul de eliminare a deseurilor menaijere local.
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Slovak recycling notice

Likvidacia vyradenych zariadeni pouzivatel'mi v domécnostiach v Eurépskej onii

Tento symbol znameng, Ze tento produkt sa nema likvidovat s ostatnym domovym odpadom. Namiesto
toho by ste mali chranit' ['udské zdravie a Zivotné prostredie odovzdanim odpadového zariadenia na
zbernom mieste, ktoré je urcené na recyklaciu odpadovych elekirickych a elektronickych zariadeni.
Dalsie informacie ziskate od spolo¢nosti zaoberajicej sa likvidaciou domového odpadu.

Spanish recycling notice

Eliminacién de los equipos que ya no se utilizan en entornos domésticos de la Unién Europea

Este simbolo indica que este producto no debe eliminarse con los residuos domésticos. En lugar de ello,
debe evitar causar dafios a la salud de las personas y al medio ambiente llevando los equipos que no
utilice a un punto de recogida designado para el reciclaje de equipos eléctricos y electrénicos que ya
no se utilizan. Para obtener mas informacién, péngase en contacto con el servicio de recogida de
residuos domésticos.

Swedish recycling notice

Hantering av elekironiskt avfall f6r hemanvéandare inom EU

Den hér symbolen innebar att du inte ska kasta din produkt i hushéllsavfallet. Véma i stallet om natur
och milj¢ genom att ldmna in uttjant utrustning pd anvisad insamlingsplats. Allt elekiriskt och elektroniskt
avfall gér sedan vidare till &tervinning. Kontakta ditt &tervinningsféretag fér mer information.

Battery replacement notices

Dutch battery notice
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Verklaring betreffende de batterij

& WAARSCHUWING: dit apparaat bevat mogelijk een baterij.

- Probeer da batterijen na het verwijderan niet op te laden.

- Stal de batterijen niet bloot aan water of temperaturen boven 407 C.

- De botterijen mogen niat worden beschodigd, gedemonteerd, geplet of doorboord.

- Zorg dat v geen kortsluiting veroorzookt tussen de externe contoctpunten en look de
batterijen niet in aonraking komen met water of vuur.

- Gebruik ter vervanging alleen door HP goedgekeurde batterijen.

Batterijen, accu's en accumulators mogen niet worden gedeponeerd hij het normale
huishoudelijke alval. Als v de hatterijenfaceu’s wilt inleveren voor hereebruik

ol op de juiste manier will vernietigen, kunt v gebroik maken van het openbare
inzamelingssysteemn voor klein chemisch alval of ze terugsturen naar HI of een

geauloriseerde HP Business of Service Partner.,

Meem contact op mel een geauloriseerde leverancier of een Business of
Service Partner voor meer inlormatie over het vervangen of op de juiste manier

vernieligen van accu's.
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French battery notice

Avis relatif aux piles

& AVERTISSEMENT : cot apporeil peut contenir des piles.

- M'essoyez pos de recharger les piles aprés les avoir ratirées.

- Evitez de les mettre en contact avec de 'ecu ou de les soumettre & des températures
supérieuras & 60°C,

- M'essayez pas de démonter, d'écroser ou de percer les piles.

- M'essayez pas de court-circuiter les bornes de la pile ou de jeter cette darnigre dans
|2 few ou 'eau.

- Remplocez les piles exclusivernent par des piéces de rechange HP prévues pour
ce produit,

Les piles, modules de batteries et accumulatewss ne doivent pas étre jelds avec
les déchels ménagers. Pour permettre leur recyvelage ou leor élimination, veuilles
utiliser les systémes de collecte publique ou renvoyes-les a HIY 4 voure Partenaire

Agréd HP ou anx agents agréés,

Contactez un Revendeur Aeréé ou Mainteneur Agréé pour savoir comment

remplacer et jeler vos piles.

German battery notice

Hinweise zu Batterien und Akkus

& VORSICHT: Dicses Produkt enthélt unter Umsténden eine Batterie oder
einen Akku.

- Versuchen Sie nicht, Batterien und Akkus ouferhalb des Gerdites wieder aufzuladen.

- Schiitzen Sie Batterien und Alkkus vor Feuchtigkeit und Temperaturen dber 607

- Verwenden Sie Batterien und &kkus nicht missbrauchlich, nehmean Sie sie nicht
owseinonder und vermeiden Sie mechonische Beschadigungen jeglicher Art.

- Yermeiden Sie Kurzschlisse, und setzen Sie Batterien und Akkus weder Wasser noch
Feuar aus.

- Ersetzen Sie Batterien und Akkus nur durch die von HP vorgesehenen Ersatzteile.

Batterien und Akkus diirlfen nicht iiber den normalen Hausmiill entsorgt werden.
Um sie der Wiederverwertung oder dem Sondermiill suzuliihren, nuteen Sic die
dffentlichen Sammelstellen, oder setren Sie sich berdiclich der Entsorgung mil
cinern HP Partner in Verhindung.

Weitere Informationen #um Austavsch von Batterien und Akkus oder zur

sachgemilien Entsorgung erhalten Sie bei Threm HP Partner oder Servicepartner.
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ltalian battery notice

Istruzioni per la batteria

& AVVERTENZA: Questo dispositivo pué contenere una batteria.

- Maon tentare di ricaricare le batterie se rimosse.

- Evitare che le batterie enfrino in contatto con ['ocqua o siono esposte o femperature
superiori a &0° C.

- Mon smontare, schiacciare, forare o utilizzare in modo improprio la batteria.

- Mon accorciare i contatti esterni o gettare in acqua o sul fuoce lo batteria.

- Sostituire lo botterio solo con i ricombi HP previsti o questo scopao.

Le hatterie ¢ gli accumulatori non devono essere smallit insieme ai ffiot
dormestici. Per procedere al riciclaggio o al corretto smaltimento, utilizzare
il sisterna di raccolta pubblico dei rifiut o restituicli a HP, ai Partner Uliciali HP

o ai relativi rappresentanti.

Per ulterion informarxioni sulla sostituzione ¢ sullo smaltimento delle batlerie,

contattare un Partner Ufhiciale o un Centro di assistensa aulorizeaalo.

Japanese battery notice
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Spanish battery notice

Declaracion sobre las baterias

& ADVERTENCIA: Esie dispositivo podrio contener una bateria.

- Mo intente recorgar los boterios si los extroa.

- Evite el contocto da los baterios con oguo y no los expongo o temperaturos superiores
a los 60 °C (140 °F).

- Mao utilice incorrectamente, ni desmonte, aplaste o pinche las baterias.

- Mo corfocircuite los confactos externcs ni lo arroje al fuego o ol agua.

- Sustituyo los baterios sélo por el repuesto designodo por HP.

Las baterfas, los paquetes de haterias v los acumuladores no se deben eliminar junto
con los desperdicios generales de la casa. Con el fin de tirarlos al contenedor de
reciclaje adecuado, utilice 1os sistemas piblicos de recogida o devuélvalas o HE,

un distribuidor autorizade de HP o sus agentes.

Para obtener mis informacion sobre la sustiocion de la bateria o su eliminacion

correcta, consulte con su distribuidor o servicio LEcnico autorizado,
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Glossary

access method

AL
allocation

ambient
temperature

array group

BC

BCZ
CB
CHA

CLl

Cnt Ac-J
Cnt Ac-J Z
Cnt Ac-S
Cnt Ac-S Z
Ccu

Cvs

C-Track

DFSMS
DKA
DKC
DKU

emulation mode
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An IBM-specific term for software that moves data between main storage and /O devices to
create channel programs and manage system buffers.

Arbitrated loop.

The ratio of allocated storage capacity versus total capacity as a percentage. Allocated storage
refers to those logical devices (LDEVs) that have paths assigned to them. Allocated storage capacity
is the sum of the storage of these LDEVs. Total capacity is the sum of the capacity of all LDEVs
on the disk array.

The air temperature in the area where a system is installed. Also called intake temperature or
room temperature.

A group of four or eight physical hard disk drives (HDDs) installed in a P9000 or XP disk array
and assigned a common RAID level. RAID1 array groups consist of four (2D+2D) or eight HDDs
(4D+4D). RAID5 array groups include a parity disk, but also consist of four (3D+1P) or eight
HDDs (7D+1P). All RAIDé array groups are made up of eight HDDs (6D+2P). This is also known
as a parity group or a RAID group.

P9000 or XP Business Copy. An HP application that provides volume-level, point-in-time copies
in the disk array.

The version of Business Copy that supports mainframe volumes.
Circuit Breaker.

Channel adapter. A device that provides the interface between the array and the external host

system. Occasionally, this term is used synonymously with the term channel host interface processor
(CHIP).

Command:-line interface. An interface comprised of various commands which are used to control
operating system responses.

PQ000 or XP Continuous Access Journal software.

The version of Continuous Access Journal that supports mainframe volumes.
P9000 or XP Continuous Access Synchronous software.

The version of Continuous Access Synchronous that supports mainframe volumes.

Control Unit. Used to organize the storage space attached to the disk controller (DKC). You can
group similarly configured logical devices (LDEVs) with unique control unit images (CUs). CUs
are numbered sequentially. The disk array supports a certain number of CUs, depending on the
disk array model. Each CU can manage multiple LDEVs; therefore, both the CU number and the
LDEV number are required to identify an LDEV.

CVS devices (OPEN-x CVS or 3390-x CVS) are custom volumes configured using array
management software to be smaller or larger than normal fixed-size OPEN or mainframe system
volumes. Synonymous with volume size customization (VSC). OPEN-V is a CVS-based volume.

Continuous Track. An HP software program that detects internal hardware component problems
on an array and automatically reports them to HP Support Services.

Data Facility Storage Management Subsystem.
Disk adapter.

Disk controller.

Disk Unit.

The LDEVs associated with each RAID group are assigned an emulation mode that makes them
operate like OPEN system disk drives. The emulation mode determines the size of an LDEV or
volume.

OPEN-V: User-defined custom size
3390-3/3R: 2.838 GB

3390-9: 8.514 GB

3390-L: 27.844 GB



ESW

failover

FBA
FC-AL
fence level

Fibre Channel
Fibre Channel Loop
FICON

HBA
HCD
HDD
LDKC
LUN

LUSE

M-VOL
MCU
OPEN-x

P-VOL
parity group

path

PAV
PCB
PDEV
PDP
PDU

port

3390-M: 55.689 GB
3380-3 2.377 GB

Express switch adapter.

The process that occurs when one device assumes the workload of a failed companion device.
Failovers can be planned or unplanned.

Fixed-block architecture.
Fibre Channel Arbitrated Loop.

A method of setting rejection of P9000 or XP Continuous Access write |/O requests from the host
according to the condition of mirroring consistency.

A data transfer architecture designed for mass storage devices and other peripheral devices that
require high bandwidth.

An enclosure that provides twelve-port central interconnect for Fibre Channel Arbitrated Loops
following the ANSI Fibre Channel drive enclosure standard.

Fibre connectivity. An FC layer 4 protocol used to map mainframe channel command and data
|/O operations onto standard FC infrastructure, protocol, and FC services.

Host bus adapter.

Hardware Configuration Definition.
Hard disk drive.

Logical disk controller.

Logical unit number. A LUN results from mapping a logical unit number, port ID, and LDEV ID to
a RAID group. The size of the LUN is determined by the emulation mode of the LDEV and the
number of LDEVs associated with the LUN.

Logical Unit Size Expansion. The LUSE feature is available when the HP StorageWorks LUN
Manager product is installed, and allows a LUN, normally associated with only a single LDEV,
to be associated with 1 to 36 LDEVs. Essentially, LUSE makes it possible for applications to access
a single large pool of storage.

Main volume.
Main control unit.

A general term describing any of the supported OPEN emulation modes (for example, OPEN-E).
There are two types of OPEN=x devices: legacy OPEN-x devices with a fixed size (such as OPEN-3,
OPEN-8, OPEN-9, and OPEN-E), and OPEN-V, which has a variable size and is a CVS-based

volume.
Primary volume.

A set of hard disk drives that have the same capacity and that are treated as one group. A parity
group contains both user data and parity information, which enables user data to be accessed
if one or more drives in the group is not available.

A path is created by associating a port, a target, and a LUN ID with one or more LDEVs. Also
known as a LUN.

Parallel access volume.
Printed circuit board.
Physical device.

Power Distribution Panels.

Power distribution unit. The rack device that distributes conditioned AC or DC power within a
rack.

A physical connection that allows data to pass between a host and the disk array. The number
of ports on a disk array depends on the number of supported /O slots and the number of ports
available per I/O adapter. The P9000 and XP family of disk arrays supports Fibre Channel (FC)
ports and other port types. Ports are named by port group and port letter, such as CL1-A. CL1 is
the group; A is the port letter.
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RAID group

RAID level

RAID Manager

RAID 1-level data

storage

RAID1/5

RAID5-level data

storage

RAID6-level data

storage

RCU

Remote Web
Console

RM
SAS
SCP
SIM
SMPL
SSB
SSD

SSVPMN
Svp

synchronous

TID

uiD
V-vOL
VOL, vol
volume
WLM
WWN
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A group of disks configured to provide enhanced redundancy, performance, or both. Specifically,
four or eight physical hard disk drives (HDDs) installed in a P9000 or XP disk array and assigned

a common RAID level. In an XP disk array this is also referred to as an array group or parity
group.

A configuration of disk drives that uses striping, mirroring, and parity to improve performance
and data availability and reliability.

The CLI configuration and replication tool for the P9000 or XP disk array that system administrators
can use to enter RAID Manager commands from open-system hosts to perform Continuous Access,
Business Copy, Database Validator, and Data Retention operations, as well as provisioning
commands on logical devices.

A RAID that consists of at least two drives that use mirroring (100 percent duplication of the
storage of data). There is no striping. Read performance is improved since either disk can be
read at the same time. Write performance is the same as for single disk storage.

Specific RAID architectures.

A RAID that provides data striping at the byte level and also stripe error correction information.
RAID5 configurations can tolerate one drive failure. Even with a failed drive, the data in a RAID5
volume can still be accessed normally.

A RAID that provides data striping at the byte level and also stripe error correction information.
RAID6 configurations can tolerate two drive failures. Even with two failed drives, the data in a
RAID6 volume can still be accessed normally. RAID6 read performance is similar to RAID5, since
all drives can service read operations, but the write performance is lower than that of RAID5
because the parity data must be updated on multiple drives.

Remote control unit.

A browser-based program installed on the SVP that allows you to configure and manage the disk
array.

HP StorageWorks RAID Manager.
Serial Attached SCSI.
State-change-pending.

Service information message.
Simplex.

Sense byte.

Solid state disk. A high-performance storage device that contains no moving parts. An SSD
contains DRAM or EEPROM memory boards, a memory bus board, a CPU, and a battery card.

Sub Service Processor Monitor.

Service processor. A computer built into a disk array. The SVP, used only by an HP service
representative, provides a direct interface fo the disk array.

Describes computing models that perform tasks in chronological order without interruption. In
synchronous replication, the source waits for data to be copied at the destination before
acknowledging that it has been written at the source.

Target ID.

Unit identification.

Virtual Volume.

Volume.

Volume on disk. An accessible storage area on disk, either physical or virtual.
Workload manager.

World Wide Name. A unique identifier assigned to a Fibre Channel device.
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H
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N
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