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Chapter 1  Introduction

The IFT-2101U2 is a PCl-to-SCSI RAID controller specifically designed
to provide RAID 0, 1, 3 or 5 capability to any host system equipped
with a Little Endian PCI Local Bus interface. All the RAID functions
of IFT-2101U2 are performed by an AMD 5x86 CFPU coupled with
high-speed DRAMs and firmware in flash memory. In effect, it
endows the host system with the high-performance and fault-tolerant
disk storage operation of RAID technology. Itis also an ideal solution
for weaving several hard disks into one contiguous volume.

The controller has comprehensive drive failure management that
allows automatic reassignment of reserved blocks when a bad sector
is encountered during a write. Hot-swapping is supported through
automatic disconnection of a failed drive and detection of a reserved
drive followed with background rebuilding of data. The controller
also supports spare drive operation. Remarkably, all of these failure
recovery procedures are transparent to the host system.

The IFT-2101U2 has been designed with ease of integration and
maintenance in mind. The major features are described in the next
chapter. The controller already includes all the major operational
requirements for a RAID subsystem. The overall features of a
fully-built RAID subsystem will, however, depend on the actual
components used and the creativity of the integrator.
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Chapter 2 Features

v

AN N NN T U N NN

Five operating modes:
Non-RAID Disk Spanning

RAID-0 Disk Striping

RAID-1 Disk Mirroring and Striping (RAID 0+1)
RAID-3 Disk Striping with Dedicated Parity

RAID-5 Multiple Block Striping with Interspersed Parity

Comprehensive failure management including:

* Automatic bad sector reassignment

* Hot-swapping

" Spare drive operation (Supports both Global Spare and Local
Spare)

* Background rebuilding (Rebuild priority selectable)

* Verify-after-Write supported on normal writes, rebuild writes
and/or RAID initialization writes

PCIRev. 2.1 compliant

PCI form factor: 9.217(L) x 4.2” (W)

Supports up to 15 SCSI drives per channel

Up to 8 logical drives, each with independent RAID modes
Up to 8 partitions per logical drive

Number of drives for each logical drive has no limitation
Dynamic mapping of LUNS to logical drives
Concurrent/Background logical drive initialization
Performance optimization for Sequential or Random i/O

Allows multiple drive failure and concurrent multiple drive
rebuild of a RAID (0+1) logical drive

Configuration of individual SCSI target parameters
Prior to first disk access, it allows adjustment of delay time during

controller initialization to enhance compatibility with slow-initial
drives

All channels are Ultra2 Wide SCSI (downward compatible to
5CSI-1)

Compatible and will automatically match any SCSI hard disks
with SCSI-1, SCSI-2 or (Ultra)-Wide-5CSI (1 or 2) specification

Full Ultra2 Wide SCSI-2 implementation including Tagged
Command Queuing and Multi-Threaded I/ O
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Chapter 3 Functional Description

The advantages of RAID are: Availability, Capacity and Performance.
Choosing the right RAID level and drive failure management can
increase Availability, subsequently increasing Performance and
Capacity. The IFT-2101U2 RAID controller provides complete RAID
functionality and enhanced drive failure management.

3.1 RAID Management

RAID stands for Redundant Array of Independent Drives. The
advantages of using a RAID storage subsystem are:

e Provides disk spanning by weaving all connected drives into one
single volume.

e Increases disk access speed by breaking data into several blocks
when reading/writing to several drives in parallel. With RAID,
storage speed increases as more drives are added.

e Provides fault-tolerance by mirroring or parity operation.

What are the RAID levels?

Non-RAID Drive Drive
RAID ¢ Disk Striping N ==NRAID R: Highest R: High
W: Highest W, Highest
RAID 1 Mirroring Plus N+1 >>NRAID R: High R: Medium
(0+1) _ Striping (if N>1) ==RAID 5 W: Medium W Low
RAID 3 Striping with Parity N+1 >>NRAID R: High R: Medium
on dedicated disk ==RAID & W Medium W Low
RAID 5§ Striping with N+1 >>NRAID R: High R: High
interspersed parity ==RAID 5 W: Medium W Low
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RAID 0O

Logical Drive

S

o Block 1

L Biock2_
Block 3

- Block4
Block 5

_Blocks

Disk Striping
RAID 0
Minimum 2
Disks required
Capacity N
Redundancy No

Biock 7
- Block 8

Physical Disks

RAID 0 provides the highest performance but no redundancy. Dala in
the logical drive is striped (distributed) across several physical drives.

RAID 1
Disk Mirroring

RAID 1
Disks required | 2
Capacity N/2
Redundancy Yes
RAID 1 mirrors the

Logical Drive

D

. Block 1
. Block2z
N Blockd
. Block4
P~ Block s 4
. Block®
. Block7 __,

Biock 8

Physical Disks

data stored in one hard drive to another. RAID 1 can only be
performed with two hard drives. If there are more than two hard
drives, RAID (0+1) will be performed automatically.
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RAID 5 Logical Drive Physical Disks
Striping with

Interspersed Parity _ . _
Striping + non-dedicated Parity
:
RAID 5 :

Minimum 3

Disks required

Capacity N-1

Redundancy Yes

RAID 5 is similar to RAID 3 but the parity data is not stored in one
dedicated hard drive. Parity information is interspersed across the
drive array. In the event of a failure, the controller can
recover/regenerate the lost data of the failed drive from the other
surviving drives.

3.2 Drive Failure Management

3.2.1 Global and Local Spare Drive

Local Spare Drive is a standby drive
assigned to serve one specified logical
drive. When a member drive of this
specified logical drive fails, the Local
Spare Drive becomes a member drive and
automatically starts to rebuild.

Local Spare Drive

When one member
drive fails, the Local
Spare Drive joins the
logical drive and
automatically starts
to rebuild.

Logical Drive

Assigns one Local Spare Logical Drive
Drive to a logical drive

Global Spare Drive does not only serve one specified logical drive.
When a member drive from any of the logical drive fails, the Global
Spare Drive will join that logical drive and automatically starts to
rebuild.
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excess capacity since these logical drives require 4 GB only. In the
settings below, the 9 GB Local Spare Drive will aid Logical Drive 0
once a drive in this logical drive failed. If the failed drive is in Logical
Drive 1 or 2, the 4 GB Global Spare drive will immediately give aid to
the faiied drive.

Local Spare Drive .
Global Spare Drive

ocal Spare Drive always
as higher priority than
lobal Spare Drive.

Logical Drive 0 Logical Drive 1 Logical Drive 2

3.2.2  Identifying Drives

Assuming there is a failed drive in the RAID 5 logical drive, make it a
peint to replace the failed drive with a new drive to keep the logical
drive working.

When trying to remove a failed drive and you mistakenly removed
the wrong drive, you will no longer be able to read/write the logical
drive because the two drives may have already failed.

To prevent this from happening, the controller provides an easy way
of identifying for the failed drive. That is, the read/write LED of the
failed hard drive will light. This LED will prevent you from removing
the wrong drive, and is also helpful when locating for a drive.
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3.2.3 Automatic Rebuild and Manual Rebuild
Automatic Rebuild

Any
local spare drive
assigned to legical
drive?

Rebuild using the

nem
————-.- Onemember drive local spare drive

fails in logical drive

Any
global spare drive
assigned to ogical

Rebuild using tha
global spare drive

“Periodic
Auto-Detect Failure
Qrive Swap Check Time

Waiting for spare
drive to be added
or manual rebuild

Has the
failed drive been
swapped?

Rebuild using the
swapped drive

Keep detecting if drive
has been swapped or
spare drive has been
added

When a member drive in the logical drive failed, the controller will
tirst check whether there is a Local Spare Drive assigned to this logical
drive. If yes, it will automatically start to rebuild.

If there is no Local Spare Drive available, the controller will search for
a Global Spare Drive. If there is a Global Spare Drive, it will
automatically rebuild the logical drive.

If neither a Local Spare Drive nor a Global Spare Drive is available,
and the “Periodic Auto-Detect Failure Drive Swap Check Time” is
“Disabled,” the controller will not try to rebuild unless the user
applies a forced manual rebuild.

When the “Periodic Auto-Detect Failure Drive Swap Check Time” is
enabled (i.e.,, a check time interval has been selected), the controller
will detect whether or not the failed drive has been swapped (by
checking the failed drive’s channel/ID). Once the failed drive has been
swapped, the rebuild will begin immediately.

If the failed drive is not swapped but a local spare drive is added to
the logical drive, rebuilding will begin with the spare drive.
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Local Spare Drives. These drives will be rebuilt at the same time (you
do not need to repeat the rebuilding process for each drive).

3.3 Disk Array Parameters

3.3.1  Rebuild Priority

Rebuilding time will depend on the capacity of the logical drive. The
IFT-2101U2 RAID controller provides background rebuilding ability.
Meaning, the controller is able to serve other I/O requests while
rebuilding the logical drives. The rebuilding process is totally
transparent to the host computer or the operating system,

The background rebuild process has four priority options:
e Low

e Normal
s Improved
* High

The default priority is “Low” which uses the controller’s minimum
resources to rebuild. Choosing “Normal” or “Improved” will speedup
the rebuilding process and choosing “High” will use the controlier’s
maximum resources to complete the rebuilding process at the shortest
time.

Rebuild priority can be configured through either the Text RAID
Manager or the GUI RAID Manager.

3.3.2 Verify-after-Whrite
The controller has the ability to force the hard drives to verify after

data has been written to the media of the HDD. There are three
selectable methods:

¢ Verification on LD Initialization Writes

Performs Verify-after-Write while initializing the logical drive.
¢ Verification on LD Rebuild Writes

Performs Verify-after-Write during the rebuilding process.
» Verification on LD Normal Drive Writes

Performs Verify-after-Write during normal I/ O requests.

Each method can be enabled or disabled individually. Hard drives
will perform Verify-after-Write according to the selected method.
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By default, all hard drives will spin-up when powered-on. These hard
drives can be configured so that all of them will not spin-up at power-
on. There are 3 methods of spinning-up the hard drive’s motor: Spin-
up at power-on, Spin-up serially in random sequence or Spin-up by
SCSI command. Please refer to the hard drive's user's manual for
instructions on configuring the hard drive using the “Spin-up by SCSI
command”. The procedure for each brand/model of hard drive
should vary.

Configure all the hard drives as above and enable “SCSI Motor Spin-
Up” in Drive-Side SCSI Parameters. Power off all hard drives and
controller, and power them on again. All the hard drives will not spin-
up at this time. The controller will then spin-up the hard drives one by
one at four seconds interval.

If the drives are configured as “Delay Motor Spin-up” or “Motor
Spin-up in Random Sequence,” some of these drives may not be
ready yet for the controller to access when the system powers up.
Increase the disk access delay time so that the controller will wait
a longer time for the drive to be ready.

3.5.2 SCSI Reset at Power Up

By default, when the controller is powered up, it will send a SCSI bus
reset command to the SCSI bus. When disabled, it will not send a SCSI
bus reset command on the next power-up.

When connecting dual host computers to the same SCSI bus, the SCSI
bus reset will interrupt all the read/write requests that are being
performed. This may cause some operating systems or host computers
to act abnormally. Disable the “SCSJ Reset at Power-up” to avoid this
situation,

3.5.3 Disk Access Delay Time

Sets the delay time before the controller tries to access the hard drives after
power-ont. The default is 15 seconds.

3.5.4 SCSI /O Timeout

The “SCSI I/0O Timeout” is the time interval that the controller waits
for a drive to respond. If the controller attempts to read data from or
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3.5.7 SAF-TE Enclosure Monitoring

What is SAF-TE?

SAF-TE stands for SCSI Accessed Fault-Tolerant Enclosures. It is an
enclosure management technology that uses the SCSI bus to interact
with the controller. A SAF-TE-compliant enclosure monitors the fan
temperature, power supply, UPS and also provides drive status
LED's.

How does it work?

'The SAF-TE device, which is often a back-plane within a drive-bay
enclosure, must occupy a connector on one of the drive channels’ SCSI
cables. The presence of a SAF-TE device will be detected and its
presence will be displayed in the BIOS configuration utility, Text
RAID Manager and the GUI RAID Manager programs. The RAID
controller communicates with the SAF-TE enclosure with standard
S5CSI commands, polling the device in order to get SAF-TE
information.

The default value for “Periodic SAF-TE Device Check Time” is
“Disabled”. If the enclosure does have a SAF-TE device and features,
enable the controller to poll the device by selecting a time interval. The
RAID controller will then check the SAF-TE device status at that
interval.

; SAF-TE Support s

- ¥

Text RAID Manager R
error alert [ P v
= = & Cooling Fan
e Fatlure
. Signal Input
§ — ‘\L‘.‘
F . 4 T o
b System with i o
y RAID controller | \ ¢
. t ™ ' i Power Supply
it e installed ilv Failure
GUI RAID Manager Signal Input
error alert £
Drive Status Mg
Indicators Temperature Alert

Signal Input

The SAF-TE chipset connects to the drive channe! of the
controtier together with the other SCSI drives.
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Mode 1 Expansion involves adding more SCSI hard disk drives to a
logical drive, which may require that the user obtain an enclosure
with more drive bays. The data will be re-striped onto the original and
newly added disks.

RAID Expansion - Mode 1

- RAID B Logical Drive - 20B - Add-in New Drives

RAID |
Expansion,

- RAID S Logical Brive - 8GR -~

In the figure above, new drives are added to increase the capacity of a
4-Gigabyte RAID 5 logical drive. The two new drives increase the
capacity to 8 Gigabytes.

Mode 2 Expansion, on the other hand, requires the same number of
higher-capacity SCSI hard disk drives for a given logical drive.

RAID Expansion - Mode 2 (113)

The original fogis! drive

RAID 5 (4GB) -----

New

3 : Drive
s RAID 5 (4GB .-
Copy aivd Replace
ane of the member drives

Copy and Replace each of the menmber drives. Even
if ena member drives fails during the Copy and

Replrce, the fogical drive wil still be available for
actess

The figure above illustrates expansion of the same 4-Gigabyte RAID 5
logical drive using Mode 2 Expansion. Drives are copied and replaced,
one by one, onto three higher-capacity drives.
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@ IMPORTANT:

o The increased capacity from Mode 1 and Mode 2 Expansion of
a logical drive will be a new partition,

o Adding the extra capacity to the existing partition could crash
the file system in most current operating systems, so this is
not supported. Technically, the controller could eastly
combine the two partitions together. But, as this may
compromise protection of the existing partition’s data (due to
the questions regarding OS capabilities), this function is not
offered as a choice at this time.

o At the time of this printing, the firmware does not support the
“Copy and Replace” function that is required for Mode 2
Expansion. Third-party hard disk utilities may be used for
Mode 2 Expansion of logical drives. Future versions of the
firmware will support “Copy and Replace.”

3.6.3 Example: RAID Expansion in Windows NT® Server

Limitations When Using Windows NT 4.0

1. Only the Windows NT Server Disk Administrator includes the
Extend Volume Set function; Windows NT Workstation does not
have this feature.

2. The system drive (boot drive) of a Windows NT system cannot be
extended.

3. The drive that will be extended should be using the NTFS file
system.
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Place the cursor on Disk 1, rightclick your mouse, and select
"Properties." You will see that the total capacity for the Drive E: is just
under S00MB.

[E:] P pgl_lie
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From the menu, select Partition Logical Drive. You will see that the
1800MB logical drive is composed of two 900MB partitions.

"4 Raidman

e T e B 5

Cache Starus: Clean

rtow Keys:Move Curscr |Enter:Select (EsciExit |Ctrl+LiRefresh Screen

Follow the directions in section 8.3.1 to map the new partition to a
Host LUN. The new partition must be mapped to a host LUN in order
for the HBA (host-bus adapter) to see it. Once you have mapped the
partition, reboot Windows NT. The HBA should be able to detect an
additional "disk."
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The screen will display that volume set of Drive E: has been extended
by the 900MB in Disk2. Move the cursor to "Commit Changes Now" to
confirm that you want the free space to become a part of the same
logical drive.
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Drive E: now has a capacity just under 1800MB.

(E) E_lopemes _

Labet |
Type: Looat Disk
File system: ' NTFS B

M Used space: L 45&2,315;;5133 : ._ -

B Freespace: :

Genersl | Tools [ |merm"; Shasing| Secury]
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Chapter 4 Hardware Installation

4.1 The Main Board

Internal Internal .
SCSI SCSi Pint
Channel
CHO CH1t JP7 [mocO]
— Oj - L]
8 _ Bt Flash - .
“E § E Mamory N 5x86 JPa
L 5 cPU Pin 4
- c_] Pin 1
52 T
2O & Cache Module SIMM Socket
X Uy NVRAM J;__‘
woo

JP7 LED Connector for Hard Disk Drive Activity Indicator

Pin | Symbol Type | Description
1 vCC P | +5V voltage input
2 BUSYLED Q Front panel LED:"BUSY”
3 BUSYLED 0 Front pane! LED:"BUSY"”
4 VCC P +5V voltage input

JP8  I¥C Connector

Pin | Symbol Type | Description
1 12CCLK O I“C clock
2 GND G Signal ground
3 VCC P +5V voltage input
4 [2CDATA 0 I“C data
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4.3 Basic Operational Set-Up

Following is a description of a sample operational set-up:

e Uttra2 Wide SCSI Bus (LVD}

e . 5G5Sl cable E a g v

- Terminaior

L 1 Upto
B 15 drives

T\, Utra2 Wide SCSI Bus (LVD)

- > /7]
p -

"\ SCSlcable i Termnator
“ PO Up to_
PCI-Ultra2 SCSI ; 15 drives

RAID Controller

s

Tl a7 * All drives, terminators and $CSi cables shouid
e - - use Ultra2 Wide SCSI (LVD) devices only.

Only use Ultra2 (LVD) twisted SCSI cables and Ultra2 (LVD) SCSI
terminators.

Drives connected to channel 0 and Jorl,

SCSInodes on the same channel have unique ID number. The SCSI
ID 7 is reserved for the IFT-2101U2 adapter and thus no drives
should use ID 7.

Both ends of all SCSI cables are properly terminated. Terminate the
SCSI cable by installing an external terminator on the end
connector. The terminators embedded in IFT-2101U2 should be
enabled. The default state of terminators embedded on IFT-2101U2
controller are enabled and can be changed by running
RAIDMAN.EXE or configured in the IFT-2101U?2 BIOS settings
Both SCSI drive channels on IFT-2101U2 are Ultra? Wide SCSI
LVD channels, only connect Ultra2 Wide LVD devices to the drive
channels.

Ultra2 Wide SCSI (LVD) is backward compatible with Ultra Wide
SCSI devices (Single-ended). However, any Singled-ended devices
connecting to an LVD bus will cause all the other LVD devices on
the same bus switch back to Single-ended mode. The cable length
will also be limited to Single-ended standard instead of LVD
standard, if any Single-ended devices connecting to an LVD SCSI
bus.
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4 4.1 Internal Drives Only

UltraZ Wide SCS5I Bus (LVD)

SCSl cable Exierna
Upte LvD
15 drives  Terminator

SCSl cabla Ultra2 Wide SCSI Bus (LVD)

External
Up ta LvD
15 drives Terminator

* All drives, terminators and SCSI cables shouid
use Liitra2 Wide SCSI {LVD) compliant devices only.

Terminator
Enabled

Termination should be enabled if only the internal SCSI connectors are
used to connect the drives. All devices (including SCSI drives, cables and
terminators) should be Ultra2 Wide LVD SCSI compliant.

It is not recommended to connect any Single-ended devices to the LVD
drive SCSI bus directly.

4.4.2 External Drives Only

Uitra2 Wide SCSI Bus (LVD)

SCSl cable ' 5 Extermnal
]upto LVD
K 15 drives  Terminator

SCSlcable UltraZz Wide SCSI Bus (LVD)
External
Upta LVD
15 drives Terminalor

= All drives, terminators and SCSI
cables should use Ultra2 Wide SCSI
{LVD) compliant devices only.

Termination should be enabled if only the external SCSI connectors are
used to connect the drives. All devices {including SCSI drives, cables and
terminators) should be Ultra2 Wide LVD SCSI compliant.

It is not recommended to connect any Single-ended devices to the LVD
drive SCSI bus directly.
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4.4.4 Mixing LVD and Single-ended Devices

UtraZ Wide SCS! Bus {LVD})

—
SCSI cabfe @ Extemal
Lo
ad s ey Terminator
SCS! cable Ultra2 Wide SCS! Bus {LVD}
‘ External
SE folvD LvD
SCSI Terminator
Converer

Single-anded CO-ROM Drive
or
2 / other Single-ended device

SCS) cable UltraZ Wide SCSi Bus (LVD)

Inieinal and External Charinel 1 tataily Up to 15 drives l External
e LvD
Terminator

5CSI cable Ultra2 Wide SCSI Bus (LvD}
’ %
External
P, LvG
Terminator

Single-ended MO Drive
or
other Single-ended device

Internat and External Channet 0 totaily Up to 15 drives

SE.toLVD
scsl
Converter

“ All drives, terminators and $CS) cables
should use Ultra2 Wide SCSI {LVD}
compliant devices only.

* Singled-ended devices should be converteg
to LYD mode using a "Single-ended to LYD
convarter” before connecting to the LVD
SCSI bus.

It is not recommended to connect any Single-ended devices to the LVD
drive SCSI bus directly. Using a “single-ended to LVD converter” to
convert the Single-ended device to LVD before connecting to the drive
SCSI bus.

Any Single-ended devices connecting directly to the LVD SCSI bus will
force all the devices switch back to single-ended mode. The cable length
and maximum devices should follow Single-ended standard if the bus is
operating in Single-ended mode.

IMPORTANT;
Changing any settings in “View and Edit SCST Channels " requires a system
reset 1o take effect,
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Chapter 5 Quick Setup

NOTE:

@\ A "Logical Drive" is a set of drives grouped together to operate
under a given RAID level and appears as a single contiguous
drive. The IFT-2101U2 is capable of grouping connected drives
into 8 logical drives, each operating on the same or different
RAID levels. The logical drive can be further divided into a
maximum of 8 "Partitions". During operation, the host sees the
logical drive or partition as one single drive.

5.1 Using the BIOS RAID Manager

1. When the system is powered on, the following text will appear:

Infortrend IFT-2101U (PCI-TO-SCSI RAID) BIOS v1.I17B

(C)Copyright 1995 Infortrend Technology Inc.

PCI Bus # =00 Device # =09 Port = E000 [RQ = 10 EDORAM=8 MB FW=2.12
Il Press <Ctri><I[> for Configuration Utility, <Q> to Skip !!

2. Press <Ctrl><I> to enter the BIOS Configuration Utility.
3. Choose “Configure RAID” to enter the terminal emulation.

4. Move the cursor to “ANSI” (or another terminal emulation mode)
and press [Enter] to see the main menu of the BIOS RAID Manager.

5. The keys used in the RAID ManagerRAIDRAID operation are as
follows:

«->T1 Left, right, up and down arrow to select
options.
[Enter] To go into a submenu or to execute an option.
[Esc] To escape and go back to the preceding menu.
< Main Menu> ———— 1 Type Q, or use the T {

: Create Logical Drive ? ® keysf FO select “QLUCk
v - Ho installation" and press
v — parameters | [Enter] Choose Yes to
system Functions . .
view system information create the logical drive.
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Chapter 6 Configuring RAID

6.1 Starting to Build a RAID System Drive

The following figure is a basic flowchart when configuring a RAID
system. Hardware installation must be completed before any
configurations take place.

Create
Logical Drive

When power is turned on, the IFT-2101U2 RAID controller scans all
the hard drives that are on all the drive channels. If a hard drive was
connected after the controller completes initialization, use the "SCAN
SCSI DRIVE" function to let the coniroller recognize the newly added
hard drive and configure it as a member of a logical drive or a spare
drive.

Map
Host LUN
{System Drive)

Partition
Logical Drive

In accordance to your requirement, configure a logical drive to contain
one or more hard drives based on the desired RAID level, and
partition the logical drive into one or several partitions. Map each
partition as one system drive (LUN). The host SCSI adapter will
recognize the system drives after re-scanning the host SCSI bus.

Since the controller is totally operating system independent, the
operating system of the host computer will not be able to find out
whether the attached devices are physical hard drives or virtual
system drives created by the RAID controller.

NOTE:

@ A "Logical Drive” is a set of drives grouped together to operate
under a given RAID level and appears as a single contiguous
drive. The IFT-2101U2 controller is capable of grouping
connected drives to as many as 8 logical drives, each configured
on the same or different RAID levels. A logical drive can be
further divided into a maximum of 8 “Partitions”. During
operation, the host sees an unpartitioned logical drive or a
partition of a partitioned logical drive as one single physical
drive.
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6.2.2 Understanding Step by Step

o] .
. i
; AN SCS! cable ! Terminator
b5 . Upta
. . 15 drives
{ I -\.:\
f
‘ ~ —
o N SCSt cable + g TeMinalor
/ i e Uple
! \ gl 15drives

IFT-2101U2
RALD Controller }

The physical connection should be similar to the one shown above.
Install the IFT-2101U2 RAID controller into a vacant PCI slot in the
host system, connect the drives to the SCSI channels on IFT-2101U2.

A Logical Drive consists of a group of SCSI drives. Drives in one
logical drive do not have to come from the same SCSI channel. Also,
each logical drive can be configured a different RAID level.

Drive Channel 0

Local Spare
Drive of LD1

Logica! Drive 0 Logical Drive 1
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Chapter 7 BIOS Configuration Utility

At system bootup, the IFT-2101U2 BIOS displays the following
message:

Infortrend IFT-2101U (PCI-TO-SCSI RAID) BIOS v1.17B

(C)Copyright 1995 Infortrend Technology Inc.

PCtBus # =00 Device # = 09 Port = E000 IRQ = 10 EDORAM=8 MB FW=2 .12
!t Press <Ctrl><[> for Configuration Utility, <Q= to Skip !t

PCI Bus#, Device #:
displays the PCI bus and PCI device number that has
been assigned to IFT-2101U2. The numbers are in

hexadecimal.

Port : shows the 1/0 port base address that has been
assigned to IFT-2101U2.

IRQ: shows the Interrupt level that has been assigned to

IFT-2101U2. The level is in decimal.

EDORAM : displays the cache RAM type and size that is been
installed on IFT-2101U2.

FW: shows the firmware version number of IFT-210102.

The IFT-2101U2 BIOS waits 3 seconds for a keystroke. You can press
[Ctrl-] to enter the configuration utility, or press Q to skip waiting for
a keystroke.

If [Ctrl-1] is pressed to enter configuration utility, the main menu will
appear. There are two functions in the main menu: Configuration and
Color/Monochrome.

7.1  Configuration

There are five functions in the Configuration Option: Configure BIOS,
Configure Card, Configure SCSI, Configure RAID and Reset to
Defaults.
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Support for 3 Disks or More (MS-DOS v5.0 or Above)
For MS-DOS version below 5.0, only supports up to 2 disks, don't set
this option to "Yes" on such versions DOS system.

Support for NOT-ZERO SCSILUN
Set this option to "Yes", if you want the BIOS to support all SCSI
Target LUNs, 0 to 7.

Configure BIOS Devices
Logical Device SCSI ID #0 #1 #2 #3 #4 ¥5 #6 #7
Scanned By BIOS Yas Yes Yes Yes Yas Yes Yas Yes
Logical Device SCSI ID #8 #9 #10 #11 #12 #13 #14 #15
Scanned By BICS Yos Yes Yes Yes Yes Yes Yes Yes

If this option is selected, a status list of SCSI devices scanned by BIOS
at BIOS initialization will appear. If a SCSI device is not scanned by
BIOS, then it will not be installed by BIOS.

7.1.2. Configure Card

I5A Emulation Mode IO Port Address Disabled
pisk Access Delay on Power-up {Sec) 15

ISA Emulation Mode

If you are going to use IFT-2101U2 device driver distributed by
Infortrend, you MUST set the IO port address to "Disabled”. You can
select an 10 Port address from a list by pressing [Enter].

7.1.3. Configure SCSI

Configuration Color/Monochroma

Ctonfigurae BIOS

Configure Card

SCSI Channel 0

SCSI Channel 1

Configure RAID

Reset to Dafaults

IFT-21¢1U2 Instruction Manual 73




7.1.4  Configure RAID

Configuration Color/Monochrome

Configure BIOS
Configure Card

Configure SCSI

Configure RAID

Reset to Defaults

Selecting this option starts the BIOS RAID Manager. The utility is
identical in appearance and features to the Text RAID Manager. See
chapter 8, Text RAID Manager User Interface, for complete details on

the use of the BIOS RAID Manager.

IR i cistis: Clean

rrow Keys:Move Cursori+ s -:Rate Range!Enter:Nain Menu|Ctrl+liRefresh Screen

7.1.5 Reset to Defaults

If this option is selected, all the configurations are reset to the
manufacturer's defaults.

7.2 Color/Monochrome

Switches display mode between color and monochrome.
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Chapter 8 Text RAID Manager User Interface

To operate Text RAID Manager, simply put the TFT-2101U2 driver
diskette into your floppy disk drive. Change the directory to
RAIDMAN. You will see directories for various operating systems.
Change to the directory that corresponds to your operating system.
For Windows® 95/98, Windows NT® and MS-DOS®, the program is
called RAIDMAN.EXE. For NetWare®, the program is called
RAIDMAN.NLM. Run the program.

In addition, all of the functions of the Text RAID Manager are
available from a BIOS configuration utility. For complete instructions
on starting the BIOS RAID Manager, please see section 7.1.4.

8.1 The Main Menu
8.1.1 The Initial Screen

WS .o e e+ [Cache

Controller Name Status

Transfer Rate Indicator
e e e Gauge
! Range

Acrov Keys:Move Cursor|+ &« -;Rate RangelEnter:Fain Menu|Ctrl+l:Refresh Screen

Cursor Bar: Move the cursor bar to a desired item, then
press {Enter] to select.

Controller Name: Identifies the type of controller.
Transfer Rate Indicator: Indicates the current data transfer rate.

Gauge Range: Use + or - keys to change the gauge range in
order to view the transfer rate indicator,

Cache Status: Indicates the current cache status.
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8.1.3 Logical Drive's Status

Fache Status: Clean

Arrow Keys:Hove Curs=or |Tnter:Select |Fac:Exit JCerl+L:Rafresh Sersen

LG Logical Drive number.

RAID RAID Level,

Size(MB)  Capacity of the Logical Drive,
Status Logical Drive Status.

INITING  The logical drive is now initializing.
INVALID The logical drive was created with
“Optimization for Sequential 1/0”, but
the current setting is “Optimization for
Random 1/0”,
Or
The logical drive was created with
“Optimization for Random 1/0”, but the
current setting is “Optimization for

Sequential I/O".
GOOD The logical drive is in good condition.
DRV FAILED A drive member failed in the logical
drive.

REBUILDING Rebuilding the logical drive,
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Async The drive is using asynchronous
mode,

LG_DRV x The SCSI drive is a drive member
of logical drive x.

If the Status column showed
“STAND-BY”, the SCSI drive is a
Local Spare Drive of logical drive

x.
Global The SCSI drive is a Global Spare
Drive.
Status INITING  Processing initialization.

ON-LINE The drive is in good condition.

REBUILD Processing Rebuild.

STAND-BY Local Spare Drive or Global
Spare Drive. The Local Spare
Drive’'s LG_DRV column will
show the logical drive number.
The Global Spare Drive's
LG_DRV column will show
“Global”,

NEW DRV The new drive has not been
configured to any logical drive or
as a spare drive.

USED DRV The used drive has not been
configured to any logical drive or
as a spare drive.

BAD Failed drive.
ABSENT  Drive does not exist.

MISSING Drive once exist, but is missing
now.

SB-MISS  Spare drive missing.

Vendor and Product IDThe vendor and product model information
of the drive.
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Term Terminator Status:

On Terminator is enabled.
Off Terminator is disabled.
CurSynClk Current SCSI bus sync clock:
7?2. M The default setting of the SCSI channel is
?2.? Mhz in Synchronous mode.
Async The default setting of the SCSI channel is

Asynchronous mode.

fempty) The defauit SCSI bus sync clock has
changed. Reset the system for the changes to
take effect.

CurWid Current SCSI Bus Width:
Wide 16-bit SCS]
Narrow 8-bit SCSI

(empty) The default SCSI bus width has changed.
Reset the controller for the changes to take
effect.
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Cache Status: Cleen

Arzow Keys:Hove Cursor |(Enter:Sasiect 1EactExic |Ctrl+l:Refrash Screen

In the example shown above:

*  The current setting of “SCSI Motor Spin-Up” is “Disabled”.

¢ The current setting of “SCSI Reset at Power-Up” is “Enabled”.

* The current setting of “Disk Access Delay Time” is “15 seconds”.
¢ The current setting of “Maximum Tag Count” is “32".
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', Aaidman

Cache Status: Clean

A list of supported RAID levels will appear. Choose a RAID level for
this logical drive,

Cache Status: Clean

Z of 3 Selecced;

e S S e
0l 2 4550 aom)

al nowE!

MR
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arrow Keys:Mowe Curscr |Enter:Select [(EsciExitc |Ctrl+L:Refresh Screen

When a fault-tolerant RAID level (1, 3 or 5) has been selected, the
controller will start initializing parity. A progress indicator will be
displayed on the screen. After initialization is done, the created logical
drive is also complete.

V'~ Raidman

Cache 3tatus: Clean

L ‘vFL‘
—t - S
sl ol ol |

Initializing Sl

Arrow Keys:Move Cursor |Enter:felect (Esc:Exit |Ctrl+L:Refresh Screen
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8.2.3 Deleting a Logical Drive

Choose the logical drive you wish to delete, then press [Enter]. Choose
“Delete logical drive”. Choose Yes when prompted to confirm.

Arrow Keys:Hove Cursor |Enter:Select |EsciExit jCtrl+L:Refresh Screen

8.2.4 Partitioning a Logical Drive

Choose the logical drive you wish to partition, then press [Enter].
Choose “Partition logical drive”, then press [Enter]. Choose Yes to
confirm.
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8.2.5 Deleting a Partition of a Logical Drive

£ -
; Rawdman

Cache Status: Clean

Arrou Keys:Move Cursor |[Enter:Select [EsciExit ICtrl+L:Refresh Screen

Choose the logical drive of the partition you wish to delete, then press
[Enter]. Choose “Partition logical drive”. The current partition table of
the logical drive will be displayed in tabulated form. Move the cursor
bar to the partition you wish to delete, then press [Enter]. Enter “0” on
the partition size to delete this partition.

The capacity of the deleted partition will be added into the last
partition.

Logical Drive Logical Drive
1000MB 1000MB
M Partition 0 - 100MB - The capacity of the deleted

partitions will be added to

Partition 1 - 200MB the last partition.

Partition 1 - 300MB

Partition 2 - 300MB Delete
\_______—4__‘/

Partition 1

Partition 3 - 400MB
\\‘__‘_’_’/

Parlition 2 - 600MB
n
400 + 200
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8.2.7 Rebuilding Logical Drive

"5 Raidman

Cache 3tatus:

T

‘epuild logical drive

Frimild Loggioal Dreaeoe oo

Yes 1

HOHE

Airrow Keys:Move Cursor [Enter:Select |EFsc:Exit [Ccrl+L:Refresh Screen

Choose the logical drive that has a failed member drive, then press
[Enter]. Choose “Rebuild logical drive”, then press [Enter]. When
prompted with “Rebuild Logical Drive?”, select Yes. The rebuilding
progress will be displayed on the screen.

!~ Raidman

RO:1Z2%
vl u;IEl} IJM'L]
REBUILDINGIR| 3t of of |
R Rebui ldin g S

Arrow Keys:Move Cursor |Enter:3elect |[(Esc:;Exit ICtrl+L:Refresh Screen
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'« Raidman

€ache $tatus: Clean

Before the logical drive can be expanded, a SCSI drive (or drives)
must be added and scanned in (See section 8.4.1 for details on
scannmg in a SCSI drive). Use the arrow keys to select “Add SCSI
Drives,” and then press [Enter]. SCSI drives that are available for
‘adding’ will be displayed. Select drives by highlighting them and
then pressing [Enter]. An asterisk [*] is displayed by each drive
selected. When you are finished selecting, press [Esc] to confirm.

'~ Raidman

Cacha Status le

2 of 2 Selscted

: --!IHIEEEEJ

S I — 1 I E— S

hrrow Keys:Move Cutsor |Enter:Select (Esc:Confirm |Ctrl+l:Refresh Screen
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@ IMPORTANT:

Mode 1 Expansion can only be performed on RAID 0, 3 and 5
logical drives. Mode 1 Expansion cannot be performed on an
NRAID or RAID 1 logical drive.

Mode 1 Expansion (Expanding logical drives by adding more
SCSI hard disk drives) cannot be canceled once started. If a
power failure occurs, the Mode 1 Expansion will be paused
and the controller will NOT automatically continue the
expansion when the power comes back on. Resumption of the
RAID expansion must be performed manually.

If a member drive of the logical drive fails during RAID
expansion, the Mode 1 expansion will be paused. The
expansion will resume automatically after logical drive
rebuild has been completed.

8.3 Viewing and Editing SCSI ID Map

8.3.1 Mapping a Logical Drive to an ID/LUN

!5 Raidman

Arrow Keys:Hove Cursor |Enter:3elect |Esc:Exit |Ctrl+L:Refresh Screen

Choose “View and Edit SCSI ID Map” in the Main Menu, then press

[Enter]. When prompted to “Map Logical Drive?”, select Yes.
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A list of LUNSs and their respective mappings will be displayed on the
screen. To map a LUN to a logical drive’s partition, select an available
LUN (one not mapped yet) by moving the cursor bar to the LUN, then
pressing [Enter].

hrrow Keya:Move Cursor |Enter:Select |Esc:Exit |Ctrl+L;Refresh Screen

A list of available logical drives will be displayed on the screen. Move
the cursor bar to the desired logical drive, then press [Enter].
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= Raidman

hrrou Keys:Move Curmor |Enter:Select |Esc:Exit (Ctrl4l:Refresh Screen

The prompt shown above will display the mapping you wish to
create. Choose Yes to create the LUN mapping you selected. In the
example above, partition 3 of logical drive 0 will map to LUN 0 of
SCSIID 3 on channel 0.

8.3.2 Viewing and Deleting the LUN Mappings

Choose the channel and SCSI ID of the LUN mapping you wish to
view or delete.
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Choose “View and Edit SCSI Drives” in the Main Menu. All drives
attached to the drive channels will be displayed on the screen. Refer to
“8.1.4 SCSI Drive’s Status” for detailed descriptions of each column.

8.4.1 Scanning a New SCS| Drive

Tk Raidman

Cache Status: Clean

_ | el .
--BB-:!IEHEELEZM\
B P Y P e

|Enter:Select |EsciExit ICtrl+l:Refresh Screen

Choose a drive and press [Enter]. Choose “Scan SCS] drive”, then
press [Enter]. The menu may vary according to the drive status.
Choose the drive channel and SCSI ID of the drive you wish to scan,
then press [Enter].
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8.4.3 Adding a Local Spare Drive

Cache Status: Clean

’7 ToArite anfuaweting ]‘
add lacal spare drive K

) 77 3 Y Y I
S Y Y O M

J of cu-LTHE DouapTin v

Arroy Keys:Move Curscr |Enter:Select |EsC:Exit |Ctrl+L:Refrash Screen

Move the cursor bar to the SCS! drive that has not yet been assigned
to a logical drive or as a spare drive, then press [Enter]. Choose “Add
Local Spare Drive”. A list of available logical drives will be displayed
on the screen. Move the cursor bar to a logical drive, then press
[Enter]. The unassigned SCSI drive will be assigned to this logical
drive as the Local Spare Drive. When prompted with “Add Local
Spare Drive?”, choose Yes.
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Cache Status: Clean

-
B ——

LINE

IEnter: Select |Eac tExitv

8.5

— < Hain Hery
allatyon

Artow Keys:Move Curaor |Enter:Select JESC:Exit ICtrl+l:Refresh Jcreen

Choose “View and Edit SCSI Channels” in the Main Menu. A list of
all the channels will be displayed on the screen. Refer to section
8.1.4, 5CS5I Channel Status, for detailed information,
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8.5.2 Setting a SCSI Channel’s Terminator

2 RAIDMAN

R

[ Wide | _0n| _Async |Werrow

—_— — 1 _—
. Plarrom

rrow Keya:Move Cursor |Enter:$elect |Esc:Exit |Ctrl+l:Refresh Screen

Choose the channel you wish the terminator enabled or disabled, then
press [Enter]. Choose “SCSI Terminator”, then press [Enter]. A dialog
box will appear. Choose Yes, then press [Enter].

@: IMPORTANT:
Every time you change a SCSI channel’s termination, you must
reset the system for the changes to take effect.
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8.5.4 Setting a Transfer Width

Cache 3tatus: Clean

hrrow Keys:Move Cursor |Enter:Sglect |Fsc:Exit (ftrl+l:Refresh Screen

Move the cursor bar to a channel, then press [Enter]. Select “Wide
Transfer”, then press {Enter]. A dialog box “Disable Wide Transfer?”
or “Enable Wide Transfer?” will appear. Choose Yes.

@D IMPORTANT:
®  Eovery time you change the SCSI Transfer Width, you must
resef the system for the changes to take effect.
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A list of all the SCSI targets and their current settings will appear.
Press [Enter] on a SCSI target and a menu list will appear on the
screen.

Slot Number

Cache Status: Clean

; Clkiein bR = “agr
[ Vide | Enabled] _ Enabled| Det(32)]]

- . —_ H
Thled Eriy
lack — - -

rrou Keys:Move Cursor |Enter:Select JEsc:Exit |Crrl+L:Refresh Screen

Slot Number is reserved from use.
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Wide Transfer

Cache Status: Clean

T Maxxn Merng =
T Atztallariap

irrow Keys:Move Cursor iEnter:Select |Bxc: Exit |CIl+L: Refrash Screan

Choose “Wide Transfer”, then press [Enter]. Choose Yes in the dialog
box to confirm the setting.
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Disconnecting Support

Cache Status: Clean

Enabded

Rrrow Keys:Move Cursor |Enter:Select |Esc:Exit |Crrl+L:Refrash Screen

Choose “Disconnect Support”. Choose Yes in the dialog box that
followed to confirm the setting.
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Tag Command Queuing

Cache Status: Clean

Choose “Maximum Tag Count”, then press [Enter]. A list of available
tag count numbers will appear. Move the cursor bar to a number, then
press [Enter]. Choose Yes in the dialog box that followed to confirm
the setting.

@: IMPORTANT:
*  Disabling the Maximum Tag Count will disable the internal
cache of the SCSI dripe,
*  Disabling Tag Command Queuing will disable the Write-Back
cache built in the hard drive,
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SAF-TE Enclosure Monitoring

A IDAN

Cache Status: Clean

3 & [l Tiww - [1zah]e
Periodic SAF-TE Device Check Ti. Disabled

Ferindis Auto-D £ Failure Ip
H -

Bl Drive-side SCSI Parameters ||y
[ak Arvay Fatawererp:
— -

T Terioddie

Arrow Keys:Move Cursor |Entex:Select |Esc:Exit |Ctrl+L:Refresh Screen

From the “Drive-side SCSI Parameters” menu, select “Periodic SAF-
TE Device Check Time - Disabled” and then press [Enter]. Use the
arrow keys to choose the desired SAF-TE status check interval.

Detection of Drive Hot Swap Followed by Auto Rebuild

[ ab 1w

R -

: " R
A 1o AR Tine T11 2aliled
Periodic Auto-Detact Failure Drive Swap Check Time - Disabled

Furtodie aar oo

Arrow Keys:Move Cursor |Enter:Select |Esg:Exit JCtrl+LiRefresh Screen
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8.6 Viewing and Editing Configuration Parameters

8.6.1 Caching Parameters
Write-Back Cache Enable/Disabie

"3 RAIDMAN

Cache Status: Clean

D
3 Cowwwicariayg Farauerters
i aching Parsmeters
4 B P— . —

Choose “Caching Parameters”, then press [Enter]. Select “Write-Back
Cache”, then press [Enter]. “Enabled” or “Disabled” will display the
current setting of the Write-Back Cache. Choose Yes in the dialog box
that followed to confirm the setting.

@ IMPORTANT:
*  Every time you change the Cache Parameters, you must reset
the system for the changes to take effect.
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8.6.2 SCSI| Parameters
Maximum Queued I[/O Count

ANLD

k4l Host PCI Paremeters
L —_
D{—iuxiuun Queued 1/C Count - 25

hrrow Keys:Move Cursor |Enter:Select {Esc:Exit |Ctrl+l:Refresh Screen

Choose “SCSI Parameters”, then press [Enter]. Choose “Maximum
Queued 1/0 Count”, then press [Enter]. A list of available selections
will appear. Move the cursor bar to an item, then press [Enter].
Choose Yes in the dialog box that followed to confirm the setting.
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Choose “SCSI Motor Spin-Up”, then press [Enter]. Choose Yes in the
dialog box that followed to confirm the setting,.

SCSI Reset at Power-Up

‘% RAIDMAN

Auyto hd '

Cache Status: Clsan

Arrow Keys:Move Cursor |Enter:Sslect [Esc:ExX1t |Ctrl+l:Refresn Screen

Choose “SCSI Reset at Power-Up”, then press [Enter]. Choose Yes in
the dialog box that followed to confirm the setting. Please refer to
section 3.5.2 for more information.
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Choose “Maximum Tag Count”, then press [Enter]. A list of selections
will appear. Move the cursor bar to a selection, then press [Enter].
Select Yes in the dialog box that followed, then press [Enter] to
confirm the setting. Please see section 3.5.5 for more information.

8.6.4 Disk Array Parameters

L3AAIDMAN I _ —
aae ] [edml B [:S']El _&J o
' Y - Soaris: Clean

- <0 Main Menn . ————
TEoinztallation
and eidir T4l drives
wl edirn 1d Map
id edat Lr
el ey rh

viev and edit “onfiguration paramsters

Rebuild Pr ty Low
ra

hrrow Keys:Move Cursor |Enter:Select |Esc:Exit |[Ctrl+l:Refresh Screen

Choose "Disk Array Parameters”, then press [Enter]. The Disk Array
Parameters menu will appear.
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Verification On Wr;'tes

5 RAIDMAN

i IMPORTANT:
*  LEvery ime you change this settin
for the changes to take effect.
* Refer to “352 scsy Reset
information.

Cache 3tatygs;: Clean

& You must reset the system

at Power-Up”  for more
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Password Validation Timeout

x RAIDMAN

Cache Status: Clean

flen o edin “harwe | o

view and edit ‘onfiguration parameters.

hirtow Keys:Move Cursor (Enter:Select |EsciExit (Ctrl+l:Refresh Screen

From the “Controller Parameters” menu, select “Password Valida
Timeout” and then press [Enter]. You may select an interval

tion
for

password validation, “Always check,” or “Disabled.” Press [Enter]

and then select Yes to confirm your selection.

IFT-2101U2 Instruction Manual

8-59




When the controller's beeper has been activated, choose “Mute
beeper”, then press [Enter]. Choose “Yes” and press [Enter] in the
next dialog box to turn the beeper off temporarily. The beeper will still
activate on the next event.

8.7.2 Change Password

e RAIDMAN

Cache Status: Clean

Enter: Confirm JEsC:Exit |Ctzl+l:Refresh Screen

Use the controller's password to protect the controller from
unauthorized entry. Once the controller's password has been set,
regardless of whether the Text RAID Manager or the GUI RAID
Manager is used, the user can only configure and monitor the RAID
controller by providing the correct password.

@D IMPORTANT:

*  The controller will verify the password only when entering the
Main Menu from the Initial screen. Always go back to the
Initial screen when the controller is going to be unattended.

*  The controller password and controller name are sharing a 16-
character space. The maximum characters for the controller
password is 15. When the controller name occupied 15
characters, there is only one character left for the controller
puassword and vice versa,
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Disabling the Password

T'o disable or delete the password, press [Enter] only in the password
column that is used for entering a new password. The existing
password will be deleted. No password checking will occur when
entering the Main Menu from the Initial screen.

8.7.3 Reset Controller

e

Cacha Status: Clean

= Moaan Menm
i 1nztallartion

Rrrouw Keys:Move Cursor |Xnter:Select |[Rsc:Exit |Cttl+L:Refrash Screen

This function is not supported. The controller is reset when the system
is reset.
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8.7.5 Controller Maintenance

Cache Status: Clean

irrow Keys:Move Cursor |Enter:Select |[Esc:Exit JCtrliL:Refresh Screen

This function is not supported from within the Text RATD Manager.
Controller maintenance functions - such as downloading new
firmware - can be performed from the start-up menu of the Text RAID
Manager.
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Chapter 9 Remote Administration

The IFT-2101U2 RAID Controller can be administrated remotely.
When there is an event, warning or controller notification happened,
the IFT-2101U2 can inform the administrator to take measure in time.

9.1 GUI RAID Manager Using SNMP Service

LAN
WAN
Internet

TCP/IP+SNMP

SNMP Agent for: [
Windows NT
NetWare

SCC OpenServer
SCO Unix Ware

GUI RAID Manager

Host Computer

Install the SNMP agent for the corresponded operating system on
Host computer and enable the SNMP service. The client computer
running with GUI RAID Manager will be able to administrate the IFT-
2101 RAID Controller remotely.

How to Establish the cannection through SNMP?
_l GUI RAID Manager - ]
3 Open Vew Window - Netfication Optides Help . -

5232 T

Cornect »

L PLI Bus 40 PCt Dev 89 Pot£990 g0 -
Host Bus: Host Adapter #0

Choose the “File” menu, click on “Connect” and choose “SNMDP” from
the pop up menu.
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second IFT-2101U2 controller found by the host compuler is
numbered as “1”, and the third controller found by the host computer
is numbered as “2”,
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Appendix A  Driver Installation

WARNING:

@\ There are a few operating systems that will perform a system
reset automatically during installation. The default setting of
the IFT-2101U2 RAID controller is “Write-back Cache -
Enabled.” If the system resets while there is still data in the
cache, the cache data will be cleared. What does all this mean?
The system reset during installation will prevent 05
installation from completing, since data in the write-back cache
gets cleared before it has been written to the SCSI drives. So, it
is recommended to “Disable” the write-back cache (ie., use
write-through mode) prior to O5 installation. Following OS
installation, the setting can be switched back to “Write-back
Cache - Enabled.” Please see section 8.6.1, Caching
Parameters, for details on how to disable the write-back cache.

1 MS-DOS® ASPI Drivers Installation

The IFT-2101U2 can be used as a host adapter for SCSI tape drives
and CD-ROM drives. To access such devices under MS-DOS, it is
necessary to install the IFT-2101U2 MS-DOS ASPl Manager device
driver.

The IFT-2101U2 MS-DOS ASPI Manager allows MS-DOS/Windows
applications and O3 Installation Programs to access CD-ROM drives
or SCSI tape drives that are connected to and properly configured
under the IFT-2101U2. The IFT-2101U2 MS-DOS ASPI Manager and
CD-ROM Driver are installed as device drivers under MS-DOS by
adding the following command lines to the CONFIGSYS and
AUTOEXEC.BAT files in the root directory of the boot drive:

In CONFIG.SYS file
DEVICE={path1HZDOSASP.SYS
DEVICE = [path1]ASPI CDRM.SYS /d:[driver signature]
LASTDRIVE = [logical drive]

In AUTOEXEC.BAT file
[path2]MS CDEX /d:[driver signature]
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5 NetWare® Driver Installation

The IFT-2101U2 drivers diskette contains the following driver files for
NetWare v3.1x, v4.0x, v4.1 and v4.11 respectively:

In sub-directory netware\v3_1Ix:

—RAIDASPLDSK : ASPI manager for NetWare v3.1x
—IFT2000.DDI : Installation Information File.
—JFT2000.DSK : Disk Driver for NetWare v3.1x

In sub-directory netware\v4_x:

—~RAIDASPLDSK : ASPI manager for NetWare 4.0x, 4.1 and 4.11
—[FT2000.DDI : Installation Information File.

—IFT2000.DSK : Disk Driver for NetWare 4.0x, 4.1 and 4.11.

2.1 Installing NetWare 3.1x

Follow these procedures to install [FT-2101U2 drivers for NetWare
311 or 3.12.

1. Plug up to four IFT-2101U2 controllers into host PCI slots then
power on. The IFT-2101U2 BIOS will show the following
messages on the screen for each installed IFT-2101U2:

IFT-2101U (PCI-TO-SCSI RAID) BIOS vit.xx
({C) Copyright 1985 infortrend Technology Inc.

oC| Bus # = 00 Device # = 0OA Port = €800 IRQ = 11 EDORAM = 8MB FW =wx.xX
Il Press < Ctriz <1> for Configuration Utitity, <> to Skip !l

7 Use the IFT-2101U2 BIOS Configuration Udlity to disable ISA
Mailbox Emulation mode(default is disabled). To do this, at
system bootup, press [Ctrl-I], select Configure Card option, then
change IO Port Address to DISABLED.

3. Use Infortrend Text RAID Manager to configure Logical Drives
and SCSI Devices and map them to valid SCSI-IDs/LUNs. Note
that SCSI ID 7 is reserved for the IFT-2101U2 adapter and thus
no logical drives or devices should be mapped to this SCSI ID.

4 Make sure the RAID configuration is properly set. (Refer to
chapter 8, Text RAID Manager User Intetface, for more information
on configuring RAID).

5 Follow the instructions in the NetWare User's Manual to install
the server.

6. Run the NetWare v3.11 or v312 SERVER.EXE program to start
the server.
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Installing NetWare 4.0x/4.1/4.11

Use the IFT-2101U2 BIOS Configuration Utility to disable ISA
Mailbox Emulation mode(default is disabled). To do this, at
system bootup, press [Ctrl-1], select Configure Card option, then
change IO Port Address to DISABLED.

Use Infortrend Text RAID Manager to configure Logical Drives
and SCSI Devices and map them to valid SCSI-IDs/LUNSs. Note
that SCSI ID 7 is reserved for the IFT-2101U2 adapter and thus
no logical drives or devices should be mapped to this SCSIID.

For installation of a new server, follow these procedures:

If your NetWare installation package is a CD-ROM version and
the CD-ROM Drive used to perform the installation is connected
to an IFT-2101U2 controller, make sure the IFT-2101U2 ASPI
manager "I2DOSASP.SYS", CD-ROM driver "ASPICDRM.SYS",
and Microsoft® CD-ROM extension program "MSCDEX.EXE" are
specified in the MS-DOS® files CONFIGSYS and
AUTOEXEC.BAT.

Plug up to four IFT-2101U2 controllers into host PCI slots then
power on. [FT-2101U2 BIOS will show the following messages on
the screen for each installed IFT-2101U2 controller:

IET-2101U (PCI-TO-SCSI RAID) BIOS vx.xx

{C) Copyright 1995 Infertrend Technology Inc.

PCI Bus # = 0G Device # = OA Port = EBOO IRQ = 11 EDORAM = 8MB FW=vx.xx
Il Press < Ctri> <I> for Configuration Utility, <> to Skip !!

Make sure the RAID configuration is properly set.(Refer to section
4 Text RAID Manager and RS-232 Terminal Interface Operation).

Change to sub-directory where the NetWare install program
locate, then typing install and press Enter.

Example:
Assume the CD-ROM is mapped to MS-DOS® logical drive D,
type the following at the DOS prompt:
CD D:\NETWARE.40\ENGLISH
install
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9 Press [Ins] then wait for the following screen to appear:

rNetWare Server instaliation v4.x NetWare loagable Module I

-

Path A-\ will be scanned for drivers 10 install. Verify that this

drivers are in \WETWARE.40\__ _ \LANDRY on the CC-ROM.

Prass < F3> to specity a different path;
Press < Enter> tc conunue.

directory path corresponds to where the driver fite (*.DSK, *.CMD, * HAM,
or *.vDM) is located. Drives for a jarge number of disk controllers are
included with NetWare. You may insert the appropriate NetWare diskette
(or specity a NetWare CD-ROM directory}, or insert a third-party diskette.

Disk drivers are in the directory \WNETWARE. 404 __\DISKDRV and LAN

Continue < Enter>
Specify a different source drive/directory <F3>
Help <F1> Previous screen <Esc> Abort INSTALL

<ALT> <F10>

10. Press [[3] then wait for the following screen to appears:

[ NetWare Server installation v4.x NetWare loadable Module I

Specify a directory path:

= AN
Continue < Enter >
Specify a ditferent saurce drive/ditectory  <F3>
Help <F1> Previous screen <Esc> Abort INSTALL

<ALT> <F10>
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13. Press {ALT] [ESC] keys at the same time to switch to system
console screen or wait for the NetWare installation program to
time out. When it times out, the following screen will appear:

NetWara Server Installation v4.X NetWars loadable Module l

{ET2000.05K did not finish loading in the time allowed (15 seconds).
Controller wilt be switched to the system console screen, where you may either
see it finish or enter information to finish loading it. (INSTALL-4.0-247)

Press < Enter> to continue.

14. Press [Enter] to switch to system console screen.

LOAD C:SERVER.40MFT2000.DSK
|ET-2101U Disk Driver for NetWare vd,Ox, v4.1
Version x.xx  October 27, 1995
Copyright (C} 1995 Infortrend Technology Inc., All Rights Reserved
Auto-loading module {FTASPL.DSK
IFT ASPI Manager for NetWare v3.1x, v4.0x and v4.1
Version x.xx October 27, 1995
Copyright (C) 1985 Infortrend Technotogy inc. All Rights Reserved
Supperted Slot values are 11
Siot: 11

The slot number(value) is auto-detected by the IFT-2101U2 driver
according to which PCl siot the IFT-2101U2 controlier been
plugged into. Write down the slot number for later using in
STARTUP.NCF.
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3 Windows NT® 3.1/3.51 Driver Installation

Up to 4 IFT-2101U2 controllers can be installed in one computer. The
following files are supplied for driver installation, to be found in the
subdirectory \ WINNT\V3_1 for Windows NT 3.1.

~IFT2000.5YS: [FT-2101U2 Miniport Driver for Windows NT 3.1.

-IFTNT: Tag file for driver installation.

-OEMSETUP.INF: Information file for driver installation.

-TXTSETUP.OFM: Information file for driver installation.

-README.NT: An text file describing the IFT-2101U2 miniport
driver.

The following files are supplied for driver installation, they are put
in the \WINNT\ V3_5X subdirectory for Windows NT 3.5X.

—[FT2000.5YS: IFT-2101U2 Miniport Driver for windows NT 3.5X.

-IFTNT: Tag file for driver installation.

~-OEMSETUP.INF: Information file for driver installation.

_TXTSETUP.OEM: Information file for driver installation.

_README.NT: An text file describing the IFT-2101U2 miniport
driver.

3.1 lInstalling Driver During Windows NT 3.1/3.51
Installation

Follow these steps only if Windows NT is not installed on your
computer or if you are upgrading to new version of Windows NT.

1 Use IFT-2101U2 BIOS Configuration Utility to disable ISA
Mailbox Emulation mode(default is disabled). To do this, at
system bootup, press [Ctri-T], select Configure Card option, then
change IO Port Address to DISABLED.

2. Use Infortrend Text RAID Manager to configure Logical Drives
and SCSI Devices and map them to valid SCSI-IDs/LUNs. Note
that SCSI ID 7 is reserved for the IFT-2101U2 controller and
thus no logical drives or devices should be mapped to this SCSI
1D.

3. Prepare for the installation by using DISKCOPY (or any other
disk-copy utility) to make a backup copy of IFT-2101U2 controller
distribution diskette. If you are installing Windows NT 3.1, copy
all files from \WINNT\V3_1 to root directory of the backup
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10.

and thus no logical drives or devices should be mapped to this
SCSIID.

Prepare for the installation by using DISKCOPY (or any other
disk-copy utility) to make backup copy of IFT-2101U2 Controller
distribution diskette. If you are installing Windows NT 3.1, copy
all files from \WINNT\V3_1 to root directory of the backup
diskette. If you are installing Windows NT 3.5x/4.0, copy all files
from \WINNT\V3_5X to root directory of the backup diskette.
Use the backup copy as your working diskette.

Boot Windows NT. Select the "Windows NT Setup" program from
the "Main" program group.

Select the "Options" pull-down menu and then select
"Add/Remove SCSI Adapters”. The "SCSI Adapter Setup"
displays a list of installed SCSI Adapters. Then select "Add" to
add an IFT-2101U2 controllers to the list.

Select "OK" to make sure you want to add a SCS] adapter,
"Windows NT Setup" displays "Select SCSI Adapter Option" and
a list of SCSI adapters. Expand the list of SCSI adapters, select
"Other (Requires disk provided by a hardware manufacturer)” .

Insert IFT-2101U2 Distribution Diskette into floppy drive A and
press [Enter]. The screen displays "IFT-2000 Series PCI-TO-5CSI
RAID Miniport". Then, select "OK" to select this driver, then select
"Install" .

Enter the path, normally it is A:\, to the directory with the device
driver, then select "Continue". "Windows NT Setup” copies device
driver to your disk and updates configuration to make new
configuration take effect after system reboots.

Make sure the new added device driver is in the installed SCSI
adapter list, then press "Close" to exit the "SCSI Adapter Setup”.
and then close the "Windows NT Setup" program. If you are not
running Windows NT 3.1, go to step 11, or do step 10.

Select "Control Panel’ program from "Main" program group.
Select "Devices' program. A device list appears, select the
IFT-2101U2 device, then click on the "Startup’ button. Change
Startup type to "System", then select "OK". Select "Close” to exit
"Devices” program, then close the "Control Panel" program.
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-IFT2000.5YS; IFT-2101U2 Miniport Driver for Windows NT 4.0.
-IFTNT: Tag file for driver installation.

-OEMSETUP.INF: Information file for driver installation.
-TXTSETUP.OEM: Information file for driver installation.
-READMENT: An text file describing the IFT-2101U2 miniport
driver.

1. (For steps 1 through 5, it is assumed that you want to first create a
RAID logical drive, and then want to install Windows NT 4.0 on
that drive.) Insert the boot diskette and boot up your system.
Remove the boot diskette and insert the IFT-2101U2 Text RAID
Manager diskette.

2. At the prompt, type A:\RAIDMAN\DOS\RAIDMAN.EXE and
then press <Enter>.

3. The Text RAID Manager should display the PCI address of the
IFT-2101 RAID controller. You are prompted to select the
controller. Press <Enter> to select.

4. You will see the Main Menu of the Text RAID Manager. Select
View and Edit Logical Drives, and then press <Enter>. Create a
logical drive and map it to a SCSI ID and LUN (see Chapter 6 for
a detailed explanation.)

5 Press <Esc> and exit the Text RAID} Manager. Remove the IFT-
210102 driver diskette.

6. Insert the Windows NT 4.0 Installation Diskette #1. Reset the
computer to begin installation of Windows NT.

7. You will be prompted to insert diskette #2 and diskette #3 (for
detailed information about Windows NT 4.0 installation, see your
Windows NT 4.0 User's Manual) Installation diskette #3 will
recognize an IDE CD-ROM (if you have one) and then ask if you
want to specify SCSI adapters, other CD-ROM drives, or disk
controllers. You want to specify the IFT-2101U2. Press "S".

8. Depending on your system, may be more than one device listed.
Select Other (Requires disk provided by a hardware
manufacturer), and then press <Enter>.

9. You will be prompted to insert the disk from the hardware
manufacturer. Insert the IFT-2101U2 driver diskette, and then
press <Enter>.
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3.6 Installing the Driver in Existing
Windows NT 4.0 (for DEC Alpha)

This section describes the procedure for installing the driver in a
DEC Alpha system that is running Windows NT 4.0.

@3 IMPORTANT:

Under Windows NT 4.0 for DEC Alpha, the IFT-
2101Ui2 cannot be the boot device.

1. Go the Control Panel and select SCSI Adapters.

£5 Controf Panel

Fle Edt View Help . B
Modems Mouse Multimedia MNetwork oDBe
@
77 #
PC Card Ports Printers Regional
[PCHMCIA) Settings
LR Y 4 %
Server Services Sounds System Tape Devices
3 _‘
Telephony UPS Z '
Add/Femove SCOI adapters and view theirpropetties. .. : &

2 Choose the Drivers tab and select the “Add...” button.
3. Select the “Have Disk...” button.

4. Insert the IFT-2101U2 driver diskette, and then press <Enter>.
Windows NT will check the floppy drive for a diskette. Files and
directories on the diskette are displayed.
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10.

11.

12.
13.

14.

15.

valid SCSI-IDs/LUNs. Note that SCSIID 7 is reserved for the IFT-
2101U2 controller and thus no logical drives or devices should be
mapped to this SCSIID.

Follow the instructions in Windows 95/98 installation
documentation to install Windows 95/98.

When Windows 95/98 installation is complete, restart Windows.
Click on the "Start" button on the task bar of Windows 95/98.
Select "Settings”, and then click on "Control Panel".

Double-click on the "System" icon, then click on "Device Manager"
tab.

Click on the plus sign next to the "Other devices" icon, then
Double-click on the yellow question mark labeled "PCI SC5I Bus
Controller" icon, then click on the "Driver" tab.

In the Driver tab, click on "Change Driver". When asked to select
hardware type, select "SCSI Controllers”.

Click on the "Have Disk" button and enter a\win95 as the
subdirectory to copy the manufacturer's file from. Insert IFT-
2101U2 distribution diskette into drive A: and click on "OK".

Select "Infortrend IFT-2101U2 PCI-to-SCSI RAID Adapter”, and
click on "OK".

Click on "OK". The driver is copied.

You must restart your system for the changes to take effect. Click
on "Yes"to shutdown the system and restart your computer.

When the system is booting up, an "Unknown Device" warning
window will be displayed, this is a normal behavior because a
virtual target is registered by IFT-2101U2 Miniport Driver to
support Infortrend GUI RAID Manager. Please select "Do not
install a driver" , and click on "OK". Don’t be alarmed by this
message. It is perfectly normal to see this message when using the
[FT-2101U2 under Windows 95/98.

Make sure that the IFT-2101U2 Miniport Driver is working
properly by using Device Manager tab of System icon in Control
Panel. Click on the plus sign next to the SCSI controllers icon, and
double-click on the Infortrend IFT-2101U2 PCl-to-SCSI RAID
Adapter icon. Check the Device status. If the device is working
properly, the driver is installed successfully. If not, the driver is
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system bootup, press [CtrI-1], select Configure Card option, then
change 10 Port Address to DISABLED.

2. Use Infortrend Text RAID Manager or RS-232 Terminal Interface
Operation to configure Logical Drives and SCSI Devices and map
them to valid SCSI-IDs/LUNs. Note that SCSI 1D 7 is reserved
for the IFT-2101U2 adapter and thus no logical drives or devices
should be mapped to this SCSI1D.

3. Prepare for the installation by using DISKCOPY (or any other
disk-copy utility) to make backup copy of IBM OS/2 installation
diskette #1. Use this copy as your working diskette #1.

4. Copy IFT2000.ADD from Infortrend IFT-2101U2 controller
distribution diskette to OS/2 installation diskette #1. Modify the
CONFIG.SYS file on O5/2 installation diskette #1 to add the
following line to the end of CONFIG.5YS:

BASEDEV=IFT2000.ADD /V

5. Follow the steps from IBM for installing 0s/2.

5.2 Installing Driver in an Existing
0S/2 2.x/3.0 System

If you are adding an IFT-2101U2 controller to a computer that already
has an IFT-2101U2 controller installed for 0S/2 2.x/3.0, then follow
step 1 through step 2 only. If you are adding an IFT-2101U2 controller
to a computer that has no IFT-2101U2 controller installed for OS/2
2.x/3.0, then follow all steps.

1. Use the IFT-2101U2 BIOS Configuration Utility to disable ISA
Mailbox Emulation mode(default is disabled). To do this, at
system bootup, press [Ctrl-1], select Configure Card option, then
change 10 Port Address to DISABLED.

2. Use Infortrend Text RAID Manager or RS-232 Terminal Interface
Operation to configure Logical Drives and SCSI Devices and map
them to valid SCSI-IDs/LUNs. Note that SCSI ID 7 is reserved
for the IFT-2101U2 controller and thus no logical drives or
devices should be mapped to this SCSIID.

3. Execute the program DDINSTAL by selecting the Device Driver
Install icon within the System Setup folder of 0S/2 System folder
or by typing DDINSTAL at 05/2 prompt.

4 Insert the IFT-2101U2 distribution diskette in the appropriate
floppy drive and follow the instructions from DDINSTALL. Set
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Maximum PCI Bus Number in the computer. Where n is a decimal
value between 0 to 255. Default value is 255.

4. Adapter-Options :

/AN

Adapter Identification. where n is a decimal value. This option
specifies the ordering of adapters. Normally, adapters are numbered
consecutively, starting at 0.

/BUS:n

PCI Bus Number which IFT-2101U2 Controller is plugged in. You can
get the PCI bus number from the information that the IFI-2101U2
BIOS displays at system bootup. Note: the IFT-2101U2 BIOS displays
bus number in hex value, you must translate that into decimal value.

/DEV:n

PCI Device Number into which the IFT-2101U2 is plugged. You can
get the PCI device number from the information that the IFT-2101U2
BIOS displays at system bootup. Note: The [FT-2101U2 BIOS displays
the device number in hex value, you must translate that into decimal
value.

/(ET

(Disable) Enable Embedded Target Support. Makes the driver
(disable) enable not-zero SCSI LUN support to the specified adapter
by /A:n . Default setting is /ET.

/(HbPM

(Disable) Enable Direct Access Storage Device (DASD) Manager
Support. (Disable) Enable all the units, connect to the adapter
specified by /Am, to be supported by the IBM-supplied DASD
manager (OS2DASD.DMD) The default setting is /DM.

/(HSM

(Disable) Enable SCSI Manager Support. (Disable) Enable all the
units, connect to the adapter specified by / Amn, to be supported by the
IBM-supplied SCSI manager (OS2SCSI.DMD). The default setting is
/SM.

5. Unit-Options :

J(HETLIZA3. ..

(Disable) Enable Embedded Target Support. Where il,i2,i3 is the
specified SCSI Target ID . Makes the driver (disable) enable not-zero

IFT-2101U Instruction Manual A-23




SCO UNIX System V/386
Boot: link <Enter>

5. Type ift2x at the following prompt:

What packages do you need linked in the system,
or 'q' to quit?: ift2x

6. You will be prompted to insert the IFT BTLD diskette after a
series of messages as follows:

Please insert the fd{x)ift2x volume and press <RETURN>
or'q' to quit:

7. After Insert the diskette, press [Enter].

Follow the appropriate SCSI manual to install the SCO UNIX
from the installation media (floppy, tape, or CD-ROM).

8. A message similar to the following will be displayed:

Please insert the ifi2x volume and press <ENTER>: J]

Insert the IFT BTLD diskette again and press [ENTER]
9. At the following prompt, type "y":

The BTLD packages will now be added to the Link Kit.

The Link Kit is not installed.
Do you wish to install it now?(y/n)

10. At the following prompt, press |[ENTER]}:

The following packages are on this diskette:

NAME DESCRIPTION :
ift2x Infortrend IFT-2101U SCSI Disk Array Driver for SCO
UNIX system

Please enter the names of the packages you
wish to install or q to quit:_
[default:ifi2x]
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2. Copy the files of Disk 1 and Disk 3 to a UNIX machine with
floppy drive.

3. Place the formatted disk into the floppy drive and use the UNIX
"dd" command to make the driver floppy diskettes.

For example:

# dd if=iabll1fl of=/dev/fd0 bs=1440k
$ dd if=iabll1f3 of=/dev/fd0 bs=1440k

4. Label each disk according to the above description,

7.3 Installing Red Hat Linux

(&~ IMPORTANT:

e ALWAYS CHANGE THE CACHE TO WRITE-BACK
DISABLED BEFORE INSTALLING OPERATING
SYSTEMS AND PARTITIONING.

e The [FT-2101U2 is a high-performance PClI RAID
controller with Write-Back cache enabled. During the
installation of some operating systems, the installation
program might reset the computer automatically while the
cache still contains data not yet written to the drives. It
might cause the installation or partitioning failure. To avoid
the failure, always switch the cache mode to Write-Back
DISABLED (Write-Through mode) before changing the
drive partition (e.g., using MS-DOS FDISK) and before
installing any operating systems.

1. Follow these steps to change the cache mode to Write-back
Disabled:

a) Using BIOS Text RAID Manager (PC platform only) to
disable the Write-Back Cache. Power on the computer,
press <CTRL><I> when the Infortrend information
appears.

b) Choose "Configure RAID" from the menu and press
<Enter> to enter a proper display mode (either ANSIL,
VT-100 or ANSI Color).

¢) In the Main Menu, choose "View and Edit Configuration
Parameters”, then "Caching Parameters".
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7.4  Installing SlackWare Linux

&

IMPORTANT:

ALWAYS CHANGE THE CACHE TO WRITE-BACK
DISABLED BEFORE INSTALLING OPERATING
SYSTEMS AND PARTITIONING.

The IET-2101U2 is a high-performance PCI RAID
controller with Write-Back cache enabled. During the
installation of some operating systems, the installation
program might reset the computer automatically while the
cache still contains data not yet written to the drives. It
might cause the installation or partitioning failure. To avoid
the failure, always switch the cache mode to Write-Back
DISABLED (Write-Through mode) before changing the
drive partition (e.g., using MS-DOS FDISK) and before
installing any operafing systems.

1. Follow these steps to change the cache mode to Write-back
Disabled:

a)

b)

Using BIOS Text RAID Manager (PC platform only) to
disable the Write-Back Cache. Power on the computer,
press <CTRL><I> when the Infortrend information
appears.

Choose "Configure RAID" from the menu and press
<Enter> to enter a proper display mode (either ANSI, VT-
100 or ANSI Color).

In the Main Menu, choose "View and Edit Configuration
Parameters”, then "Caching Parameters”.

A sub-menu contains "Write Back Cache
Enabled/ Disabled" which refers to the Write Back mode
is Frnabled or Disabled. Press <ENTER> on it and choose
"Yes" to change it.

After the cache mode has been changed, resetting the
computer is required for the new setting to take effect.
After the driver partitioning and operating system are
installed, use the same procedure to enable the Write-Back
cache - the high performance Write-Back Caching will
bring your system into a higher performance level.

IFT-2101U Instruction Manual A-29




\2101\SOLARIS.X86
\IAAS111D - Driver diskette image in UNIX "dd" format.
\IAAS111D .Z- Driver files packed by "tat" and "compress".

The files extracted from either one of above are exactly the same.

IMPORTANT:
The logical drive created on TFT-2101L12 RAID controller cannot

be used as the Solaris boot drive.

8.1.1 Creating the Driver Diskette from the Image File
1. Find a UNIX system with floppy disk drive.

2. Under the command prompt, type:
4 dd 1f=1AAS111D of=/dev/fd0 bs=1440k

where "/dev/fd0" is the floppy drive device where the driver
diskette will extract to.

8.1.2 Extracting Driver Files Using "tar" and "uncompress"

1. Find a system with SUN Solaris 2.5/2.6 (for x86 platform)
installed.

2. Make a temporary directory, and copy the file "TAAS111D_.Z"

into it.

# cd
# mkdir 2101
# cp IAAS111D .2 /2101

3. Make sure the last character of the filename "Z" is capitalized (not
in lower case). If it is in lower case "z", change it to "Z".

# mv iaasllld .z IARSI1ID .Z
4. Uncompress the file:

# uncompress IAASI11D .2
5. Use "tar" command to extract the files:

# tar xvf IAAS111D_

The driver files will be extracted into the current
directory.
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Ab.
Ab.

A7,

B.
Bl.

B2.

8.5

1,

2.

Solaris. This step can be ignored if SNMP remote administration is
not going to be. If TCP/IP protocol and SNMP service have not
yet installed on this system, it can be installed later after the
system TCP/IP and SNMP installed. The RAID SNMP sub-agent
is not a must to be installed. Install it only when needed.

Choose "q" to quit when the same list of selections appear again.
Reboot the system.

# init 6
After the system reboot, type "boot -1 in the boot screen to let the

Solaris knows to look for new device drivers and incorporate
them as part of the boot process.

Installing from the driver files extracted in the drive

To install the driver from the directory where the files were
extracted, type:

# pkgadd -d /2101

where "/2101" is the directory where the driver files were
extracted.

Follow the instruction from A2 to A7 of above to install the driver
and the Text RAID Manager, and RAID SNMP sub-agent for
Solaris.

Configuring RAID in Solaris with Text RAID Manager

Change the current directory to where the Text RAID Manager is
located.

# cd /usr/lib/raidsnmp
Execute the Text RAID Manager under command prompt:
¥ ./raidman

Please refer to chapter 6 for details on the operation of the Text
RAID Manager.
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Appendix B SCSI Cable Specifications

The recommended SCSI cable for an Ultra2 Wide SCSI operating at a
transfer rate of 80 Mbytes/sec. is described below.

Maximum length 12 meters
Impedance 110Q
Capacitance 15.9 pf/ ft @ 1MHz

Propagation Delay

1.59ns / ft nom

DC Resistance

95Q / 1000 ft @ 20°C

Delay Skew

0.035ns / ft (max.)

SCSI Standards, Cable Length and Corresponding Maximum

Possible Drive Connections

Single- LvD *Maximum

Ended Devices
SCSI-1 6m - 8
SCSI-2 3m - 8
Wide SCSI-2 3m - 16
Ultra SCSI-2 1.5m - 8
Uitra SCSI-2 3m - 4
Ultra Wide SCSI-2 - - 16
Ultra Wide SCSI-2 1.5m - 8
Ultra Wide SCSI-2 Im - 4
Ultra2 Wide SCSI - 12m 16

* The maximum device count includes the controller. The controller
must occupy one SCSI ID on each drive channel. The contoller

usually occupies ID 7.

SCSI Bus Width and Maximum Throughput

Bus SCSI Bus Max. Bus
Width Sync. Throughpu
Frequency t
SCSH1 B-bit | Asynchronous | 5 MB/Sec
(Fast) SCSI-2 B-bit 10MHz 10 MB/Sec
(Fast) Wide SCSI-2 | 16-bit 10MHz 20 MB/Sec
Ultra SCSI-2 8-bit 20MHz 20 MB/Sec
Ultra Wide SCSI-2 16-bit 20MHz 40 MB/Sec
Ultra2 Wide SCSI-2 | 16-bit 40MHz 80 MB/Sec
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Appendix C Upgrading Bios, Firmware, and
Boot Record

The BIOS, firmware and boot record (the section of code that boots the
controller and allows for temporary download of firmware) of the
IFT-21010U2 stored in flash memory can be updated via the Text RAID
Manager under M5-DOS®. New releases of the BIOS/ firmware/ boot-
record are available on the Infortrend FIP server or in the form of an
MS-DOS file on a 5.25" or 3.5" diskette (on request).

To perform the download, the following must be available:

o IFT-2101U2 plugged into a host PCI slot and properly
functioning.

+ RAIDMAN.EXE running under M5-DOS.

To perform the download, follow the following procedure:

1. Select "Controller Maintenance" menu option under "System
Functions" via the Text RAID Manager.

Iy Raidman

Mre o £

rrow Reys:Move Cursor |(Enter:Select |[Esc:Rxit |Ccrl+l:Refresh Scrasn

2. Select the desired download option. If upgrading of both
firmware and boot record is desired, first select "Advanced
Maintenance Functions" menu item then select "Download Boot
Record with Firmware".

3. When prompted to confirm, select "Yes".
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Appendix D  Sync. Clock Period & Sync.
Clock Frequency

Changes to the SCSI Synchronous Clock Period of each SCSI target is a
low-level control of the SCSI controller chip. There is no other

selectable option. Only the Synchronous Clock Period is available in
this field.

To calculate the Synchronous Clock Period, refer to the “Sample
equation” to get the correct Synchronous Clock Period.

Sample equation:

1 1

= =12
20.8Mhzx4dns 20.8x10°x4x107°

] ]
12x4ns 12x4x107°

=20.8Mhz

In this example, where “20.8Mhz” is called the Synchronous Clock
Frequency, and “12” is called the Synchronous Clock Period.

Synchronous | Synchronous | Synchronous | Synchronous
Clock Period Clock Clock Period Clock
Frequency Frequency
10* 40 62 4.0
11* 30 75 3.3
12* 20 88 2.8
15 16.6 100 2.5
18 13.8 110 2.2
25 10.0 120 2.0
31 8.0 135 1.8
37 6.7 0 Asynchronous
43 5.8
50 5.0

+ These three clock periods aren’t in accordance with the sample
equation; they are specially defined in the SCSI-3 specification.
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Appendix E Troubleshooting Guide

NOTE:

& The following 1s a checklist of the common problems encountered
during installation. For failures that occur during operation,
refer to the failure recovery procedure in the "Disk Failure

Management” section.

PROBLEM

- Text RAID Manager indicates a

SCSI channel failure detected
upon start-up (SCSI cables
connected).

Initialization failure

Cannot detect SCSI drive

Parity error detected

Logical drive failure detected
during boot-up

CHECK

. Check ID numbers (must be

unique for each device on the
same SCSI channel).

. Make sure terminators are

properly installed.

. Check the voltage output of the

power supply.

. Check ID numbers (must be

unique for each device on the
same SCSI channel).

. Make sure terminators are

properly installed.

. Check drive power connections.
. Check drive SCS5I cable

connections.

. Check ID numbers (must be

unique for each device on the
same SCSI channel).

. DRAM SIMM should be

replaced.

. Check proper installation or

connection of the drives (use
the "View SCSI drives" function
to help locate the problem).
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Appendix F  Specifications

RAID level
Operation

Failure management

Failure ingicator

Host Interface
Cache size

Host interface

Hard disk interface
Hard disk channels
Channel Terminator
SCSI protocol

0,1 (0+1), 3, 5 (or non-RAID disk spanning)
Firmware on Flash Memory and DRAM
running on AMD 5x86-133 CPU

Bad sector reassignment,

hot-swapping,

spare drive operation {Global and Local
Spare), background rebuilding

Via Text RAID Manager or GUI RAID
Manager

PCl Rev. 2.1

Up to 128 Mbytes

Ultra2 Wide SCSI

Ultra2 Wide SCSI

1 (IFT-2101U2A) or 2 (IFT-2101U2B)
Active, software programmable

SCSI-1; SCSI-2;

(Ultra)-Wide-SCSI-1 or -2 (auto-match); or
Ultra2 Wide SCSI

Max. Ultra2 Wide SCSI transfer rate

Max. SCSI drives
No. of logical drives
Partitions

No. of LUNs
Control

80 Mbytes/sec synchronous

30

8, each capable of different RAID levels
8 per logical drive, total of 64

Up to 32 LUNSs per SCSI ID

Via Text RAID Manager or GUI RAID
Manager

Uitra2 Wide-SCSI connectors

68-pin high-density internal connector
68-pin ultra-high-density external connector

Ultra2 Wide-SCSI cabling Low-voltage differential

Voltage

Current

Operating Temperature
Relative Humidity
Operating Altitude
Dimensions

+5 Volts

3 Amp

5 to 44°C

10-96%, non-condensing

Sea level to 10,000 ft.

9.217(L) x 4.2"(W) x 0.56” (H)
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Appendix G Record the Settings

View and Edit Logical Drives

Logical Drive Information

LG RAID Level #0On-Line #5TB Logical Drive Name
{DRV=) {SB=)
Partition Information
LG Partition Size (MB) LG Partition Size (MB)

IFT-2101U2 Instruction Manual
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View and Edit SCSI Channels

Chl | Mode |Default| Default  Terminator | Current | Current
(Host /| Sync | Wide |Diff/Enable/|{ Sync Wide
Drive) | Clock Disable/ Clock

0

View and Edit Configuration Parameters

Caching Parameters

Write-back Cache

[] Enabied [ Disabled

Optimization for

] Random 110 [ Sequential IO

Host Side SCSI Parameters

Maximum Queued /O
Count

U Aute [

LUNs per Host SCSI 1D

T 1euN [J2uNs 14 LUNs L8 LUNS

Drive Side SCSI Parameters

SCS| Motor Spin-up

([ Enabled [ Disabled

SCSI Reset at Power Up

Disk Access Delay Time

U Enabled [] Disabled
U No Delay ] Seconds

Maximum Tag Count

[ Disabled [

Disk Array Parameters

Rebuild Priority

l % Low [ Normal [J Improved L] High

Verifications on Writes

Verifications on LD
Initialization Writes

[ Enabled [ Disabled

Verifications on LD
Rebuild Writes

] Enabled [ Disabled

Verifications an Nermal
Drive Writes

[ ] enabled [ Disabled
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Index

A

ASPI, A-1
automatic rebuild, 3-9

B

bad sector reassignment, 2-1
basic operational set-up, 4-3
beeper

mute, §-60
BIOS

RAID Manager, 5-1, 7-5, 8-1
BIOS configuration utility, 7-1
building a RAID system drive, 6-1

C

cable specifications
SCSI, B-1
cache
disable write-back during OS instaliation, A-1
display of RAM type and size, 7-1
enable write-back, 8-49
cache parameters, 3-12
record of settings, G-3
capacitance, B-1
changing the password, 8-61. 8-62
concurrent rebuild
in RAID (0+1), 3-10
configuration parameters
viewing and editing, 8-49
configure
BIOS, 7-1
card, 7-1
SCSI, 7-1
configuring RAID, 6-1
controller
maintenance, 8-65
reset, 8-63
shutdown, 8-04
controtler name, 8-58
controller parameters, 8-58




H

hardware installation, 4-1
hot swap, drive
detection of followed by auto rebuild, 8-47
hot-swapping, 2-1
How does it work?
logical drive expansion, 3-16
SAF-TE, 3-15
the RAID controller, 6-2

1

170 port base address, 7-1
identifying drives, 3-7
idle drive
fatlure detection, 8-46
impedance, B-1
installation
DOS ASPI drivers, A-1
hardware, 4-1
NetWare v4.0x/v4.1/v4. 11, A-5
QS/2 driver, A-20
SCO Unix and UnixWare, A-24
Windows 95 driver, A-18
IRQ. 7-1

J

JBOD, 3-2

K

keys
for navigation in Text RAID Manager, 5-1




N

NetWare
v4.0x installation, A-5
v4.1 installation, A-5
v4.11 installation, A-5
NRAID, 3-2

0

optimization
for sequential or random I/O, 3-12

08/2
command-line options of IFT-2101U2 OS/2 driver, A-22
driver installation, A-20
installing driver during v2.x/3.0 installation, A-20
installing driver in an existing v2.x/3.0 system, A-21
updating IFT-2101U2 OS/2 device driver, A-22

P

parameters
cache, 3-12, 8-49
controller, 8-58
disk array, 3-11
drive-side SCSI. 3-12
SCSI, 8-51
parity check, 8-42
partition
record of settings. G-1
partitions, 2-1
mapping them to LUNSs, 6-4
password
changing it, 8-61, 8-62
disabling it, 8-63
setting a new one, 8-62
validation timeout, 8-59
PCI bus #. 7-1
periodic drive check time, 8-46
periodic drive swap auto check, 3-16, 8-47
peripheral device active signal
record of settings. G-4
port
/0, 7-1
propagation delay, B-1




SCSI drive
record of settings. G-2
scanning a new one, 8-29
status, 8-4
viewing and editing, 8-28
viewing information, 8-30
SCSI drive channel
viewing and editing, §-38
SCSIID, 6-2
viewing and editing, 8-34
SCSIID map
viewing and editing, 8-23
SCSI moter spin-up, 3-12, 8-52
SCSI parameters, 8-51
drive-side, 8-52
SCSI reset at power-up, 3-13, 8-53
SCSI standards, B-1
SCSI target
viewing and editing, 8-38
sequential 1/O
optimization for, 3-12, 8-50
set-up
basic operation, 4-3
shutdown controller, 8-64
single-drive control
JBOD, 3-2
slot number, 8-39
SNMP
establishing the connection, 9-1
GUI RAID Manager via, 9-1
Sofaris
drivers and utilities for x86 platform, A-30
installing SPARC platform driver and Text RAID Manager, A-34
installing x86 platform driver and text RAID Manager, A-32
Text RAID Manager, A-35
spanning
NRAID, 3-2
spare drive
adding a global, 8-32
adding a local, 8-31
global, 3-5
local, 3-5
priority, 3-6
spare drive deleting, 8-32
spare drive operation, 2-1
status
SCSI1 channel, 8-6
SCSI drive, 8-4
striping
RAID 0, 3-3




W

Windows 95
driver installation, A-18
updating device driver, A-20
Windows NT
example of RAID expansion, 3-19
installing driver during DEC Alpha v4.0 installation, A-16
installing driver during v4.0 installation, A-14
installing driver in existing DEC Alpha v4.0 system, A-17
updating device driver in v3.1/3.51 system, A-14
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striping with dedicated parity disk
RAID 3, 3-4
striping with interspersed parity
RAID 3, 3-5
striping with mirroring
RAID (0+1), 3-4
synchronize transfer clock
maximum, 8-40
synchronous clock
frequency, D-1
period, D-1
system functions, 8-60
system information
record of settings. G-4
viewing, 8-60

T

tag command queuing, 8-43
tag count
maximum, 3-14, 8-45_ 8-54
Text RAID Manager. 8-1
keys, 5-1
transfer rate. B-1
transfer speed
setting it, 8-36
transfer width
maximum, 8-41
setting it. 8-37
troubleshooting, E-1

U

UnixWare
driver installation, A-24

V

verification on writes, 8-37
verify-after-write, 3-11

viewing current settings, 8-8
viewing system information, 8-66
VT-100 terminal, 5-1




Q

queued [/O count
maximum, 8-51
quick setup. 3-1

R

RAID

(0+1), 3-4

0, 3-3

1, 3-3

3,34

5, 3-5

a definition, 3-1

configuring, 6-1
RAID level, 5-2
RAID levels, 3-1
RAID management, 3-1
random /O

optimization for, 3-12, 8-50
rebuild

automatic, 3-9

manual, 3-9
rebuild priority, 3-11, 8-36
rebuild, concurrent

in RAID (0+1), 3-10
remote administration, 9-1
reset controller, §-63

S

SAF-TE, 3-15
periodic check time, 8-47
SCO Unix
driver installation, A-24
SCSI
[/O timeout, 3-13, 8-44
SCSI bus
maximum throughput, B-1
width, B-1
SCSI channel, 6-2
record of settings, G-3
setting the terminator, 8-35
status, 8-6
viewing and editing, 8-33, 8-34




L

Linux
drivers and utilities for, A-26
drivers and utilities for SPARC platform, A-33
installing Red Hat, A-27
installing SlackWare, A-29
making floppy disks for Red Hat, A-26
making floppy disks for SlackWare, A-26
Text RAID Manager, A-30
local spare drive, 3-3
adding one, 8-31
deleting, 8-32
logical drive, 2-1
assigning a name, 8-18
creating, 8-10
defined. 5-1
deleting, 8-15
deleting a partition, 8-17
expansion, 3-16, 8-20
expansion — example using Windows NT, 3-19
explained, 6-3
mapping to an ID/LUN, 8-23
partitioning, 8-15
rebuilding, 8-19
record of settings, G-1
status, 8-3
viewing and editing, 8-10
viewing drives and drive members, 8-14
LUN. 2-1
defined. 6-2
LUN mappings
record of settings, G-2
viewing and deleting, 8-27

M

main menu, 8-1, 8-2
manual rebuild, 3-9
maximum queued 170 count, 8-51
maximum synchronize transfer clock, 8-40
maximum tag count, 8-43, 8-54
maximum transfer width, 8-41
mirroring

RAID 1, 3-3
mode 1 expansion, 3-17
mode 2 expansion, 3-17
mute beeper, 8-60




CPU, 1-1,2-2
Ctrl-l, 7-1

D

data cache, 2-2
data rebuilding, 2-1
DC resistance, B-1
DEC Alpha/Windows NT
installing driver during NT v4.0 installation, A-16
installing driver in existing NT v4.0 system, A-17
default setting
restoring, 7-1, 8-48
delay skew, B-1
Device #. 7-1
disable
write-back, 8-49
disabling the password, 8-63
disconnecting support, 8-43
disk access delay time, 3-13, 3-14, 8-54
disk array parameters, 3-11
record of settings, G-3
DOS ASP! drivers
installation, A-1
drive failure management, 3-5
drives
identifying, 3-7
drive-side SCSI parameters, 3-12, 8-52
record of settings, G-3
dynamic logical drive expansion, 3-16, 8-20

F

firmware, 1-1, 2-2

display of version number, 7-1
flash

all SCSI drives, 3-8

selected SCSI drive, 3-8
form factor, 2-1

G

global spare drive, 3-3
adding one, 8-32
deleting, 8-32




Define Peripheral Device Active Signal

Power Supply Fail Signal | [T active High [ | Active Low

Fan Fail Signal

[ Active High [ Active Low

Temperature Alert Signal | ] ative High ] Active Low

UPS Poawer Fail Signal

[ 1 Active High [ Active Low

View System Information

Total Cache Size

[1eD0 DRAM [ Normal DRAM

MB

Firmware Version

Bootrecord Version

Serial Number

G-4
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View and Edit Host LUNs

LUN Mappings
Host Pri. / Sec. SCSIID LUN Logical Partition Size
Channe! Caontroller Drive

View and Edit SCSI Drives

Slot Chl ID Size Ultra? | Wide? LG DRV? Vendor &
{MB) (YN} (YIN) Global Spare? Product ID
Local Spare?

LG

LG

LG

LG

LG

LG

LG

LG

LG

LG

LG

LG

LG

LG
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System is not stable after running
for a period of time.

When using “Scan New SCSI
Drive” and the desired 1D is
empty, an empty drive entry
appears.

The logical drive states
“INVALID".

In “View and Edit SCSI Drives” ofr

“fiew and Edit SCS! Channels”,
the speed is only “20.8Mhz", not
“40Mhz"

All settings are too complex to
remember.

It

=

SCSI cable must be shorter than
2 meters.

Make sure terminators are
proper installed.

Power supply voltage must be
within specification.

Check the enclosure’s inner
temperature.

Refer to section 8.4.1, Scan New
5CSI Drive, on how to remove
the empty drive entry.

“QOptimization for 1/ (", when
creating the logical drive in
Cache Parameter, is different
from the current setting.
Change “Optimization for 1/O”
to the opposite setting and reset
the controller.

#20.8Mhz” is SCSI sync
frequency, not transfer rate.
Refer to Appendix B, SC5I
Cable Specifications, for details.

After the system installation is
completed, write down all of
the settings and related
information in Appendix G,
Record the Settings, for future
reference,

Infortrend
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6

When prompted for a file name, enter the name of the file
containing the code to be downloaded. If both firmware and boot
record are being downloaded, enter the name of the boot record
file.

If both firmware and boot-record are being downloaded, when
downloading of boot record is complete, repeat step 4 then,
when prompted for a file name, enter the name of firmware file.

When file transfer is complete, please wait a moment while the
IET-2101U2 burns the code into the flash memory.

IMPORTANT:

@ Allow the downloading process fo finish. Do not reset or turn off

the computer or the controller while it is downloading the file.
Doing so may result in an unrecoverable error that requires the
service of the manufacturer.

Cc-2

Infortrend.
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2. Make a temporary directory, and copy the file "IAASI11D_.Z"
into it.

# cd
# mkdir 2101
# cp sun tar.z /2101

3. Make sure the last character of the filename "Z" is capitalized (not
in lower case). If it is in lower case "z", change it to "Z".

# mv sun tar.z sun_tar.Z

4. Uncompress the file:

# uncompress sun_tar.Z
5. Use "tar" command to extract the files:

# tar =xvf sun_tar

The driver files will be extracted into the current directory.

8.4 Installing the SPARC platform Driver and
Text RAID Manager

A. Installing from the driver diskette created from image file

A1l. To install the driver from the driver diskette, type:
# pkgadd -d /floppy/floppyQ

where "/floppy/floppy0" is the mounted driver diskette. Use
Solaris Volume Manager and "volcheck” to mount the driver
diskette, or mount it manually.

A?2. A list of selections will show as below, choose "3" to install the
driver for IFT-2101U/2101U2.

The following packages are available:

1 RAID In-band SC8I Driver for Solaris 2.9,2.6
Text RAID Management for Sclaris 2.5,2.6

2z
3 PCI-SCSI RAID Host Adapter Driver
4 RAID SNMP SUBAGENT for Solaris 2.5,2.6

Select package(s) you will to process tor 'all' to process
all packages). (default: all) [?,?7,q9]: 3
A3. After the driver has been installed, the same selections appear
again. Choose "2" this time to install the Text RAID Manager for
Solaris.

A4, After the driver installed, the same selections appear again.
Choose "4" this time to install the RAID SNMP sub-agent for
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8.2 Installing the x86 Platform Driver and
Text RAID Manager

A. Installing from the driver diskette created from image file
Al. To install the driver from the driver diskette, type:
# pkgadd -d /floppy/floppy0

where "/floppy/floppy0" is the mounted driver diskeite. Use
Solaris Volume Manager and "volcheck” to mount the driver
diskette, or mount it manually.

A2. A list of selections will show as below, choose "3" to install the
driver for IFT-2101U/210102.

The following packages are available:

1 dascxBé RAID In-band SCSI Driver for Seolaris 2.5,2.6
(i386) 1l.1la

2 mgrx8é Text RAID Management for Solaris 2.5,2.6
(i386) 1.51b

3 rhbax86 PCI-SCSI RAID Host Adapter Driver
(1386) 1.11d

4  snmpxB6 RAID SWMP SUBAGENT for Solaris 2.5,2.6

(1i386) 1.15p

Select package(s) you will to process ({(or 'all' to precess

all packages). f{(default: all) [?,7?7,9): 3

A3. After the driver installed, the same selections appear again.
Choose "2" this time to install the Text RAID Manager for Solaris.

A4 After the driver installed, the same selections appear again.
Choose "4" this time to install the RAID SNMP sub-agent for
Solaris. This step can be ignored if SNMP remote administration is
not going to be used. If TCP/IP protocol and SNMP service have
not yet installed on this system, it can be installed later after the
system TCP/IP and SNMP installed. The RAID SNMP sub-agent
is not a must to be installed. Install it only when needed.

A5. Choose "q" to quit when the same list of selections appear again.
A6. Reboot the system.

# init 6
A7. After the system reboot, type "boot -r" in the boot screen to let the

Solaris knows to look for new device drivers and incorporate
them as part of the boot process.
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2. Follow the original procedure to create the SlackWare Boot Disk
and Root Disk from the SlackWare CD-ROM.

3. If using IFT-2101U BIOS v1.17B, do not leave SlackWare CD disc
in the CD-ROM drive during system reboot. The BIOS 1.17B has
CD-ROM boot ability, it detects the CD in the CD-ROM drive,
once it detects the CD disc is bootable, the system will boot from
CD-ROM not from floppy.

4. Use "Infortrend IFT-2101U Linux glackWare 3.5 Boot Disk" disk 1
instead of the original boot disk, power on the system, et the
system boot from the boot disk floppy.

5. Insert the SlackWare 3.5 CD disc into the CD-ROM drive after the
system boot up, follow the on-screen instruction fo start the
installation of Linux.

6 Insert the Root Disk made from Linux SlackWare CD-ROM into
floppy drive when prompted.

7 TFollow the on-screen instructions to complete the installation of
SlackWare 3 5.

7.5 Running the Text RAID Manager for Linux

1. Insert "Infortrend IFI-2101U Text RAID Manager, RAIDSNMP for
Linux" (disk 3) into the floppy drive and mount it.

# mount -r /dev/fdl /mnt
2. Execute the Raidman in the /tools directory.

# cd /mnt/tools
§ ./raidman

NOTE:

E\ The current driver version supports Linux 2.0.34 of Red
Hat 5.1 and SlackWare 3.5. The Red Hat 5.2 (Linux
2.0.36) is not yet supported.

8 Drivers and Utilities for Sun Solaris™

8.1 Solaris 2.5.x and 2.6 (x86 platform)

The drivers and utilities can be found in the following directory:
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d) A sub-menu  contains "Write  Back  Cache
Enabled/ Disabled" which refers to the Write Back mode
is Enabled or Disabled. Press <ENTER> on it and choose
"Yes" to change it.

e) After the cache mode has been changed, resetting the
computer is required for the new setting to take effect.
After the driver partitioning and operating system are
installed, use the same procedure to enable the Write-Back
cache - the high performance Write-Back Caching will
bring your system into a higher performance level.

Connect CD-ROM drive to IFT-2101U, remove or disable any
other SCSI adapters from the system. (red hat 5.1 installation can
only use one SCSI adapter during installation) (The IDE CD-ROM
drive can be a substitute for the SCSI CD-ROM drive}).

If using [FT-2101U BIOS v1.17B, do not leave Red Hat CD disc in
the CD-ROM drive during system reboot. The BIOS 1.17B has CD-
ROM boot ability, it detects the CD in the CD-ROM drive, once it
detects the CD disc is bootable, the system will boot from CD-
ROM not from floppy.

Insert "Infortrend IFT-2101U Red Hat 5.1 Boot Disk" disk 2 into
floppy, and power on the system.

Insert the Red Hat 5.1 CD disc into the CD-ROM drive after the
system boot up, follow the on-screen instruction to start the
installation of Linux.

Choose "SCSI CD-ROM?, the installation program will found
Infortrend IFT-2101U RAID controller, follow the on-screen
instructions to continue.

Insert "Infortrend IFT-2101U Red Hat 5.1 Supplement Disk" disk 4
into floppy drive when prompted.

When on-screen appears "Please insert the Disk 3 (Driver disk)",
insert "Infortrend IFT-2101U Text RAID Manager, RAIDSNMP for
Linux" into the floppy drive.

Follow the on-screen instructions to complete the installation of
Red Hat5.1.
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11. The IFT-2101U2 driver will now be linked into the SCO UNIX

kernel.

7  Drivers and Utilities for Linux
The drivers and utilities for Linux can be found in the following

directories:

V2101\Linux
\Disk 1 -

\Disk 2

\WDisk 3

\Disk 4

=

Linux SLACKWARE 3.5 BOOT DISK

filename: IABL11F1 (disk 1)

Linux RED HAT 5.3 BOOT DISK

filename: IABL11F2 (disk 2)

Linux Text RAID Manager, RAID SNMP TOOLS DISK
filename: TABL11F3 (disk 3)

Linux RED HAT 5.1 SUPPLEMENT DISK

filename: IABL11F4 (disk 4)

NOTE:

The current driver version supports Linux 2.0.34 of Red
Hat 5.1 and SlackWare 3.5. The Red Hat 5.2 (Linux
2.0.36) 1s not yet supported.

7.1 Making Floppy Diskettes for Red Hat 5.1 Installation
1. Prepare three formatted floppy diskettes.

2. Copy the files of Disk 2, Disk 3 and Disk 4 to a UNIX machine
with a floppy drive.

3. Place the formatted disk into the floppy drive and use the UNIX
"dd" command to make the driver floppy diskettes.

For example:

4 dd if=iablllf2 of=/dev/fd0 bs=1440k
# dd if=1abll1f3 of=/dev/fd0 bs=1440k
4 dd if=iablllf4 of=/dev/fd0 bs=1440k

4. Label each disk according to the above description.

7.2 Making Floppy Diskettes for SlackWare 3.2 Installation

1. Prepare two formatted floppy diskettes.
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SCSI LUN support to the specified SCSLID of the specified adapter by
/Am. Default setting is /ET.

/(HDM:i1,i2,i3...OR / (HDM:(L11)(i2,12)....

(Disable) Enable Direct Access Storage Device {DASD) Manager
Support. Where i1,i2,i3 is the specified SCSI Target ID. (i1,11).(i2,12) is
the specified SCSI Target ID-LUN. (Disable) Enable the specified SC51
Target ID{LUN) of the adapter specified by /A:n, to be supported by
the IBM-supplied DASD manager (OS2DASD.DMD). The default
setting is /DM. The boot device MUST be supported by DASD

Manager, or the computer can not be able to boot OS5/ 2.

/()SM:i1,i2,i3... OR /(NSM:(il,11),(i2,12)....

(Disable) Enable SCSI Manager Support. Where i1,i2,i3 is the specified
SCSI Target 1D. (i1,11),(i2,12) is the specified SCSI Target ID-LUN.
(Disable) Enable the specified SCSI Target ID(LUN) of the adapter
specified by /Am, to be supported by the IBM-supplied SCSI
manager (OS2SCS1.DMD). The default setting is /SM.

Note : The driver will find all the IFT-2101U2 controllers in your
computer automatically, if no /BUS and /DEV options are specified.

6 Driver Installation for SCO OpenServer
and UnixWare

The chapter describes how to install SCO UNIX BTLD (Boot Time
Loadable Driver) for the IFT-2101U2.

6.1 Installing the SCO OpenServer Driver

1. Use the IFT-2101U2 BIOS Configuration Utility to disable ISA
Mailbox Emulation mode (default is disabled). To do this, at
system bootup, press [Ctri-I], select Configure Card option, then
change IO Port Address to DISABLED.

2 Use Infortrend Text RAID Manager (refer to chapter 6) to
configure Logical Drives and SCSI Devices and map them to valid
SCSI-IDs/LUNs. Note that SCSI ID 7 is reserved for the IFT-
2101U2 and thus no logical drives or devices should be mapped
to this SCSI ID.

Check IO devices, CD-ROM or TAPE drive is properly installed.

4. Insert the N1 boot diskette into the floppy drive and turn on the
PC. When the "boot" message appears, type link as follows:
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the source directory to a:\0s2 and the destination path to the root
directory of system drive while running DDINSTALL.

5. Reboot your system.

5.3 Updating IFT-2101U2 OS/2 Device Driver

1. Copy the new device driver from the distribution diskette to the
root directory of system drive where that 0S/2 is installed.
For example, Driver
copy a:\0s2\ift2000.add c:\

2. Shutdown OS/2, then restart your computer.

54 |FT-2101U2 0S/2 Driver Command-Line Options

1. Driver Command Syntax :

BASEDEV=IFT2000.ADD [Driver-Options][Adapter-
Options]{Unit-Options]

The command and options must be put in the CONFIG.SYS file. The
changes of command-line option will not take effect until the system
is restarted.

2. Command-Line Options

1). Command-line options are case-insensitive.

2). All command-line options begin with the slash character (/).

3). The exclamation character (!) is a negation operator; that is, it
negates the option that follows it.

3. Driver-Options :

/v

Verbose. Either Display the driver name, version number, date,
adapter Information and device information if the driver loads
successfully, or display error messages if the driver fails to initialize.

/(HET
(Disable) Enable Embedded Target Support. Makes the driver
(disable) enable not-zero SCSI LUN support. Default setting is /ET.

/PCLn
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not installed. Check your CONFIG .SYS to see if 2DOSASP.SYS is
installed. If it is installed, remove it, and restart your computer.

4.2 Updating Device Driver for Windows 95/98

1. Click on the "Start" button in the task bar of Windows 95/98.
2. Select "Settings", and then click on "Control Panel".

3. Double-click on the "System" icon, then click on "Device Manager"
tab.

4. Click on the plus sign next to the "SCSI controller” icon, then
Double-click on the "Infortrend IFT-2101U2 PCI-to-5CSI RAID
Adapter” icon. Click on the "Driver" tab.

5. On the "Driver" tab, click on "Change Driver”.

6. Click on the "Have Disk" button and enter a’\win95 as the
subdirectory to copy the manufacturer's file from. Click "OK".

7 Select Infortrend IFT-2101U2 PCI-to-SCSI RAID Adapter, and
click on "OK".

8. Click on "OK". The driver is copied.

9. You must restart your system for the changes to take effect. Click
on "Yes" to shutdown the system and restart your computer.

5 OS/2® Driver Installation

Up to 4 IFT-2101U2 controllers can be installed in one computer. The
following files are supplied for driver installation, they are put in the
4052 subdirectory.

-IFT2000.ADD : IFT-2101U2 OS/2 2.x and 3.0(Warp) Device Driver.
-IFT2000.DDP : Device Driver Profile for driver installation.
-README.OS2 : An text file describing the IFT-2101U2 OS/2 driver.

5.1 Instafling Driver During OS/2 2.x or 3.0 Installation

Follow these steps only if OS/2 2.x, 3.0 is not installed on your
computer or if you are upgrading to OS/2 2.x or 3.0.

1. Use the IFT-2101U2 BIOS Configuration Utility to disable ISA
Mailbox Emulation mode(default is disabled). To do this, at
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5. With your mouse, click on the folder icons for WINNT and then
V4 0. Your selection of the AN\WINNT\V4_0 directory will
indicated. (Note: for Windows NT 4.0 for DEC Alpha, you shouid
select the A:\ALPHANT\V4_0 directory.)

Install From Disk

1 Insert the manufactuer's installation dekitotedive. | | .
_.i“'g} selected, and then click GK. : o

Cony manufactiser’s fles from: L _ . : _
[AwWINNTWA_D > i'_‘: Browse... s

6. You will see the IFI-2000 Series Miniport Driver for
Windows NT 4.0 highlighted in gray. Press <Enter> to select it.

7. You will be asked which directory you want {0 install the driver
from. Type in AX\WINNT\V4_0 and then press <Enter>. (Note:
for Windows NT 40 for DEC Alpha users should type in
AN\ ALPHANT\V4_0.)

4  Windows® 95/98 Driver Installation

The following files are supplied for driver installation, they are put in
the \ WIN95 subdirectory for Windows 95/98.

_IFT2000.MPD: IFT-2101U2 Miniport Driver for Windows 95/98.
_IFTW95.INF : Information file for driver installation.

4.1 Installing Windows 95/98 and the Driver

1. Use IFT-2101U2 BIOS Configuration Utlity to disable ISA
Mailbox Emulation Mode (default is disabled). To do this, at
system bootup, press [Ctrl-1], select Configure Card option, then
change IO Port Address to DISABLED.

2. Use Infortrend Text RAID Manager or R5-232 Terminal Interface
to configure Logical Drives and SCSI Devices and map them to
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10. Select Infortrend IFT-2000 Series RAID Miniport for NT v4.0
from the list, and then press <Enter>. The Windows NT Setup
screen will now indicate that it recognizes the RAID Miniport in
addition to the IDE CD-ROM. Setup gives you the choice of
specifying additional devices for use with Windows NT (press
"S"} or of not specifying additional devices (Press <Enter>). Press
<Enter> to continue.

11. Remove the IFT-2101U2 driver diskette and re-insert Windows
NT 4.0 Installation Diskette #3, as prompted. Confirm your
system configuration and accept the Windows NT license
agreement, as prompted. Setup will display the logical drive that
you created on the SCSI adapter. Setup asks if you want to install
Windows NT on that drive. Press <Enter> to begin installation on
that logical drive. (At this point, Windows NT also gives the
choice of partitioning the logical drive. To keep the example
simple, we do not do this.} The rest of the installation is described
in the Windows NT 4.0 User's Manual.

3.5 |Installing the Driver During Installation of
Windows NT 4.0 (for DEC Alpha)

The Windows NT 4.0 for DEC Alpha installation is almost identical to
the installation for Windows NT 4.0 for x86. There are two
differences. First, the IFT-2101U2 cannot be used as the boot device in
Windows NT for DEC Alpha; and second, in step 10 (see Installing the
Driver During Windows NT 4.0 Installation), you should choose the
device driver called Infortrend IFT-2000 Series RAID Miniport for
Alpha NT v4.0, See Section 3.4, steps 6 through 11, for instructions on
installing Windows NT 4.0 for DEC Alpha.

The following files are supplied for driver installation, they are put
in the \ALPHANT\ V4 _0X subdirectory for Windows NT 4.0

-IFT2000.5YS: IFT-2101U2 Miniport Driver for Windows NT 4.0.
-IFTNT: Tag file for driver installation.

~OEMSETUP.INF: Information file for driver installation.
-TXTSETUP.OEM: Information file for driver installation.
-READMENT: An text file describing the IFT-2101U2 miniport

driver.
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11. Shutdown Windows NT, then restart your computer. It is possible
that some drive letter assignments may be different from previous
configuration.

3.3 Updating Windows NT 3.1/3.51 Device Driver

1. Copy the new device driver from the distribution diskette to the
directory [SystemRoot]\system32\drivers, where [SystemRoot] is
the system root directory of Windows NT.

For example, if the system root directory is C:\WINNT, then type
the following:

copy a:\winnt\v3_1\ifi2000.sys c:\winnt\system32\drivers
Skip step 2 if the version of your Windows NT is not v3.1.

5 If one of the IFT-2101U2 controllers control the system boot disk,
use ATTRIB.EXE to disable the hidden, system and read only
attributes of c:\ntbootdd.sys, then copy the same driver to
¢:\ntbootdd.sys and restore the attributes of c:\ ntbootdd.sys.

For example,
attrib -h -r -s ¢:\ntbootdd.sys
copy a:\winnt\v3_1\ift2000.sys c:\ntbootdd.sys
attrib +h +r +s c:\ntbootdd.sys

3. Shutdown Windows NT, then restart your computer.

3.4 Installing the Driver During
Windows NT 4.0 Installation

The following installations are covered in this section:

A. You want to first create a RAID logical drive and then install
Windows NT 4.0 on it; and B. You want to install Windows NT on
one of your SCSI hard disk drives. If you want to install
Windows NT 4.0 on a RAID logical drive, begin at step 1 below; if you
want install Windows NT 4.0 on a single SCSI hard disk drive, begin
at step 10 below. (For either configuration, we assume that you have
already installed the IFT-2101U2, attached the cable(s) to a channel(s),
attached SCSI hard disk drives to the cable(s), attached the power
supply cables to the drives, and then turned on the power supply for
both the drives and the system.

The following files are supplied for driver installation, they are put
in the \WINNT\ V4_0X subdirectory for Windows NT 4.0
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diskette. If you are installing windows NT 3.5x, copy all files
from \WINNT\V3_5X to root directory of the backup diskette.
Use the backup copy as your working diskette.

4, If you are installing Windows NT from a floppy drive, insert the
"Windows NT Disk #1" into floppy drive A. If you are installing
windows NT from a CD-ROM drive, insert the "Windows NT
Setup Boot Disk" into floppy drive A.

5. Reset your computer.

6. When Prompted, select Custom Setup. If you are installing
Windows NT 3.1 go to step 8.

7. Press § to skip mass storage devices detection.

8. Windows NT setup cannot find any adapter and displays NONE.
Press S to specify additional SCSI controllers. From the list of SCSI
adapters, select "Other (Requires disk provided by a hardware
manufacturer)”.

9 Insert the IFT-2101U2 distribution diskette into floppy drive A
and press [Enter]. The screen displays 'IFT-2000 Series
PCI-TO-5CSI RAID Miniport". Then, press [Enter] to select this
driver.

10. Press [Enter] to continue wWindows NT setup and follow the steps
given in Windows NT Installation documentation.

3.2 |Installing Driver in Existing
wWindows NT 3.1/3.51 System

If you are adding an IFT-2101U2 controller to a computer that already
has an IFT-2101U2 controller installed for Windows NT, then follow
step 1 through step 2 only.

If you are adding an [FT-2101U2 controller to a computer that has no
IFT-2101U2 controller installed for windows NT, then follow all steps.

1. Use [FT-2101U2 BIOS Configuration Utility to disable ISA
Mailbox Emulation mode(default is disabled). To do this, at
system bootup, press [ Ctrl-], select Configure Card option, then
change 10 Port Address to DISABLED.

2 Use Infortrend Text RAID Manager to configure Logical Drives
and SCSI Devices and map them to valid host SCSI-IDs/ LUNs.
Note that SCSI ID 7 is reserved for the IFT-2101U2 controller

A-12 Infortrend




15. Press [Enter] on system console screen

r NetWare Server installation vé4.x NetWare loadable Module |

Driver IFT2000 was successfully loaded

Press <Enter> to continue

16. Press [Enter] to continue the installation

T NetWare Server Installation v4.x NetWare loadable Module J

Selact an action:

Load driver IFT2000 again
Load another (different) driver
Continue with installation

17. Select "Continue with installation" and press [Enter] to continue
the installation.

Note:
The correct syntax in STARTUP.NCF file to load the IFT-2101U2
drivers should resemble the following:

# load ift2000 slot=x
« is the slot number of slot into which where the IFT-2101U2 has been
plugged. The slot number is auto-detected by IFT-2101U2 driver and
shown on the system console screen during IFT-2101U2 driver
loading.
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11. Insert the [FT-2101U2 Driver Diskette into floppy A: and give the
IFT-2101U2 NetWare drivers path by typing netware\v4.x and
press [Enter] then wait for the following screen to appears:

| NetWare Server Installation v4.x NetWare loadable Module |

Selact a new disk driver to install;

IFT2000.D8K IFT-2101U PCI-TO-SCSI Disk Driver for NetWare v4.0x, v4.1
RAIDASPL.DSK  IFT ASPI Manager for NetWare v3,1X, v4.0x and v4.1

This driver supports up to four IFT-2101U Controllers Loaded Drivers
and muitiple

SCSI LUN.

When you load IF2000.DSK you have to specify which
IFT-2101U controller you are loading the driver for by
using the

command line option 'SLOT =N".

Sefect multiple disk drivers <Fh >

Load a driver listed < Enter >

Unload a driver < Del >

Scroll help windows <F7>{up) <FB8>{dn) Change lists <F2>
Help <F1> Previous screen <Esc> Abort INSTALL <Alt> <F10>

12. Select TFT2000.DSK as a new disk driver to install by pressing T
key and pressing [Enter] then wait for the following screen to
appears:

| Netware Server Instalation_vé4.x NetWare loadable Module |

leading dsiver IFT2000.DSK ...

Please wait

A-8 Infortrend




8 Tollow the instructions in the NetWare User's Manual until
following screen appears:

NetWare Server Installaticn v4.x NetWare loadable Modute |

Load Disk Driver

Choose a disk driver that corresponding to the disk controtler
hardware in this server. Repeat this step for additional drivers.

A} (SADISK.DSK Novell ISADISK {AT Compatibie} Driver
MNS16S DSK Mountain Network Solutions, Inc - SCSI Controller Driver
MNSB8MM.DSK Mountain Netwark Solutions, Inc - SCSI 8MM Device Driver
MNSDAT.DSK Mountain Network Solutions, Inc - SCSI DDS DAT Device Driver
¥ [PM11NW40.DSK DPT ISA SCSI HBA Driver

Use this driver with ESDI, MFM, and ST-506 drives {Loaded Drivers

that have adapter boards using the standard AT disk
interface. The ISADISK oriver can use contreilers at
both the primary and the secondary addresses. This
ailows two adapter cards to be installed in the host

Load a disk driver tisted < Enter >

Load a disk driver not listed <ins>

Unload a disk driver < Del>

Scroll help windows <F5>{up) <FB>{dn) Change lists <F2>
Help<F1> Continue <F10> Abort INSTALL <Alt> <Fi0>
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At the system console prompt, use load command to load the IFT-
2101U2 driver by typing load ift2000.dsk [Enter]

8. System console will display the following messages on the
screen:
Loading module IFT2000.05K
IFT-2101U Disk Driver for NetWare v3.1x
Version x.xx  November 3, 1995
Copyright {C) 1995 Infortrend Technology Inc. All Rights Reserved
Auto-loading module IFTASPL.DSK
IFT ASPI Manager for NetWare v3.1x, v4.0x and v4.1
Version x.xx October 27, 1885
Copyright (C) 1995 Infortrend Technology Inc. All Rights Reserved
Supported Stot values are 11
Slot: 11
The slot number(value) is auto-detected by the IFT-2101U2 driver
according to which PCI slot the I[FT-2101U2 has been plugged
into. Write down the slot number for later using in
STARTUP.NCEF.

9. At this point, press [Enter]. If the IFT-2101U2 driver installs
successfully, the system console will display the following
messages on the screen:

PCI Bus # = O, Device # = 9, Port = 400, IRQ = 10
IFT Disk Driver Installed Successiully

10. Load the driver "IFT2000.DSK" once for each installed
IFT-2101U2. This driver supports up to four IFT-2101U2
controllers,

11. After each instance of the IFT-2101U2 driver has been .loaded
successfully, continue with the operations of Novell NetWare
server described in NetWare User's Manual.

Notes:

The correct syntax in STARTUP.NCF file to load the IFT-2101U2
drivers should resemble the following:

# load ift2000 slot=x

x is the slot number of slot into which the IFT-2101U2 has been
plugged. The slot number is auto-detected by IFT-2101U2 driver and
shown on the system console screen during IFT-2101U2 driver
loading.
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where:

[pathl] - A complete DOS path string including logical drive
identifier  and subdirectories indicating where the file
12DOSASP.SYS can be found.

[path2] - A complete DOS path string including logical drive
identifier and subdirectories indicating where the
Microsoft® CD-ROM extension program MSCDEX EXE can
be found.

[driver signature] - The signature for CD-ROM driver, the driver
signature specified in CONFIG.SYS must match the driver
signature specified in AUTOEXEC.BAT mscdex command.

[logical drive] - The next alphabet of the last logical drive been
assigned to hard disk drives.

Example:

If there is a subdirectory, C:\IFT, containing the IFT-2101U2 ASP1
Manager file I[2DOSASP.SYS and CD-ROM Driver file
ASPICDRM SYS, a subdirectory, C:\DOS, containing the Microsoft
CD-ROM extension program MSCDEXEXE, and MS-DOS logical
drives C: and D: have been assigned to hard disks, then the following
lines should be added to the CONFIG.SYS and AUTOEXEC.BAT files
respectively:

In CONFIG.SYS file
DEVICE=C:\IFT\I2DOSASP.5Y5
DEVICE = C:\IFT\ASPICDRM.SYS /D:mscd001
LASRDRIVE=E

In AUTOEXEC.BAT file
C:\DOS\MSCDEX /D:mscd001

Note that there are no restrictions with regard to where these lines
are added in the CONFIG.SYS. Also note that the IFT-2101U2 ASPI
Manager will automatically select an optimal configuration so no
load line options are needed.

The IFT-2101U2 ASPI Manager and CD-ROM Driver can be "loaded
high" should it be desirable to conserve system memory space below
640K. Consult the manual for the particular memory manager
installed on your system for details on how to install a device driver
"high".
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ettings of SNMP Interface

Agert Name or 1P Addiess : I_

Community Mame : [public

- agerk-side Commurication Type
© ¢ BS-23ZIrerace

r-__—g Cagiiaa s e

& Host Bus Irterlace

Controller index : ]g - i

[1. G ! ; Carcel

Enter the Agent name or the IP address and the Community name of
the host computer in the first column.

Setlings of SNHP Inteilace

Agent Name o: 1P Address - ]

Community Name ; ]Eubh‘c

bgent-side COMINICAION T = o s o e e s s
 RS-232 irterface '
& Host Bus Interface B
Contraller indes - -

11
2
M

Click on the select button in front of “Host Bus Interface” to select.
Choose “0” if there is only one IFT-2101U2 RAID controller installed
in ihe remote host computer. Press “OK” to establish the connection.
After the connection established, all the operation will act exactly the
same as executing the GUI RAID Manager from the host computer.

The “Controller Index” refers to the number of the IFT-2101U2 be
found by the host computer. If there is only one controller installed in
the host computer, “0” should be chosen. When more than one
[FT-2101U2 RAID controller installed in the same host computer, the

gm_' -.:
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8.8 Viewing System Information

Cache Status: Clean

[Esc:Exit {Ctrl+l:Refresh Screen

To view the system’s information, move the cursor bar to “View
System Information”, then press [Enter].

A list of information will appear.

CPU Type
Total Cache Size

Firmware Version
Bootrecord Version

Serial Number

The type of CPU installed in the RAID
controller.

The total DRAM size installed in the
controller.

The version of the firmware.
The version of the boot record.
The serial number of the controller.
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87.4 Shutdown Controller

Cache Status:

F & crollor

Shutdown controllar J

rrow Keys:Move Curser |Inter:Salect |#sc:Exic |Ctrlil:Refresh Screen

This function is not supported. The controller is shutdown when the
system is shutdown.
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Changing the Password

To set or change the controller password, move the cursor bar to
“Change Password”, then press [Enter].

If a password has previously been set, the controller will ask for the
old password first. If the password has not yet been set, the controller
will directly ask for the new password. The password can not be
replaced unless a correct old password is provided.

Key-in the old password, then press [Enter]. If the password is
incorrect, it will not allow you to change the password. Instead, it will
display the message “Password incorrect!”, then go back to the
previous menu.

If the password is correct, or there is no preset password, it will ask
for the new password.

Setting a New Password

' RAIDMAN -

Ceche Status: Clean

<1 vk L.
TUnELuL b lon pal Akl £

Fnter:Confirm |Esc:EXit |Ctrl+l:Refreah Screen

Enter the desired password in the column, then press [Enter]. The next
dialog box will display “Re-Enter Password”. Enter the password
again and press [Enter].

The new password will now become the controller’s password.
Providing the correct password is necessary when entering the Main
Menu from the Initial screen.
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8.7 System Functions

+ RAIDMAN

Clean

Cache Status:

ASESIELN
wiew arnd edir Peripheral den
systen ‘unctions

TLoller waintenaw e J

Arrow Keys:Move Cursor |Enter:Select |Esc:Exit |Ctrl+l:Refresh Screen

Choose “System Functions” in the Main Menu, then press [Enter]. The
System Functions menu will appear. Move the cursor bar to an item,
then press [Enter].

8.7.1 Mute Beeper

Y HAIDMAN

Cache Status: Clean

ool edar
arpl o edit Confuigaroaflon il tasfrs
and edit Feripher sl

systen Tunctions

Arrow Keys:Nove Cursor [Enter:Select |Esc:Exit [Ctrl+L;Refreash Screen
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8.6.5 Controller Parameters

Controller Name

"' RAIDMAN

Quirck 1r

Il r w 1n

view and edit configuracion parameters i

-r ————

ontroller Name - Not Sec

b Taledavoon Traweun -

Fnter:Set to Default [Esc:Exit {Ctrl+L:Refrash Screen

Choose “Controller Parameters”, then press [Enter]. The current
controller name will be displayed. Press [Enter]. Enter the new
controller name in the dialog box that followed, then press [Enter].
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Rebuild Priority

Cache Status: Clean

- 7 Main Mermo O
1lariun
Loagiral dreess
HMap

|Esc:Exit |Ctrl+l:Refresh Screen

Choose “Rebuild Priority”, then press [Enter]. A list of the priority
selections will appear. Move the cursor bar to a selection, then press
[Enter]. Please see section 3.3.1 for more information.
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Disk Access Delay Time

3carus: Clean

vin-Tp Dizab
T Pe 2t Prwer-Tp Enabled
Disk Access Delay Time - 15 aeconds

Arrow Keys:Hove Cursor |Enter;Select |Es=c:Exit |Ctrl+l:Refresh Screen

Choose “Disk Access Delay Time”, then press [Enter]. A list of
selections will appear. Move the cursor bar on a selection, then press
[Enter]. Choose Yes in the dialog box that followed to confirm the
setting. Please see section 3.5.3 for more information.

Maximum Tag Count

H

Bl Drive-side 3CSI Paramecers |-—

v Fatansfor.

Arrow Keya:Move Cursor JEnter:Select |Esc:Exit |Ctrl+L:Refresh Screen
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86.3 Drive-side SCSI Parameters

Do

Cache Status: Clean

5CSI Motor Spin-Up Dissbled
TF 1 oat Fuwer Up Enableld
i Telay Tiwe - 15

Areoy Keya:Move Cursor \Enter:Select |EsciExit |ctrl+l:Refresh Screen

Choose “Drive-side SCSI Parameters”, then press [Enter]. The Drive-
side SCSI parameters menu will appear.

SCSI Motor Spin-Up

e RAIDMAN

Auto -] 3 1@_@'
=

Cache Status: Clean

arrow Keys:Move Cursor |Encer:Select |EsciExit |Ctrl+l:Refresh Sereen
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Optimization for Random or Sequential YO

C5 AAIDMAN

Cache Status:

1oand edy d L
3 and cdi = =l ‘
view and edit Jonfiguration parameters

Pl Caching Parameters
v| H —

1 —
I/0

prrow Keys:Move Cursor (Enter;Select JEsc:Exit {Ctrl+L:Refresh Screen

Choose “Optimization for Random I/O” or “Optimization for
Sequential I/O”, then press [Enter]. The “Random”™ or “Sequential”
dialog box will appear, depending on the option you have selected.
Choose Yes in the dialog box that followed to confirm the setting.

(? IMPORTANT:
e Every time you change this setting, you must reset the system
for the changes fo take effect.
e Refer to “3.4.1 Optimal for Sequential or Random /0" for
more information.
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From the “Drive-side SCSI Parameters” menu, select “Periodic Auto-
Detect Failure Drive Swap Check Time - Disabled” and then press
[Enter]. Use the arrow keys to select the desired interval for "Auto
Checking Drive Hot Swap," and then press [Enter] to confirm. If a
member drive of a logical drive fails, the controller will start to check
the failed drive to check if it has been replaced (i.e., the controller
checks the same drive channel and ID at the assigned interval.} Once
the drive has been replaced with another drive, the controller will
automatically start to rebuild to that replacement drive.

Restoring the Default Setting for Target

Cache Status: Clean

i

Lo
S Bl W

Arrow Keys:Move Cursor |Enter:Select |Esc:Exit |Ctrl+l:Refresh S5creen

Choose “Restore to default setting”, then press [Enter]. Choose Yes in
the dialog box that followed to restore all the settings of the SCSI
target.
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Idle Drive Failure Detection

“; Raidman

Auto = I

|EsC:EXIT 1+L:Refresh Screel

Trom the “Drive-side SCSI Parameters” menu, select “Periodic Drive
Time - Disable” and then press [Enter]. Choose the desired interval
for idle drive failure detection.

@ IMPORTANT:
s By choosing a time value to enable the “periodic Drive Check
Time", the controller will poll all of the connected drives in the
controller's drive channels at the assigned interval. Drive
removal will be detected even if a host does not attempt t0
access data on the drive.

o If the "Periodic Drive Check Time" is set to "Disabled" (the
default setting is "Dyisabled"), the controller will not be able to
detect any drive removal that occurs after the controller has
been powered on. The controller will only be able to detect
drive removal when a host attempts to access the data on the
drive.
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sCSI 1fO Timeout

Cache Jtatus: Clean

¥
L; ‘
w| H
D:i.ve-::.de 50581 Parameters i

Far

rrow Keys:Hove Cursor |Enter:Select |Esc:Exit II:r,rl-i-L:F.:f_:esh Screen

Choose “SCSI 1/0 Timeout”’, then press [Enter]. A list of available
timeout jntervals will appear. Move the cursor bar to an interval, then
press [Enter]. Choose Yes in the dialog box that followed to confirm
the setting.
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Parity Check

Cache Status: Clean

e aotied Wi
IMEE]

T o]
1‘*.‘"'

rrow Keys:Move Cursor {Enter:Select |EaciExXit |Ctxl+l:Refresh Screen

Choose “Parity Check”. Choose Yes in the dialog box that followed to
confirm the setting.
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Maximum Synchronize Transfer Clock

Cache Status: Cleen

romE Tranlrer
Halim 5

Frnter:Set to Default |Esc:Exit [Ctrl+L:Refresh Screen

Choose “Maximum Sync. Xfer Clock”, then press [Enter]. A dialog
box will appear on the screen. Enter the clock, then press [Enter].

Please refer to Appendix D, Sync. Clock Period and Sync. Clock
Frequency, for more information.
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855 Viewing and Editing SCSI Target / Drive Channel

Cache 3tatus:d Clean

Ty 1A =1

vjey and edit =csi target |

vrgbled |
J
|EsciExit Ctrl+L:Refresh Screen

Move the cursor bar to a Drive channel, then press [Enter]. Select
#View and Edit SCSI Target”, then press [Enter].

Cache Status: Clean
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853 Setting a Transfer Speed

Cache Status:

prrow Xeys:Move Cursor |Enter:Jelect |EsciExit |Ctrl+L:Refrash Scresn

Move the cursor bar to a channel, then press [Enter]. Choose “Sync
Transfer Clock”, then press [Enter]. A list of the clock speed will
appear. Move the cursor bar to the desired speed and press [Enter]. A
dialog box “Change Sync Transfer Clock?” will appear. Choose Yes.

i IMPORTANT:
o Every time you change the SCSI Transfer Speed, you must
reset the system for the changes to take effect.
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8.5.1 Viewing and Editing a SCSI ID / Channel

YX AAIDMAN
Auto

Cache Status: Clean

hrrow Keys:Move Cursor {Enter:Select |Esc:Exit (Ctrl+l:Refresh Screen

Choose a channel, then press [Enter]. Choose “SCSI ID”. A list of the
existing ID(s) will be displayed on the screen.

(@: IMPORTANT:

Any changes to SCSI ID/channel settings require a system reset to
take effect.
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8.4.4 Adding a Global Spare Drive

Cache Status: Clean

D of 1 Selectad

e

— _.- i

| ol al 1010] 20MB) j
I R S I

_ ———

Arrou Keys:Hove Cursor |¥nter:Select {Xsc:Exit iCtrl+L:Refresh Screen

Move the cursor bar to the SCSI drive that has not yet been assigned
to a logical drive or as a spare drive, then press {Enter]. Choose “Add
Global Spare Drive”. When prompted with “Add Global Spare
Drive?”, choose Yes.

8.4.5 Deleting a Spare Drive (Global / Local Spare
Drive)

Move the cursor to a Local Spare Drive or Global Spatre Drive, then
press [Enter]. Choose “Delete Global/Local Spare Drive”, then press
[Enter] again. Choose Yes.
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8.4.2 Viewing Drive Information

D Main Merg
w2rallation
view and edit Logeral doiwes
wietoand edlno S0 1

[ ]

\ aomBl 0| ON-LINE]

|_o] ol __43s0}
— = |
[ “iew drive information §

Esc:Exit |Ctrl+L:Refresh Screen

Choose the SCSI drive you wish to view, then press [Enter]. Select
#\/iew drive information”. The revision number, serial number and
disk capacity (counts in block; one block refers to 512K) of the drive
will be displayed on the screen.
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ache Status: Clean

:Exit |ttrl+L:Refresh Screen

A list of the current LUN mapping will be displayed on the screen.
Move the cursor bar to the LUN mapping you wish to delete, then
press [Enter]. Select Yes to delete the LUN mapping, or No to cancel.

8.4 Viewing and Editing SCSl Drives

Cache Status: Clean

il I R
EFSE [03ED DRV gUANTUN
,__,,,,.'_,7 JE

arrow Keys:Move Cuwrsor |Enter:Select |EsciExit |Cexl+L:Refresh Screen
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arrow Keys:Mowe Cursor |Enter: Select |EsciEXiC \Ctrl+liRefresh Screen

A partition table of the logical drive will be displayed on the screen.
Move the cursor to the desired partition, then press |Enter].
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:Move Cursot |Enter:Select |Esc:Exit |Ctrl+L:Refresh Screen

Choose the SCSLID you wish to map, then press [Enter].

R
parnary
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You will be prompted to confirm that you would like to add the 5CSI
drives to the logical drive.

"5 Raidman

— _—ﬁ[ﬁ - T_ —

mmml_ ]

Arrow Keys:Move Cursor |EnceriSelect |EsciExit |Ctrl+l:Refresh Screen
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@D IMPORTANT:
e The capacity of the deleted partition will be added into the last
partition.
¢ As long as a partition has been changed. it is necessary to
re-configure all LUN mappings. All the LUN mappings will be
removed with any partition change.

8.2.6 Assigning a Logical Drive Name

gman

Cache Status: Clean

) AFE] nlalh| et jer|
E - P -
fL olrarpsl  2a00f  coon[e| 3| of

i

Enter:Set te Default |Egc:Exit |Ctrl+L:Refresh Screen

Choose the logical drive you wish to assign a logical drive name, then
press [Enter]. Choose “logical drive name”, then press [Enter] again.
The current logical drive name will be displayed on the screen. You
may now enter the new logical drive name in this field. Enter the
logical drive name, then press [Enter] to save the new name.
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Cache Status:

Arrow Keys:Move Cursor (Enter:Select (Esc:Exitc tCtri+L:Refresh Screen

The screen will display a partition table of up to 8 partitions with the
last partition selected. Press [Enter] and type the desired size for the
selected partition, then press [Enter]. The remaining size will be
allotted to the next partition.

Py Aaidman

Cache 3Status:

rrow Keys:Move Cursor |Ehter:Select |[EsciExit (Ctrl+l:Refresh Screen
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8.2.2 Viewing Logical Drives and Drive Members

Choose “View and Edit Logical Drives” in the Main Menu. The
current logical drive configuration and status will be displayed on the
screen. Refer to section 8.1.2, Logical Drive's Status, for detailed
descriptions.

To view the SCSI drive members of the logical drive, choose the
logical drive by pressing [Enter].

. % Raidman

Ao o L

Cache Status: Clean

Arrow Keys:Move Cursor [Enter:Seiect JEsc:Exit {Ctrl+L:Refresh Screen

Choose “View SCSI Drives”. The member drive information will be
displayed on the screen. Refer to section 8.1.3, SCSI Drive’s Status, for
the detailed descriptions of each item.
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The drives can be tagged for inclusion by positioning the cursor on the
drive and then pressing [Enter] to select. An asterisk (*) will appear on
the drive that has been selected. Press [ESC] when done.

L.

i Haximum Drive Capacity @

P -

-1 Masiiwuw arrailar]
il Dbl N

Enter:3et to Default |Eac:Exit (ftrl+L:Refresh Screen

To limit the capacity of each drive included in the logical drive, select
“Maximum Drive Capacity”, then enter the maximum capacity that
will be used by each drive.

You can assign a Local Spare Drive by choosing “Assign Spare
Drives” in the above screen. A list of available drives will be displayed
on the screen. Mark an asterisk (*) on the drive(s) that will be assigned
by moving the cursor bar to that device, then pressing [Enter]. Press
{ESC] when done.

To exit this menu, press [ESC].

A prompt to confirm the changes will appear. Select Yes to create the
logical drive, or No to cancel.
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8.2  Viewing and Editing Logical Drives

8.2.1 Creating a Logical Drive

"% Ravdman

us NjaL|a-z L

Arrovw Keys:Move Cursor |Enter;Select |Esc:Fxit |Ctrl+L:Refresh Screen

Choose “View and Edit Logical Drives” in the Main Menu. The
current logical drive configuration and status will be displayed on the
screen. Choose a logical drive number that has not yet been defined,
then press [Enter]. A prompt “Create Logical Drive?” will appear.
Select “Yes” and press [Enter].
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8.1.6 Viewing the Current Setting of Each Function

Cachs 3tatus; Clean
Warn Menu -

Sodiimes

N

Arrow Keys:Move Cursor |(Enter:Select |Esc:Exit |Ctri+L:Refresh Screen

Most of the current settings of each function can be viewed in the

menu.

In the example shown above:

* The current setting of “Write-Back Cache” is “Enabled”.

» The current setting of Optimization is “Optimization for Random
I/0".
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8.1.5 8CSI Channel's Status

M RAIDMAN

Cache Status: Clean

Arrow Reys:Move Cursor |Enter:3elect |Esc:Exit |Ctrl+L:Refresh Screen

Chl The SCSI channel’s ID.

(ID number) The Primary Controller is using the SCSI ID
for LUN mapping.

NA No SCSI ID applied (Drive Channel mode
only).

DefSynClk Default SCSI bus sync clock:

22.7M The default setting of the SCSI channel is
72.7 Mhz in Synchronous mode.
Async The default setting of the SCSI channel is

Asynchronous mode.

DefWid Default SCSI Bus Width;
Wide 16-bit SCSI
Narrow 8-bit SCSI
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#0nLine
#STB

#Fail

Name

8.1.4 SCSI Drive's Status

DRV ABSENT One of the drives cannot be detected.

INCOMPLETE Two or more drives failed in the logical
drive,

Total drive members in the logical drive.

Standby drives available for the logical drive. This
includes all the spare drives available for the logical
drive.

Failed drive member in the logical drive.
Logical drive name.

Cache Status: Clean

TUTEING 1T 4.

ZB 0 6 ST DA ) R

Arrow Keys:Move Cursor [Enter:S8elect [(Esc:Exit |Crrl+L:Refresh Screen

Slot Slot number of the SCSI drive.

Chl The SCSI Channel of the connected drive,

ID The SCSI ID of the drive.

Size (MB) Drive Capacity.

Speed xxMB The maximum sync. transfer rate
of this drive.
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PC Graphic (ANSIMode):  Enters the Main Menu and operates in
ANSI mode.

Terminal (VT-100 Mode): Enters the Main Menu and operates in
VT-100 mode.

PC Graphic (ANSI+Color Mode): Enters the Main Menu and
operates in ANSI color mode.

Show Transfer Rate+Show Cache Status: Press ENTER on this item
to show the cache status and transfer
rate,

8.1.1 Main Menu

Cache Status: Clean

rroy Keys:Move Cursor |Enter:§elect jEsc:Exit |Ctrl+L:Refresh Screen

Use the arrow keys to move the cursor bar through the menu item,
then press ENTER to choose a menu, or ESC to return to the previous
menu/screen.
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If this option is selected, a list of physical SCSI channels will appear.
Select a SCSI channel that you want to configure, then a new dialog
box of SCSI Channel Configuration will appear.

SCSI Channel 0 Configuration :

SCSI ID 7

Enable SCSI Termination Yas

Configuration 3CSI Davicas <ENTER>

Enable Wide SCSI - Yas
SCSIiD

Use this option to change SCSI ID of SCSI Channel.

Enable SCSI Termination
Use this option to enable/ disable SCSI termination.

Configure SCSI Devices

Use this option to change the low-level SCSI features of SCSI devices.
Device SCSI ID #0  #1 #2 #3 #4 #5 #6  #7
Sync Transfer Period (4ns) 12 12 12 12 12 12 12 12
Enable SCSI Disconnect Yas Yes Yes Yes Yas Yes Yes Yes
Enable SCSI Parity Yes Yes Yes Yes Yes Yes Yes Yes
Enable Wide SCSI Yas Yes Yes Yes Yes Yes Yes Yes
Device SCSI ID #8 #9 #10 #11 #12 #13 #14 #15
Sync Transfer Period (4mns) 12 12 12 12 12 12 12 12
Enable SCSI Disconnect Yes Yes Yes Yes Yes Yes Yas Yes
Enakle S5CSI Parity Yes Yoes Yes Yos Yes Yeos Yas Yes
Enable Wide SCSI Yes Yes Yes Yes Yes Yes Yes Yes

Please refer to Appendix D, Sync. Clock Period & Sync. Clock Frequency,
for the Sync. Transfer Period calculation.

Enable Wide SCSI
Use this option to enable/disable wide SCSI.
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Configuration Color/Monochrome

Configure BIOZ

Configure Card
Configure SCSI
Configure RAID

Reset to Defaults

7.1.1. Configure BIOS

Enable BIOS INT 13H Function
BIOS Translation Mode Auto
Support for Disks > 1 GB Yes
Support for 3 Disks or More {(MS-DOS v5.0 or above) Yes
Support for NOT-ZERO SCSI LUN Yas
Configure BIOS Devices <Enter>

Move the cursor to the item desired to change.

Enable BIOS INT 13H Function
Press [Space] to toggle between Yes or No.

BIOS Transiation Mode

Press [Space] to toggle between Auto and Fixed. Use fixed mode
together with disabling "Support for Disks > 1GB" for UNIX/DOS or
UNIX/ Q52 dual boot system. Use Auto mode for other OS's.

Auto mode:
BIOS detects the existing CHS mapping from the disk.

If any valid CHS mapping is found, BIOS uses it.
If no valid CHS mapping is found, BIOS uses Fixed mode.

Fixed mode:
If option "Support for Disks > 1 GB" is disabled, BIOS uses
SectorsPerTrack = 32, TotalHeads = 64. ’

If option "Support for Disks > 1 GB" is enabled, For disk size <= 1GB,
BIOS uses SectorsPerTrack = 32, TotalHeads = 64. For disk size > 1GB,
BIOS uses SectorsPerTrack = 63, TotalHeads = 255.

Support for Disk > 1 GB
Press <Space> to toggle between Yes or No.
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e T/
- / Partition ¢ - 2GB

RAID 5 e ———
8GE Partition 4 - 1GB
GB

———
\-

S
Partiticn O
2.5GB

Logical Drive 0

<y
RAID D
6GH

e
\- Farition 1
Logical Drive 1 1.5GB

A drive can be assigned as the Local Spare Drive of one specified
logical drive, or as Global Spare Drive.

You may divide a logical drive into several partitions, or use the entire
logical drive as one single partition.

D 0] D1
. . Logical Drive 0
LUNO 2.5GB ',;‘;g_t':ff:)'noé'“e ! LUN D 5GB Partition 2
s |

LUN1 =——"————= ogicai Drive O] LUN % Logical Drive 1
! Position 1 1.5GB | partition 1
e ——
LUN 2 Logical Drive O
Partition 0

Map each partition to the host SCSI ID. Each SCSI ID will act as one
indiviual hard drive to the host computer virtually.

Logical Drive 1 Logical Drive 0

Partition 0 Partition 2 Logical Drive 0

Partition 0

Host SCS1 Channel

IFT-2101U2
RAID
Partition 1 Controller

Legical Drive O
Partition 1

Logical Drive 1
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6.2 How Does the RAID Controller Work?
6.21 SCSI Channel, SCS1ID and LUN

A SCSI channel (SCSI bus) can connect up to 15 devices (the 5CSI
controller itself excluded) when the Wide function is enabled (16-bit
SCSI). It can connect up to 7 devices (the SCSI controller itself
excluded) when the Wide function is disabled (8-bit SCSI). Each
device has one unique SCSI ID. Two devices having the same SCSI ID
is not allowed.

ScsT The figure on the left illustrates this. To file a

/ 1o document into a cabinet, you must put the
T document into one of the drawers. Let's
E=I LUND apply this metaphor to SCSI: the SCSI ID is
the cabinet, and the drawers are the LUNs

== LUN1 (LUN is short for logical unit number.) Each
cabinet (SCSI ID) can have up to 32 drawers

=7 LUN2 (LUNs). Data can be stored into one of the
/ LUNs of the SCSI ID. Most SCSI host

adapters treat a LUN like another SCSI

device.
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6. All the possible RAID levels will be displayed,
choose a RAID level by using the T | keys to select a
RAID level and press [Enter]. The spear drive assigned
in this item is Local Spare drive, not Global Spare drive.

RATD 5 + Spare
RAID

RAID 3 + Spare
BAID 3

RAID 1 + Spare
RAID 1

RAID B

NRAID

The controller will start initialization and automatically map the

logical drive to LUN 0 of the first host channel.

| [nitializing ]

6% Completed
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4.4.3 Mixing Internal and External Drives
Ultra2 Wide SCSI Bus {LVD) 7,

SC8l cable v Exlemal
e Lvo
Terminator

SCS1cable Ultra2 Wide SCSI Bus (LVD)
External
LvD
Terminator

* All drives, terminators and SCSI cables
Terminator should use Ultra2 Wide SCSI {LVD}
Disabled compliant devices only.

P S

SCSI cable Uttra2 Wide SCSI Bus (LVD)
Internal and External Channel 1 totally Up to 15 drives Externai
LvD
Terminator
SCSt cable Ultra2 Wide SCSI Bus (LVD)
Internal and External Channel 4 totally Up to 15 drives Exterral
LvVD

Terminator

The termination should be disabled if both internal and external SCSI
connectors of the same channel are being used.

All devices (including SCSI drives, cables and terminators) should be
Ultra2 Wide LVD SCSI compliant. It is not recommended to connect any
Single-ended devices to the LVD drive SCSI bus directly.
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* Since all non-disk SCSI devices are single-ended, it is not
recommended to attach any non-disk devices to IFT-2101U2 PCI
RAID controller if Ultra2 Wide SCSI drives (LVD) are attached.

IMPORTANT:
Changing any settings in "'View and Edit SCSI Channels” requires a
system reset to take effect.

——

4.4 Configuration Examples and Termination Settings

Drive Channet 0
{68-pin internal SC5| connactor)

Drive Channel 1
{68-pin internal 8CSI connector)

Drive Channel g
(98-pin external SCS( connector,
ultra-high-dengity)

- Channel ¢
i Embedded
A LVD Terminator

Channel 1

K, Embeddaa
f LVD Terminator

Drive Channsl 1
(68-pin external SCSI ¢onnactor,
ultra-high-density)

Both the drive SCSI channels on IFT-2101U2 are Ultra? Wide LVD
channels. Each channel has two SCSI connectors, one for internal
connection, the other for external connection. Each SCSI drive channel has
embedded Ultra2 Wide LVD terminators. The termination on each
channel can be enabled or disabled by user with Text RAID Manager in —
each operating system, or configured in the IFT-2101U2 BIOS settings.
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4.2 Installing DRAM SIMM

IMPORTANT:

(@: The IFT-2101U2 requires a minimum of 8 Mbytes of DRAM in one
SIMM (with or without parity function) installed in SIMM socket o
operate. The controller is normally delivered without any DRAM
installed.

The following are guidelines with regards to DRAM:

* Use 72-pin 60ns DRAM or 60ns EDO RAM SIMM modules. EDO
RAM is recommended to improve the performance. -

* DRAM with or without parity is auto-detected by IFT-2101U2, bu
DRAM with parity is recommended for security.

* Minimum DRAM required is 8 Mbytes installed in SIMM socket,
however 16Mbytes is recommended.

o IFT-210102 supports 8, 16, 32, 64, and 128 Mbyte DRAM SIMM
modules. Maximum DRAM size is 128 Mbytes.

To install DRAM SIMM
1. Power off the system and disconnect the power connector.
2. Insert the DRAM SIMM paralleled with the key to the left (1). Then,

push towards the back until the hooks on both sides of the socket
snap into place (2) as shown below.

4-2 Infortrend




This page is left intentionally blank.




Logical Drive E: is now composed of two 900MB partitions with a total
volume of 1800MB. To see this, hold down on the <Ctrl> key and
select both Disk 1 and Disk2; then right-click your mouse and select
"Properties.”

C:

Dixk: D
NTFS
206 MB 2016 M8
i Dirk 1 E:
- ANTFS
SOMS - {S00MB
Disk 2 {e:
INTES
900 kB . 1900mMB

CH:ROM O [D: 5
{Voluee set 1 o
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Return to Windows NT Server’s Disk Administrator. There now exists
a Disk 2 with 900MB of free space. Click on Disk 2 to select it.

s Disk Admin

ratoy

{NTFs
"7 2016 MB

Esdend Volume el
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Follow the steps described in section 8.2.8 to add SCSI disk drives and

perform Mode 1 Dynamic Logical Drive Expansion.

< Radman

Cache Statusa: Clean

|maTDO| 1800 GOOD | 5

| . el adding NN

The 900MB logical drive has become a 1800MB logical drive.

cursor on that logical drive, and then press <Enter>.

Place the

Cache Status: Clean

W ol rawol —iscol ——Com [sT4[ o]
S N S JEREE -
i ! !

hrrow Keys:Move Cursor |Enter;3elect |Esc:Exit |Crri+l:Refresh Screen
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The Example:

The following example demonstrates the expansion of a 900MB
RAID 0 logical drive. The Text RAID Manager software that comes
with the [FT-2101U2 is used to communicate with the RAID controlier.

o Haidman

TS BT u",i’&-. [
L

ID ‘-m_-mmm*-m_J

Arrow Keya:Move Cursor |Enter;S8elect |EsciExit ICtel+l:Refresh Screen

You can view information about this drive in the Windows NT
Server’'s Disk Administrator.

2 Disk Administrator I
Pathon EakToyarce Jook View Qptors Heb

=[5 sl

=1 Disk § o=
NTFS
2016 MB 2016 MB
s Disk 1 E:
NTFS
300 MB 900 MB

=A CO-ROM 0 D:

B P oo e
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This resuits in a new 4-Gigabyte, RAID 5 logical drive composed of
RAID Expansion - Mcde 2 (2/3)

a ! 26B 268 4GB | 4GB

,,,,,, RAID § (465"

Copy and Replace the other nteinbar drives one hy one
ungil afl the membar drives have been replaced

New
Drive

"RAID Expansion” to use the additional capacity.

Copy and Replace each member drive. After all the
member trives have been replaced. execute the
nused

three physical drives. The 4 Gigabytes of increased capacity is in a
new partition,

RAID Expansion - Mode 2 (3/3)

RAID 5 (3GB) --

it parttions

‘Partilion 1 f

RAID 5 (408}

After the RAID Expansion. the additional capacity
will appear as another partition. Adding the extra
capacity into the existing partition requires 08
support.
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3.5.8 Periodic Auto-Detect Failure Drive
Swap Check Time

The “Drive-Swap Check Time” is the interval at which the controller
checks to see whether a failed drive has been swapped. When a logical
drive’s member drive fails, the controller will detect the failed drive
(at the selected time interval). Once the failed drive has been swapped
with a drive that has adequate capacity to rebuild the logical drive, the
rebuild will begin automatically.

The default setting is “Disabled,” meaning that that the controller will
not Auto-Detect the swap of a failed drive. To enable this feature,
select a time interval,

3.6 Dynamic Logical Drive Expansion

3.6.1 Whatls It and How Does It Work?

Before Dynamic Logical Drive Expansion, increasing the capacity of a
RAID system using traditional methods meant backing up, re-creating
and then restoring. Dynamic Logical Drive Expansion allows users to
add new SCSI hard disk drives and expand a RAID 0, 3 or 5 Logical
Drive without powering down the system.

3.6.2 Two Modes of Dynamic Logical Drive Expansion

There are two modes of Dynamic Logical Drive Expansion: Mode 1
and Mode 2.

On-line RAID Expansion

Mode 1 Mode 2
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write data to a drive, but the drive does not respond within the SCS]|
1/0 timout value, the drive will be judged to be a failed drive.

When the drive itself detects a media error while reading from the
drive platter, it will retry the previous reading or recalibrate the head.
When the drive has encountered a bad block on the media, it has to
reassign the bad block to another spare block. However, all of this
takes time. The time to perform these operations can vary between
different brands and models of drives.

During SCSI bus arbitration, a device with higher priority can utilize
the bus first. A device with lower priority will sometimes get a SCSI
I/O timeout when higher priority devices keep utilizing the bus.

The default setting for “SCSI I/0 Timeout” is 7 seconds. It is highly
recommended not to change this setting. Setting the timeout to a lower
value will cause the controller to judge a drive as failed a drive is still
retrying or while a drive is unable to arbitrate the SCSI bus. Setting the
timeout to a greater value will cause the controller to keep waiting for
a drive, and it may sometimes cause a host titmeout.

3.5.5 Maximum Tag Count

The maximum number of tags that can be sent to each drive at the
same time. A drive has a built-in cache that is used to sort all of the
I/O requests (“tags”) which are sent to the drive, allowing the drive to
finish the requests faster. The cache size and maximum number of
tags varies between different brands and models of drive. Using the
default setting - “32" _ is highly recommended. Changing the
maximum fag count to “Disable” will cause the internal cache of the
drive to be ignored (i.e., not used).

3.5.6  Periodic Drive Check Time

The “Periodic Drive Check Time” is an interval for the controller to
check all of the drives that were on the SCSI bus at controller startup
(a list of all the drives that were detected can be seen under “View and
Edit SCSI Drives”). The default value is “Disabled”. “Disabled” means
that if a drive is removed from the bus, the controller will not be able
to know - 50 long as no host accesses that drive. Changing the check
time to any other value allows the controller to check - at the selected
interval - all of the drives that are listed under “View and Edit SCS]
Drives.” If any drive is then removed, the controller will be able to
know - even if no host accesses that drive.
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i IMPORTANT:
The “Verification on LD Normal Drive Writes” method will affect
“write” performance during normal use.

3.4 Cache Parameters

3.4.1  Optimization for Sequential or Random I/O

When using RAID with applications such as video or image oriented
applications, the application reads/writes from the drive using large-
block, sequential files instead of small-block, random access files. The
IFT-2101U2 RAID controller provides the options to optimize for
large-sequential I/ O or optimize for small-random I /O access.

“Optimization for Sequential I/0” provides a larger - 128K - stripe
size (or “block” size, also known as “chunk” size) than does
“Optimization for Random I/0” (with a size of 32K). A lot of the
controller’s internal parameters will also be changed to optimize for
sequential or random I/O. The change will take effect after the
controller reboots.

If the existing logical drives were built with “Optimization for
Random I/O”, these logical drives will not read/write when using
“Optimization for Sequential I[/O” (shows "INVALID") and vice versa
because the stripe size is different. Change it back to the original
setting and reset the controller to make available the logical drive data
again.

(&~ IMPORTANT:
Changing the setting to "“Optimization for Sequential [/O” or
“Optimization for Random 1/O” should be performed only when
no logical drive exist. Otherwise, you will not be able to access the
data tn the logical drive later on.

3.5 Drive-Side SCSI Parameters
3.5.1 SCSI Motor Spin-up

When the power supply is unable to provide sufficient current for all
the hard drives and controllers that are powered-up at the same time,
spinning-up the hard drives serially is one of the best way of
consuming lower power-up current.
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Manual Rebuild

When a user applies forced-manual rebuild, the controller will first
check whether there is any Local Spare Drive assigned to this logical
drive. If yes, it will automatically start to rebuild.

if there is no Local Spare Drive available, the controller will search for
a Global Spare Drive. If there is a Global Spare Drive, it will
automatically rebuild the logical drive.

Any

User applies I
forcedlrﬁgnum Local Spare Drive Rebuild using the
rebuild assigned to this i.ocal Spare Drive
logical drive?

Any
Glcbal Spare Drive
assigned to this
logical drive?

Rebuild using the
Global Spare Drive

Has the failed drive
been replaced?

Rebuild using the
replaced drive

Wait for
manual rebuild

If neither a Local Spare Drive nor a Global Spare Drive is available,
the controller will detect the SCSI channel and ID of the failed drive.
Once the failed drive has been replaced by a new drive/used drive, it
starts to rebuild using the replaced drive. If there is no available drive
for rebuilding, the controller will not try to rebuild again until the user
applies another forced-manual rebuild.

3.2.4 Concurrent Rebuild in RAID (0+1)

RAID (0+1}) allows multiple drive failure and concurrent multipie
drive rebuild. Newly replaced drives must be scanned and set as
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Flash Selected SCSI Drive

The Read/Write LED of the drive you selected
will light steadily for about one minute.

Flash All SCSI Drives

The Read/Write LED of all connected drives will
light for about one minute. If the LED of the
defective drive did not light on the “Flash
Selected SCSI Drive” function, use “Flash All
SCSI Drives”. The “Flash All SCSI Drives”
function will light LEDs of all the drives except
the defective one.

|

AW LED

RWLED
o |

T

LED Steadily ON

RIWLED

RW LED

i

LED Steadily ON

¢

LED Sieadiy ON

g

LED Siaanlly ON

¢

LED Steadiiy ON

LED Staadily ON

ﬁ#
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Global Spare Drive Global Spare Drive pare Drives serve
& P sal drives.

Logical Drive 0 Logical Drive 1 Logical Drive 2
Global Spare Drive ber drive from any
! fails, the Global Spare

1at fogical drive and
r starts to rebuild.

Global -
Spare [* B

Drive
Logical Drive 0 Logical Drive 1 Logical Drive 2

The IFT-2101U2 RAID controller provides both Local Spare Drive and
Global Spare Drive functions. On certain occasions, applying these
two functions together will better fit various needs. Take note though
that the Local Spare Drive always has higher priority than the
Global Spare Drive.

In the example shown on the next page, the member drives in Logical
Drive 0 are 9 GB drives, and the members in Logical Drives 1 and 2
are all 4 GB drives. It is not possible for the 4 GB Global Spare
Drive to join Logical Drive 0 because of its insufficient capacity.
However using a 9GB drive as the Global Spare drive for a failed
drive that comes from Logical Drive 1 or 2 will bring huge amount of
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Physical Disks

Logical Drive

RAID (@+1) Ty | Block 1
Disk Striping with - el | Bioks
Mirrorin sl i1 Block 5
g \%i:“cg:‘%'/ Block 7
Block 5 :
RAID (0...1) “‘——2&%—#’5/ Mirror 1
Minimum 4 \_Blocks__J
Disks required :
Capacity N/2
Redundancy Yes

RAID (0+1) combines RAID 0 and RAID 1 - Mirroring and Striping.
RAID (0+1) allows muitiple drive failure because of the full
redundancy of the hard drives. If there are more than two hard drives
assigned to perform RAID 1, RAID (0+1) will be performed
automatically.

IMPORTANT:

“RAID (0+1)" will not appear in the list of RAID levels supported by the
controller. If you wish to perform RAID 1, the controller will determine
whether to perform RAID 1 or RAID (0+1). This will depend on the drive
number that has been selected for the logical drive.

RAID 3
Disk St'riping with Logical Drive Physical Disks
Dedicated Parity Disk (T
Black 1 Farity
Block 2 TV
RAID 3 [Zoioors Mo m’
[ Block -4 Plodkd .
Minimum 3 ] x5
Disks required =
: ~-Bloek B4 :
Capacity N-1 Block 7 )
Redundancy | Yes m;j

RAID 3 performs Block Striping with Dedicated Parity. One drive
member is dedicated to storing the parity data. When a drive member
fails, the controller can recover/ regenerate the lost data of the failed
drive from the dedicated parity drive.

3-4 Infortrend




NRAID
Disk Spanning

2 GB Hard Drive
S} 3 GB Hard Drive
CO 1 GB Hard Drive
NRAID

Minimum 1

Disks required

Capacity N

Redundancy No

NRAID stands for Non-RAID. The capacity of all the drives are
combined to become one logical drive (no block striping). In other
words, the capacity of the logical drive is the total capacity of the
physical drives. NRAID does not provide data redundancy.

JBOD :
R . - | 3 .
Single-drive Control = @ 2 GB Hard Drive
Logica! Drive
o Py
"M {)acBHamome

Logical Drive

Minimu:’]BOD 1 (:O 1 GB Hard Drive

Disks required e
Capacity 1 = bl () 268 Hard Drive

Redundancy No Logical Drive

JBOD stands for Just a Bunch of Drives. The controller treats each
drive as a stand-alone disk, therefore each drive is an independent
logical drive. JBOD does not provide data redundancy.

32 Infortrend




<

AN N

Uses AMD 5x86-133 CPU with all executable firmware
downloaded into high-speed DRAM

EDO DRAM supported for enhanced performance
Up to 128 Mbytes of intelligent Read-Ahead/ Write-Back cache
Firmware resides in easy-to-update Flash Memory

GUI RAID Manager and Text RAID Manager interfaces for RAID
management

‘@.—_—.. IMPORTANT:

IFT-2101U12, mentioned throughout this manual refers to both the
IFT-2101U2A and IFT-2101U2B controllers. There is only one
difference: The IFT-2101U2A has one Ultra2 Wide SCSI channel
on board, and the IFT-2101U2B has two Ultra? Wide SCSI
chanmnels on board.
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