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Warmning and Certifications
FCC (applies in the U.S. and Canada)

This equipment has been tested and found to comply with the
limits for a Class B digital device, pursuant to Part 15 of the FCC
Rules. These limits are designed to provide reasonable
protection against harmful inferference when the equipment is
operated in a residential installation. This equipment generates,
uses, and can radiate radio frequency energy and, if not
installed and used in accordance with this user’s guide, may
cause harmful interference to radio communications. However,
there is no guarantee that interference will not occur in a
particular installation. If this equipment does cause harmful
interference to radio or television reception, which can be
determined by tumning the equipment off and on, the user is
encouraged to fry to cormect the interference by one or more of
the following measures:

Warmning and Certifications

This device is in conformity with the EMC

* Reorient or relocate the receiving antenna.

* Increase the separation between the equipment and receiver.

- * Connect the equipment into an outlet on a circuit different
from that to which the receiver is connected.

* Consult the dealer or an experienced radio/TV technician for
help.

*Shielded interface cables must be used in order to comply with
emission limits.

*Changes or modifications not expressly approved by the party

responsible for compliance could void the user's authority to
operate the equipment.

C€ This deviceis in conformity with the EMC




Important! Safety Instructions, Care and Handling

10.

Before starting, take a few minutes to
read this manual, read all of these instructions
and save this manual for later reference.

Protect the Disk Array from extremely high or low
temperatures. Let the Disk Array warm (or cool ) to
room temperature before using it.

Protect the Disk Array from being bumped or
dropped. Do not place this product on an
unstable cart, stand, or table. It may fall, causing
serious damage to the product.

Keep the Disk Array away from magnetic forces.

Do not use this product near water.

Keep the Disk Array away from dust, sand, or dirt.

Gaps and openings in the cabinet and the back
are provided for ventilation. To ensure reliable
operation and to protect it from overheating, the
gaps and openings should never be blocked

or covered by placing the product on a bed,
sofa, rug, or other similar surface.

Do not place this product near or over a radiator
or heat register.

Refer to rating plate for voltage and check the
appliance voltage corresponds to the supply
voltage.

The appliance must be grounded. This product is
equipped with a 3wire grounding-type power
cord, this power cord will only fit into a
groundingtype power outlet.



11.

12.

13.

14.

If an extension cord or a power center is used
with this product, make sure that the total of all
products plug into the wall outlet does not
exceed the ampere rating.

Do not place the Disk Array where the cord will
be walked on.

Never push any kind of object into this product
through cabinet gaps and openings, they may
touch dangerous voltage points cause a risk of
fire or electric shock.

Unplug the power cord from the wall outlet
before cleaning. Keep the Disk Array dry. Do not
use liquid cleaners, aerosol cleaners, or a wet
cloth. Use a damp cloth for cleaning.

. Except as specifically explained in this User’s

Manual, please do not attempt to service this
product by yourself. Opening or removing the
covers may expose you to dangerous voltages.

. Unplug this product from the wall outlet and refer

servicing to qualified service personnel under the
following conditions :
®[f this product has been exposed to water or
any liquid.
®lf the product has been dropped or the
cabinet damaged.



Operating Environment

When selecting a suitable working location, please consider :
®\/entilation

®Temperature

®Dust and dirt

®Etlectromagnetic and Radio Frequency Interference.
®Security

The selected location should provide at least six inches of open
space around the Disk Array cabinet for proper air flow.

Your Disk Array functions best at normal room temperature. Choose
a location free from extreme heat or cold.

The Disk Array’s LCD Panel may be damaged by exposure
to intense sunlight. Limit exposure to indirect or subdued
sunlight only.

Your Disk Array should be used in a clean environment that is free
from airfborne contaminants such as dust, dirt, and smoke. Excessive
moisture or oil particles in the qir can also hinder your system’s
performance.

To reduce the possibility of data errors caused by electromagnetic
interference, locate your Disk Array af least five feet away from
electrical appliances and equipment that generates magnetic
fields.



About This Manual

This manual serves as a useful guide you can refer to when you
wish to install and operate your Disk Array. It includes the
following information :

® Chapter 1 : “ Introduction “
Introduces you to your new Disk Array’s
features and general RAID conceptfs.

® Chapter 2 : “ Getting Started “
Describes general information about this Disk
Array.

® Chapter 3 : “ Configuration “
Provides a Quick and Easy way to setup this
Disk Array.

® Chapter 4 : “ Advanced Information “
Describes information in more detail.

® Chapter 5 : “ Hot-Swap *“
Describes Hot-Swap components.

® Appendix A : “ Technical Specification “
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Introduction

Chapter 1: “Introduction”

This chapter will infroduce you to your new Disk Array’s features and
provide information on general RAID concept.



Infroduction

Features

This section provides an overview of the features. For more detailed
information, please refer to the technical specifications appendix
at the end of this manual .

Your Disk Array includes the following features :

Easy Operation

As everyone knows, conventional Disk Arrays are designed for
experienced computer specialists. To solve complicated and time
consuming operating procedures, we came up with a revolutionary
ideq :

— Innovative Plug And Play RAID —

As compared to a conventional Disk Array’s long-winded setup
procedures, your Disk Array can be ready to go after using the
simple step by step built-in setup program.

Ultra High performance

Your Disk Array combines an extremely high speed microprocessor
with the latest chip set, IDE hardware technology , perfect firmware
and an artistic design. The result is one of the fastest, most reliable

Disk Array systems on the market.

+ Supports virtually all popular operating systems, platforms and
network environments bbecause it works independently from the
O.S.

+ Ultra 160 LVD SCSI channel interface to your Host computer, up
to 160MB data transfer rate provides the processing and access
power for you to handle complex and large files.

Selective SCSI'ID 0 ~ 14, support with active termination.
Tagged-command queuing : allows processing of up 1o 255
simultaneous data requests.

Selective RAID levels O, 1, O+1, 3 or 5, JBOD.

Build-in 64MB cache memory, expandable up to 512MB.
Serial communication port ( Terminal Port ) permits array
controller operation through a standard VT100 terminal

(or equivalent).
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Solid reliability

L 4

*

Automatic failed disk drive detection.

Auto rebuild : when a replacement disk installed (or by using
hot spare disk ), The system provides automatic data rebuild
without any commands or functions keyed in. ( Transparent to
Host )

Efficient maintenance

*

>

An LCD status panel displays a comprehensive readout of the
operating status, and the HDD LED indicators on each HDD tray
display the individual HDD status.

When disk failure occurs on a memiber disk of the disk array, the
built-in buzzer sounds simultaneously and LCD status panel also
points out the location of the failed hard disk drive. In the
meantime the LED HDD status indicator will light up * Red “on
the failed HDD tray , according the LED indicator on the HDD
fray you can perform quick, efficient and correct maintenance.
Hot Swap : allows you to remove and install the * Hot Swap *
parts without interrupting data access while the system is on.
The " Hot Swap " parts include the Hard Disk Drive, Redundant
Power Supply Unit and Cooling Fan.
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General RAID Concepts

Correct installation of the disk array requires an understanding of
RAID technology and the concepts described in this section.

Definition

RAID is an acronym of Redundant Array of Independent Disks .

A RAID is a Disk Array in which part of the storage capacity is used
to record redundant informnation about the user data stored on the
remainder of the storage capacity. The redundant information
enables regeneration of user data in the event that one of the
Array’s memiber Disks or the access path to it fails.

Benefits of RAID

1. Secure Data
RAID is an emerging storage technology with the potential to
revolutionize the data storage technology. A typical RAID unit
contains a set of disk drives, typically two to six, which appear to
the user 1o be equivalent to a single large capacity disk drive.
The remarkable benefit of disk array is that if any single disk in the
RAID fails, the system and array still continues to function without
loss of data. This is possible because the redundancy data is
stored on separate disk drives and the RAID can
reconstruct the data that was stored on the failed disk drive.

2. Increases system performance
As the effective seek time for finding data on a disk can
potfentially be reduced by allowing multiple simultaneous access
of different data on different disks. Utilizing parallel reads and
writes of the data spread across the disks in the array, the data
fransfer rate can be increased significantly over that of a single
disk.

3. Easy maintenance
RAID system maintenance is typically simplified because it is
easy to replace individual disks and other components while the
system continues to function. ( Hot swap support )
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RAID Levels

RAID Level 0 : “ Disk Striping “ High I/O Performance

hE —

Disk;irruy'(:ormouﬁ; ez
Array Management Software

Provides Logical to Physical Mapping

e g pd b nS il
e e e e e
Disk 1 Disk2 Disk3 Disk4 Disk5 Diskg Physical

e Improved I/O performance is the major reason of using RAID
level 0.

No protection is provided against data loss due to member
disk failures. A RAID level O array by itself is thus an unsuitable
storage medium for data that can not easily be reproduced,
or for data that must be available for critical system operation.
It is more suitable for data that can e reproduced or is
replicated on other media.

A RAID level O array can be particularly useful for :

+Storing program image libraries or runtime libraries for rapid
loading, these libraries are normally read only.

+Storing large tables or other structures of read only data for
rapid application access. Like program images, the data
should be backed up on highly reliable media, from which it
can be recreated in the event of a failure.

+Collecting data from external sources at very high data
fransfer rates.

e RAID level O arrays are not particularly suitable for :
+Applications which make sequential requests for small
amount of data. These applications will spend most of their
I/O time waiting for disks 1o spin, whether or not they use
striped arrays as storage media.
+Applications which make synchronous random requests for
small amounts of data.



Introduction

RAID Level 1: “Disk Mirroring” High Data reliability

ement Software

Array Mana
Fto Physical Mapping

Provides Logical

Physical

Optional

RAID level 1 provides both very high data reliability and continued
data availability in the event of a failure of an array member. When
a RAID level 1 memiber disk fails, array management software
simply directs all application requests fo the surviving member.

RAID level 1 is suitable for data for which reliability requirements are
extremely high, or for data to which high performance access is
required, and for which the cost of storage is a secondary issue.
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RAID Level 3 :
“ Parallel Transfer Disks with Parity “
High Data Reliability & Highest Transfer Capacity

IR s b

i Data

Array Ma_naigemenL Sollware
Provides Logical to Physical Mapping
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T et T [Tl [ e
Disk1 Disk2 Disk3 Disk4 Disk5 Disk6 Physical

P : Parity

RAID Level 3 technology use a dedicated parity disk to store
redundant information about the data on several data disks. RAID
Level 3 is an excellent choice for applications which require single
stream 1/O with a high data transfer rate.

RAID Level 3 is optimal for applications in which large block of
sequential data must be transferred quickly, these applications are
usually of one of these types :

® They operate on large data objects such as graphical image
processing, CAD/CAM files, and others.

® They are non-inferactive applications that process large data
sequentially.

They usually request a large amount of data (32KBytes or more)
with each I/O request.

® The distinctive performance characteristics of RAID Level 3 :
+ RAID Level 3 provides excellent performance for data
fransfer-intensive applications.

+ RAID level 3 is not well suited for transaction processing or
other /O request-intensive applications.

1-7
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RAID Level 5 :
“ Independent Access Array with Rotating Parity “
High Data Reliability & Transfer Capacity

Array Mana
Provides Logica

i;emenL Sollware
to Physical Mapping

Rl [eal en (eal Benl (B
7] het] [Tt [Te7] [Tal] [DsT
Disk 1 Disk2 Disk3d Disk4 Disk5 Disk6 Physical

P Parity

When RAID Level 5 technology is combined with cache memory fo
improve its write performance, the result can be used in any
applications where general purpose disks would be suitable.

For read only or read mostly application 1/O loads, RAID Level 5
performance should approximate that of a RAID Level O array. In
fact, for a given user capacity, RAID Level 5 read performance
should normally be slightly better because requests are spread
across one more memibers than they would be in a RAID Level O
array of equivalent usable capacity.

o A RAID level 5 array performs best in applications where data
and I/O load characteristics match their capabilities :

+Data whose enhanced availability is worth protecting, but for
which the value of full disk mirroring is questionable.

+High read request rates.

+Small percentage of writes in I/O load.
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e RAID level 5 arrays have unigue performance characteristics :

+The data can be recalculated or regenerated, using parity,
when any drive in the array fails.

+When the failed drive is replaced, either automatically if the
subsystem contained a hot spare drive, or by user intfervention
during a scheduled maintenance period, the system will be
restored its full data redundancy configuration by rebuilding
all of the data that had been stored on the failed drive onto
the new drive. This is accomplished using parity information
and data from the other data disks. Once the rebuild process
is complete, all data is again protected from loss due to any
failure of a single disk drive.
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Summary Comprison of RAID Levels

RAID | Common Description Array’s D.OTC.'. TE?JOsgr
Level Name Capcity |Reliabiity Capacity
0 Disk Data distributed across the [N) Low Very

Striping disks in the array. disks High
No redundant infromation
provided.
Very
1 Mirroring All data Dulicated 1 * disk High High
3 Parallel Data sector is subdivided (N-1) Very Highest
Transfer and distributed across all dlisks High of dll
Disks with data disk. Redundant listed
Parity information stored on a alternatives
dicated partiy disk
5 [Independent| Data sectors are disfriouted [ (N-1) Very Very
Access Array | as with disk striping, disks High High
with Rotating | redundant information is
Paridy interspersed with user data.
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Supported RAID Levels

Based on the needs of a Disk Array’s capacity, data availability,
and overadll performance, you can select a proper RAID level for
your Disk Array. The supported RAID levels are shown in below:

RAID
Level

Function
Description

Drives required
Min. Max.

"Disk Striping”, block striping is used, which
yields higher performance than with the
individual disk drives.

* There is no redundant function.

"DlIsk Mirroring”. Disk drives are mirrored,
all data is 100% duplicated on each
equivalent disk drives.

* High Data Reliability

“Parallel Transfer Disks with parity”. Data is
striped across physical drives. parity
protection is used for data redundancy.

“Independent Access Array with Parity”.
Data is striped across physical drives.
Rotating parity protection is used for data
redundancy.

0+1

"Disk Striping” + "Disk Mirroring” Function
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Multi-SCSI Format support

The Disk Array provides one LVD Ultra 160 SCSI channel for
connecting to your host system. With proper cabling, it may support
Narrow or Wide; Standard, Fast or Ultra SCSI formats. ( single
ended )

Overall cable length

For secure data transfer , please refer to the cable length limitations

as below :

* Cable length = External Host cables length + Internal Host cable
length

* Standard Disk Array External cable length = 90cm ( 3 ft)

* Standard Disk Array Internal cable length = 20cm

SCSI Clock Data Maximu Cable Remark
Cable .
Type Rate Rate Length Required
Ultra 160 40 160 12m HPD 68—

(16 bit) MHZ MB/sec HPD 68 pin

LVD
Ultra 2 40 80 12m HPD 68—
(16 bit) MHZ MB/sec HPD 68 pin
Ult

o c;: 20 40 15m |HPD 68—
(16 bit) MHZ MB/sec HPD 68 pin
Ult

SCrSaI 20 20 15m |HPD 68—
(8 bit) MHZ MB/sec HPD 50 pin




Getting Started

Chapter 2: “Getting Started”

General Overview

This chapter helps you get ready to use the Disk Array. It gives you:

Unpacking & Checklist
Choosing a place for Disk Array
|dentifying Parts of Disk Array
Power Source

Installing the Hard Disk Drives
Setup active terminator

Host Linkage

Power-On and Self-test

LED Display and Function Keys
LCD Status Display

Clear beeper

The following illustrations will help you read the further sections.

Special Note:
RAID should never be considered a replacement for doing regular

backup. It's highly recommmended to conduct a backup strategy
for critical data.




Getting Started

Unpacking & Checklist

Before unpacking your Disk Array , prepare a clean and stable
place to put the contents of your Disk Array’s shipping container on.
Altogether, you should find the following items in the package :

®The Disk Array

®One AC power cord
®One External SCSI cable
®Keys ( For HDD Trays )
®User’'s Guide

ORS-232 Cable

®Active Terminator
®Global-Eyes CD

Remove dall the items from the carton. If anything is missing or
broken , please inform your dealer immediately. Save the cartons
and packing materials that came with the Disk Array. Use these
materials for shipping or fransporting the Disk Array.
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Choosing a place for Disk Array

When selecting a place 1o set up your Disk Array, be sure 1o follow
the guidelines as below:
® Place on a flat and stable surface.
® Use a stand that supports at least 50 kgs for this Disk Array.
(HDD included )
® Place the Disk Array close enough to the computer for the Disk
Array’s External cable to reach it.
® Use a grounded wall outlet.
® Avoid an electrical outlet controlled by wall switches or
automatic timers. Accidental disruption of the power source
may wipe out data in the memory of your computer or Disk
Array.
® Keep the entire system away from potential sources of
electromagnetic inferference, such as loudspeakers , cordless
tfelephones, etc.
® Caution !
Avoid direct sunlight, excessive heat, moisture, or dust.

2-3



Getting Started

Identifying Parts of the Disk Array

Front View
2 1 3
. A— A—
N
L_| D K‘
ED LM %
O O_I_ O
7 8

Figure : Front View

LCD Status Display Panel

HDD Trays 1 ~ 3(From Up to Dawn)

HDD Trays 4 ~ 6

Function Keys (a «, Enter , ESC )

Power-On Indicator (PWR Unit T, PWR Unit 2)

Host Computer Access Indicator

HDD Tray Lock ( Lock / Unlock )

HDD Status Indicator

( Error (Red), Access (Yellow), Power-On (Green) )

PN OTA N~



Getting Started

Rear View

12

Figure : Rear View

RS232 Adapter ( VT100 Terminal Port )
Reserved

Power Supply Unit Switch (0 / 1)

Power Supply Unit 1

Power Supply Unit 2

AC Power Input Socket

SCSI channel Port

Cooling Fans

Power Supply "Alarm” Reset Buttom
10 AC Voltage Select Switch ( 115V / 230V )
11. Power Supply Unit Switch (0 / 1)

12. Cooling Fan Screws

VXN OTA~LN -~
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Power Source

Choosing a Working Voltage

The system can run either on AC 115V (4+/10%) or AC 230V(+/10%),
Slide the AC voltage select switch on the power supply to the
correct position which corresponds with the wall outlet supply
voltage.

Warning !

Wrong AC Voltage input will harm the power supply and cause
serious damage to the Disk Array.

Figure : Power Source

I This Disk Array must be grounded

This Disk Array is supplied with an AC power cord equipped with
a 3-wire grounding type plug. This is a safety feature and it is
important to only use a 3-wire grounded mains power cord.
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Installing the Hard Disk Drives

Step 1 : Unlock the HDD tray by tuming the Key-lock to the correct
position.
Step 2 : Gently Pull out the HDD tray.

|—(\_J ___ 7f‘_ -
O L||=CJ_|T . —E] \clac_— _;:
s = - — -5 8
> Pl %=

Figure: Installing HDD step 1,2

2-7
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Step 3 : Insert HDD into the fray

Step 4 : Screw in the hard drive.
( Use the correct size, type and thread )

Step 5 : Cabling, Connect the Data cable and Power cable.

SCREWSJ_‘

9 —

Pl
///é;ﬂuu

O

juguauouuouu

L

—

——

AR Tiiy ."_L!

Figure : Installing HDD step 3, 4, 5

Cabling

‘—|—5CREWS



Getting Started

Step 6 : Gently slide in the HDD tray.

Step 7 : Lock the HDD tray. When powered on, the Green LED will
light up.

_"_
O
O
|

s}
ol

Figure:Installing HDD step 6,7
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How to Setup Active Terminator

For befter data integrity, we suggest you always add an active
terminator on the Disk Array when it is af the end of the SCSI bus..

Plug-in the Terminator before Power-On :

You can find two ports for the host channel adapter on the back of
Disk Array. You can connect the top one with your Host Computer,
and plug in the active terminator on the second one.

Active Terminator

Figure : Active Terminator
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Host Linkage

With the HDD(s) installed correctly, you are ready to connect the
Disk Array to your Host computer.

Use a External SCSI cable to connect your Host computer to the
Disk Array’s built-in SCSI adapter port.

Connect the Host computer as shown below

SCSl
Plug

Host Computer

Figure : Host linkage

For safety reasons, make sure the Disk Array and Host Computer
are turned off when you plug-in the SCSI cable.
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Power-on and Self-Test

When you connect the Disk Array 1o the Host computer, You should
press the ON/OFF Power Supply Switch on both of the power supply
Hot-Swap units and the Main Switch. It will turn the Disk Array

systemn on and the Self-Test will be started automatically.

Power Supply Unit's On / Off Switch

V= e [I000000_o { ——"
. .J (O] I == S ] =

Power Supply Main Switch

Figure:Power-On & Self-Test



Getting Started

LED Display & Function Keys

LED Display

Shown below is the LED Display. Please refer to the illustration, the
LEDs inform you of the Disk Array’s current operating status. Upon
activating a certain function, the corresponding LED indicator
should turn on indicating that the feature is engaged.

(e
22

N
[
o0 ||DI'_:

l

5

Figure : LED Display

Figure:LED Display

LED

Description

1. Power On Indicator

light up: “Green”, it lights when the power sourse is
plugged and system is on.

2. P/S Fail Indicator
(Power Supply Fail)

light up: “Red”, it lights when any one of the
power Unit failed.

3. Host Computer Access
Indicator

light up: “Yellow” indicates Host computer is
curretnly accessing the Disk Array

4, HDD Power-On Indicator

HDD Error Indicator

light up: “Green”, it lights when the HDD frame is
locked and Power-on.
light up: “Red, when the HDD not installed or eror

5. HDD Access Indicator

light up: “Yellow”, when HDD is accessed

2-13
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Function Keys

The four function keys at the top of the front panel perform the
following functions:

() Up Arrow / Right Arrow Use to scroll the cursor Upward / Rightward
(v ) Down Arrow / Left Arrow Use fo scroll the cursor Downward / Leftward
(Enter) Use to confirm a selected item

(ESC) Use to exit a selection
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LCD Status Panel

Located the LCD panel, the LCD status panel informs you of the
Disk Array’s current operating status at a glance. Upon activating a
certain function, a symbol or icon corresponding to that function
will appear in the display window. The symbol will remain in the
display window indicating the status of the Disk Array.

Identifying the status on the LCD
The following illustration shows the symbols (characters) been used
and their representation.

A description of each of the symbols in LCD display window :

Error occur (Fault)

|dentifying Disk Drive

Spare Disk Drive

Disk Drive not installed

R
I
S
X
W

Warning: Disk Drive with too many Bad Sectors

A

Add new Disk Drive when On-Line Expansion

JBOD Configuration

—_

2

J
/

RAID Group 1/RAID Group 2

Example of the LCD status display window :

11T1SXX ID:0 This informs you :
a. HDD 1 ~ HDD 3 : On-line (RAID Groupl)
b. HDD 4 . It is a Spare disk drive
c. HDD 5 ~ HDD6 : Not installed
d. SCSI ID : In“ID#0 "

RAIDT RS This informs you :

123

a. RAID 1 : RAID Groupl

b. RS : RAID Level 5
c. 123 : HDD No. 1, 2, 3 in RAID1
members
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Clear Beeper

The disk drive initialization and fail beeping can be stopped
by pushing the simultaneously twice. But you should emember to
replace the drive. Next time when error happen the beeping will
still be available

Figure : LED Display
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Chapter 3: “Configuration”

After completing the hardware installation, the disk array must be
configured and the logical unit must be initialized before it is ready
fo use. This can be accomplished through the following user
inferfaces :

® Front Panel function keys ( LCD Display )
or

® VT100 terminal connected through the serial port ( Monitor Port)
or

® The GUI S/W (Graphical User Interface). Defails please refer to the
Global-Eyes CD-Rom.

m The LCD display panel and a VT100 terminal can not be used
at the same time.

This chapter guides you through setting up your Disk Array for the
first time. This chapter contains information on setup. The setup
program is a menu-driven utility which enables you to make
changes 1o the configuration and tailor your Disk Array to your
individual needs.

The setup program is a ROM-based configuration utility which
displays the Disk Array’s status and allows you to set up the
parameters. The parameters are stored in a nonvolatile battery
backup CMOS RAM which saves the information even when the
power is Off.

By using an easy-fo-use user interface, you can configure such
ifems as :

® RAID Level

® Hot Spare Disk

® SCSIID

® Password ( For protection from unauthorized use )

® Firmware update (VI100 Terminal mode only) —- for update
procedures please refer to Chapter 4 . Advanced information.

The setup program has been designed to make it as easy to use
as possible. By using a menu-driven program, you can scroll
through the various sub-menus and make your selections among
the various predetermined choices.
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Configuration from the front Panel

The LCD Display front panel function keys are the primary user
interface for the Disk Array. Except for the “Firmware update” ,all
configuration can be performed through this interface.

Function Key Definitions

The four function keys atf the top of the front panel perform the

following functions :

(a) Up Arrow / Right Arrow

Use to scroll the cursor Upward / Rightward

(w) Down Arrow / Left Arrow

Use to scroll the cursor Downward / Leftward

( Enter)

Use to confirm a selected item

(ESC )

Use 1o exit a selection




Configuration

Configuration procedures (via Front Panel)

Main screen

Y

Re-Config RAID

Yes

Y

No

RAID Level
(0,1,3,5,0+1,None)

Y

Hot Spare Disk
(Yes / No)

<

-

Y

Set SCSI D
(0~14)

Y

Set Password
(4 Digital)

Y

A

No

Save Configuration
& Restart

Yes
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Starting the configuration

1.

Power-on the Disk Array. At the end of the power-on self test
program, the LCD displays the current system status. The
default setting is JBOD ( just a Bunch of Disks ).

Press the front panel ™ Enter * key to access the built-in
configuration program.

When the screen displays the password prompt and asks you to
" Enter Password *

Enter Password
OEmEnm

press " Enter " 4 times to input the default password
( default password is * 0000 *)
Re-Configuration RAID

Select " No " to set up “SCSI ID#" ,and
“Password”.

Select " Yes " 1to set up " RAID Level *, " Hot spare disk *, "SCSI
ID#” ,and " Password *
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5. Set RAID Level

Move cursor ( ~ « ) fo the desired RAID Level (0, 1, 3, 5, 0+1,
None ), press " Enter " to confirm.

Warning

All data on the disk drives will be lost by changing the RAID
Level.

* RAID Level * None * = JBOD
6. Set Hot Spare Disk

Select " Yes " to set one Disk Drive as a Hot-spare Disk.
(Valid for RAID Level 5 and 3 , the total numiber of Disk Drives
installed must be more than 3 Disk Drives )

7. Set SCSI'ID

Each device on a specific SCSI bus must be configured with a
target address ( which is a *SCSI ID” ) which is different from any
other devices on the SCSI Bus.

The default SCSI ID for the Disk Array is ID 0.

If you needed to assign a different ID # for your Disk Array. The
available SCSI ID# for this Disk Array are ID# 0 ~ 14 .

You must assign a different SCSI ID to each SCSI device
on the SCSI Bus. The SCSI ID# must be Unique for each
device.
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8. Set Password

Press * Enter " to activate the Password setting. When the cursor
stop on the desired "number” or "character”, Using "+ “ and

" a” function keys to choose the desired characters and then
press * Enter " to confirm it.

Press * ESC " function key for password "No Change”

9. Save Configuration & Restart

Select the Save Configuration function and Press the * Enter ™
key to save and activate your selections.

Warning ! All data will be lost if you changed RAID Levels .

If you already have a RAID level setting and wish to
change to different RAID level, you must setup RAID level
to “None” first, then run the setup procedure again to
setup expected RAID level.

Saving configuration changes causes the disk array
controller’s working parameters to change. This can
produce unpredictable results if it occurs during Host
and Array activity. All activity to the controller should
be stopped before saving configuration changes.

10. The disk array will automatically partition the slice capacity
and assign LUN Number if the total capacity is over 2TB. Thus
after the system restart it will appear in the Host machine
with 2 LUNs (default LUN 0=2TB, rest capacity assign to LUNT )



Configuration

Configuration from VT100 Terminal Mode

By connecting a VT100 compatible terminal or a PC operating in a
terminal emulation mode, a configuration can be performed
through this interface.

To ensure proper communications between the “Disk Array” and
the “Terminal”, Please configure the VI100 terminal settings to the
values shown below :

VT100 Terminal ( or compatible ) Set up

Connection Serial Port (COM 1 or COM 2)
Protocol RS232 ( Asynchronous )
Cabling Null-Modem cable

Baud Rate 115,200

Data Bits 8

Stop Bit 1

Parity None

Keyboard Function Key Definitions

" Enter " key, Use to confirm a selected item

" ESC " key, Use to exit a selection

" A " key, Use to scroll the cursor Upward / Rightward
" Z " key, Use 1o scroll the cursor Downward / Leftward

" Tab " key, Use to switch mode ( Menu / Output Areq )
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Configuration procedures (VT100 Terminal)

Main screen

Re-Config RAID

Yes v

No

RAID Level
(0,1,3,5,0+1,None)

Y

Hot Spare Disk
(Yes / No)

<
-

Y

Set SCSI D
(0~14)

\]

Set Password
(4 Digital)

<

Y

Save Configuration

- No & Restart
B Yes
B Yes|
B On-Line Expand
D NO (Enable)
Y
- Update Firmware
No

Yes

Y

/U;do’re
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Main Screen

Please refer to Chapter4 "Advanced Information” for setting VI100
Terminal in Windows,

& HAID - Hypes T erminal !r—:l m
Eie Edit Mew Cdl Tiansder Help

D|=| 513] o] =)

B

fm=========—===————==  Monitor Utility wl.0IM 00 6====—=mm———————————e-— +
| LCD |
| JIITIT |LBA48 Enable |
|-—===—=——————— MENU ----—--—————————— | DMa Mode = OxBS 5 |
| |DISK: #5 Maxtor 4G160J8 |
| | (c,H,3,M) = (317832, 16, &3, 18&) |
| | LBA48 Enable |
| |DMA Mode = 0x85 5 |
| |DIAK: #6 Maxtor 4316078 |
| | (2, H.8,M)) = (317632, 16, &3, 16) |
| | LBA49 Enable |
| |DMa Mode = OxB5 5 %
| |DISK: #1 Maxtor 4516008
| | (C,H,8,M) = (31763E, 16, &3, 1&)
| | LBEA43 Enable
| |oMA Mode = OxB5 5 #
| |DIAK: #3 Maxtor 451&80T8 #
| | ©C,H,8,M) = (317632, 16, &d, 16) =
| |LB&49 Enable =
| | DMAs Mode = 0OxB3 3
| | Thod ON
| |Hot-Plug function ready.
o +

Move Cursor:AZSE, Tab:3witch to Menu Area j

Connecled 018,05 [wT100 1152008M-  [SCADLL  [CAPS  [NUM  [Copture [Pt echo
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Re-Config RAID

Select " No” for sefting : “SCSI ID” , * Password *

Select " Yes " for setting all the configurations

& RAID - HypesTerminal

File Edit “ew Cal Trendes Help

Dz 515 <] Sl

AZ:Move Cursor, ESC:Exit, Enter:Enter, Tab:Switch to Output Area ]
Please input key: " ".."}7

e — it T w0 . -
| === e e e DUTPUT ==========s=s==== |
| JITITT | LEA4E Enable |
|- MENU ——————————————— | DMA Mode = 0x83 5 |
|+=-Main Menu---+ |pIsr: #5 Maxtor 4G160J8 |
| |Re—config RAID| | (c,H,3,M) = (317632, 16, 63, 16) I
| |PA+-Re-config RAID-+ | LEA4E Enable |
| 1Ha| NO | |DMA Mode = 0x85 5 I
| 13e] E L IDISE: #6 Maxtor 4G160J8 |
| | Botm——mmmmm e e e e 4 | (C,H,8,M) = (317632, le, &3, 1B} |
| |3awve & Restart]| |LEA4E Enabls |
| |on-Line Expand]| | pMA Mode = 0xB5 5 i
| |Tupdata ROM | |pIsk: #1 Maxtor 4316008

| |Adwance SBetup | | (c,H, 3, M) = (317632, 16, 63, 148)

| === mmmmmm e m ¢ | LEA4E Enable

| | DMA Mode = 0x83 3

| |DI8K: #3 Maxtor 4G160J8

| | {(c,H,8,M) = (317632, le, 63, l6)
| | LEALE Enable
I
|

|DMA Mode = 0x83 5

| Thod ON it

| |Hot-Plug function ready. it

e
AZ:Move Cursor, E8C:EBxit, BEnter:Enter, Tab:S8witch to Cutput Area j
-

| Connected 018:37 [wT100 [52008N1  [SCROLL  [CAFS [WUM [Capuse  [Fiiteche




Configuration

Set RAID Level

Move the cursor to the desired RAID Level (O, 1, 3, 5, 0+1, None ),
and Press " Enter ™ to confirm if.

Warning!!
All Data will be lost by changing the RAID level.

& HAID - Hyper T ermmal

Eie Edil Mew Call Tisncler Help

WEEEHEEE

AZ:Mowve Cursor, ESC:Exit, Enter:Enter, Tab:3witch to Ooutput Ares ;I
Please input key: " "..'}°"
fommmmmmm—mmmmmmeeeee + tility wi.01M === mmmemmmmse—meeeee +
e e T LOD —————mmmmmmmmmmmmmmmm—————m - OUPPUT ————-—m—m—m oo I
| JIITIT |LEA4S Enable |
| == MENU ==m==mm—— e e e |DMA Mode = Ox85 § I
|+--Main Menu-—-—+ |DTaR: #5 Maxtor 4s1&008 |
| IRe=config RAID| | (¢, H,8,M) = (317632, 14, &3, 1&) |
| | R | |LBA48 Enable I
| |Ho+-BAID Lewel-+ |DMA Mode = 0xB5 5 |
| 13e] u] | |DISE: #E& Maxtor 4518038 |
ER 1 I | {c,H,3,M) = (317632, 16, 63, 18) I
| 13a] 3 | |LBEA48 Enable |
| |on] I |DMA Mode = 0OxBS5 5 i
| 1Tpl 0o+l I |DISK: #1 Maxtor 4G1l60J8 =
| |&d]| NoNE | | (c,H,83,M) = (317632, la6, 63, 1la)
|+-—4-———m - + | LBASS Enable
| |DMA Mode = OxB5 5
| |DTaR: #3 Maxtor 4s1&008
| | (C,H, 3 M = (317632, 16, &3, 16) #
| |LBA48 Enable =
| |DMA Mode = OxB3 5
| | Thod OM
| |Hot-Plug function ready. it
et ittt +
AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:3witch to Output Area
:
|Connected 0+18:55 VT100 [1152008M1 [SCROLL  [CAPS [MUM [Capbwe  [Prntech
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Hot Spare Disk

Select " Yes " to set One Disk Drive as a Hot Spare Disk.

This Function is valid in RAID level 5 and RAID level 3, the total Disk
Drives installed must be more than 3 Disk Drives.
( Disk Drives number > 3 )

& RAID - Hyper T ermmnal HEE
Fie Edt Wiew Call Twansfer Hep

Dl 58] 2l5] =)

AZ:Move Cursor, ES8C:Exit, Enter:Enter, Tab:8witch to Output Ares ﬂ
Flease input key: " ".."}"

B onitor Utilit 0.01M =  ——mm—mmmmmm— e +
[ === LCD === === = e e OUTEUT ================ I
| JITIIT | LBA48 Enable |
\-----------——— MENU - ——————————————— |DMA Mode = O0xBS 5 |
|+==Main Menu-=--+ IDI8E: #5 Maxtor 4G1&0J8 |
| IRe-config RAID| | (c,H,8.M) = (317632, 16, &3, 16) |
| | RATD Lewvel | | LEA4S Enable |
| |Hot Spare Disk| |DMA Mode = OxB5 5 |
| | Se+-Hot Spare Disk-+ IDISK: #6 Maxtor 4516078 |
TED " | | (c,H,8,M) = (317632, 16, 63, 18) |
TEN YES | | LBA48 Enable |
| |On#=======ccec=ee== + |DMA Mode = 0xB5 5 #
| lupdata ROM | |IDIZF: #1 Maxtor 4=160J8 f=3
| ladvanse Setup | | (c,H,25,M) = (317632, 1l&, &3, 1l&) !
|+-———————————— + |LBA43 Enable B

| |DMA Mode = OxBS5 5 3
| |DISK: #3 Maxtor 4516038

| | (C,H, 8, M) = (317632, le&, &3, la&)

| | LBA49 Enable #
| |oMA Mode = O0xBS5 5 #
|
|

| Tbod ON 1
|Hot-Fluy function ready. #
T e T T e T P T L +
AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:3witch to Output Area
-
Connected 011311 [wT100 [1152008M1  [SCROLL  [CAPS [WUM [Capture [Pt echo
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Set SCSI ID#

Each device on a SCSI bus must be configured for a Target
address (which is a “SCSI ID”), which is different from any other
device on the SCSI Bus.

The default ID for this Disk Array is ID#0

If you needed to assign a different ID# for your Disk ArrQy,
The available SCSI ID# for this Disk Array is ID# 0 ~14

You must assign a different SCSI ID to each SCSI device on the
SCSI Bus. The SCSI ID# must be unique for each device.

& RAID - HyperT eminal

Fie Edi Miew Cal Tramfer Help

D|=| 55| 0| =

AZ:Move Cursor, BSC:Exit, BEnter:Enter, Tab:Switch to Jutput Arsa =l

Plea=ze input key: " ".."}"

e i ilit 1M mmmmmmmmm e +

|-----———————— LCOD ————————— - - - s oo oo - oo ——————— OUTPUT ———————————————— |

| JITTTT |LEA4E Enable |

|===——m———mmm - MENU ———————————————— |oMA Mode = 0x85 § |

|+--Main Menu---+ |DISFK: #5 Maxtor 4516078 ]

| |[Re+-2et 3ICIT ID-+ | {c,H,2,M) = (317632, 16, &3, 16) |

| | A | |1BA48 Enable |

| |Ho 1 | |DMA Mode = 0x85 5 |

I Z | |DISF: #6 Maxtor 4G160J8 |

| 18e 3 | | (C,H, 8 M) = (317632, 16, 63, 1l6) |

| 18a q | |LEA4S Enable 1

| 1Cm 3 | |DMA Mode = 085 5 n

| 1up [ | |DIZK: #1 Maxtor 4G160J8

| lad T | | (c,H,8,M) = (317832, 1&, 83, 1l6)

| +-- 8 | |LEA4S Enables

| 2 | |oMA Mode = 0x835 5

| i0 | |DIZK: #3 Maxtor 418008

| 11 [ | (c,H,8,M) = (317632, 16, 63, 16)

| 1z | |TBA4E Enable

| 13 | |oMA Mode = 0x85 5 s

| 14 [ |Thod ON #

| + |Hot=FPlug function ready. =

o e e e e -

AZ:Move Cursor, E8C:Exit, Enter:Enter, Tab:Switch to Jutput Arsa j
| Connected G131 V1100 (15200841 [SCROLL (475 [MUM
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Set Password

Press " Enter " to activate the password setting then 1o key-in the
desired * Number * or * Character ",

Press " ESC " o skip the charge of the password.

& HAID - Hyper T ermmal

File Edil View Cal Trancler Help

D= 53] ols| =

Please input key: " ".."}" ;I
AZ:Move Cursor, ESC:Exit, Enter:Enter, Tab:3witch to Output Area

e e e T t tility wl.01M = meeeeememmmmmmmemeee +
|- Lch - s ouyreuT - —————— |
| JJIJIIT |LEA23 Enable 1
|mmmm e MENU —————————— |DMA Mode = Ox385 5 I
|+--Main Menu---+ |IDI3R: #5 Maxtor 4516078 I
| |Re=config RAID| | (C,H,a,M) = (317632, 16, &3, 1a&) |
| IRATD Level I |LB&48 Enable |
| |Hot Spare Disk]| | DM Mode = OxB5 5 1
| 12et 3C2I ID | |DISK: #6 Maxtor 4E160J8 |
| |Set Password | | (c,H,s,M) = (317632, 16, &3, 16) I
| |3+--—-3et Password-+ |LBA48 Enable |
RIS IRR RN T |IDMA Mode = 0xB5 5 #
| |Td==mmmmmmmmmmm e + |DIBK: #1 Maxtor 4G160J8 F
| |Addwance Setup | | (C,H,8,M) = (31T7632E, 16, 83, 186}

| 4==——————————— + |LEA43 Enable

| |oMA Mode = 0x83 5

| |DI3K: #3 Maxtor 416078

| | (C,H,3,M) = (317632, 16, &3, 1&)
| |LBA48 Enable
|
|
|

|DHA Mode = 0xB5 5

|Jbod ON
|Hot-Pluy function ready. i
- +
Please input key: ° *.."}" ﬁ
|Connected 0:20:06 w1100 [115200841  [SCROLL  [CAFS [MUM [Cophure  [Prntecho

3-14



Configuration

Save & Restart

Select the Save & Restart function and press “Enter” to save and
activate your selections.

Warning ! All data will be lost if you changed RAID Levels .

If you already have a RAID level setting and wish to
change to different RAID level, you must setup RAID level
to “None” first, then run the setup procedure again to
setup expected RAID level.

Saving configuration changes causes the disk array
controller’s working parameters to change. This can
produce unpredictable results if it occurs during Host
and Array activity. All activity to the controller should
be stopped before saving configuration changes.

& RAID - Hyper T erminal =] ]
Fie Edt Yew Cal Transfer Heip

Dlz| 55| DE| =

AZ:Move Cursor, ESC:Exit, Enter:Bnter, Tab:Switch to Output Area ﬂ
Pleass input key: " ".."}"
+ v . 4+
| LCD OUTEUT |
| JITTTTT | LEA4E Enable |
e MENT —---------—----—-|DMA Mode = 0%85 5 |
|+=--Main Menu---+ |DI=R: #5 Maxtor 4c1&0J8 |
| IRe—config RAID| | (C,H,8,M) = (317632, 16, 63, 18) |
| | BATD Lewvel | |LEALE Eneble |
| IHot Spere Diak| | DA Mode = O0xB5 5 |
|| 8et 8CST ID | |DISK: #6 Maxtor 4616038 |
| |8et Pasaword | | (G, H,8.M) = (317632, 16, 63, 16) |
TELY | |LEA4E Enable |
| | On+-3ave & Restart-+ |oMA Mode = ODxB5 5 if
| lug| N | |DIZF: #1 Maxter 416008
| |ad] | | {c,H, 8,M) = (317832, 1&, &3, 18&)
| #=—4————————m - + |LEA4E Ensable
| |oMA Mode = DxB5 5
| |IDISK: #3 Maxtor 4Gle0J8
| | (S, H, 8, M) = (317632, la, 63, 16) T
| |LBA4E Enable #
| |DMA Mode = OxB5 5 =
| | Thod ON -
| |Hot-Plug function ready.
B e et e e e T +
AZ:Move Curzor, ESC:Exit, Enter:Enter, Tab:3witch to Output Area :J
|Cormect=d 0:20 26 VT00 115200 B-HA1 ; 7Fs [WOM
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Capacity Expansion (For Single RAID)

The RAID capacity can be expanded by adding one or more
Disk Drive into the existing RAID group and properly setup
procedures.

1.Add new HDD into the RAID system.
2.Configuration through the RS-232 Terminal mode, move the cursor
to "On-Line Expand” and “Enable” and “press “Enter’ 1o confim

it.

( If you have not add any new HDD into the RAID group the
"Enable” item will not show up. )

& HAID - Hypper T erminal

iz Edt Miew Cal Trarfer Help

Dle| 513 o] =

AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:8witch to Cutput Area =l
Please input key: * "..7}°7

+ y wi.01M

| LD QUTPUT
|

|

+

|

11l13a DISK: #4 Maxtor 4316078 |

(C,H, 8,M) = (317632, 16, 63, 1l&) |

| #==Main Menu=---+ LBEA48 Enahbhle |

| IRe=config RAID| DMA Mode = 0xB85 5 |

| |IPATID Level | DISK: #5 Maxtor 4316078 |

| IHot Spare Disk| (C,H,8,M) = (317632, 16, 63, 1la) |

| | 8et 8CAT ID | LBA48 Enable |

| |82t Password | DMA Mode = 0xB35 5 |

| | 8ave & Restarct]| DISK: #1 Maxtor 4316008 |

| 1'on-Line Expand| (C,H, 8,M) = (317632, le6, 63, la) |

| |Up+-Cn-Line Expand-+ LEA498 Enahbhle |

| 1Ad] I | DA Mode = 0xB3 5 =
e + DIgK: #2 Maxtor 4GLE0JB

(C HA8,M) = (317632, 16, &3, l&)
LEA4E Enable

DM Mode = OxB3 5

Disk config info found.

Uze WVRAM config info.

BAID 1 Member: Disk(12Z34)

|
|
|
|
|
|
|
| Hot-Plug function ready.

AZ:Move Cursor, BaC:Exit, Enter:Enter, Tab:Switch to Cutput Arsa
il
|Connected 0:23:37 [vT100 [115208N1  [SCROLL  [CAP5  [NUM  [Caphwe  [Frntecho
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Chapter 4: “Advanced Information”

This chapter describes more advanced information about your Disk
Array. The following items are describes in detail.

+Memory Expansion

+RAID Controller

+Updating Firmware

+Multiple RAID configuration

+Slice Partition and LUN Mapping
+Capacity Expansion (on-line expand)
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Memory Expansion

Your Disk Array comes with 64MB of memory that is expandable
to a maximum of 512MB.

These expansion memory module can be purchased from your
dedler.

*Memory Type : 3.3V PC100/133 SDRAM 144pin DIMM.

+Memory Size : Supports 144pin DIMMs of 64MB, 128MB, 256 MB,
or 512MB.

*Height : 1.15 Inches (29.2mm).

64MB 8(8Mx8), 8(4Mx16) or 4(8Mx16)
128MB 16(8Mx8), 8(16Mx8), 8(8Mx16) or 4(16Mx16)
256MB 16(16Mx8), 8(32Mx8) or 8(16Mx16)
512MB 16(32Mx8)
0
1.15" ) C
(29.2mm)
o [®]
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e Installing Memory Modules :

1. Unscrew & Remove cover

—_
—
o Ef"E_T
e~
El —
° P—¢

Unscrews
—
—
— ———
Eﬂl_ ;‘=*“_1.L';l ©
VW_ b
—f
Of k|
L el

Figure: Remove Cover
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2. Install the memory

a. The DIMM memory modules will only fit in one orientation.

b. Press the memory module firmly into socket from a 45
degree angle, make sure that all the contacts are aligned
with the socket.

c. Push the memory module forward to a horizontal position.

|_ Errrhrer i u LTI LA T T 1A prerererk ey J

Controller Board
RAM Solcket
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Disk Array Controller Block Diagram

i80303 -
Micro- Main Elash
processor memory EPROM
NVRAM LCD RS5232
PCI
Bridge Terminal
Port
ol
Ultra 160 IDE IDE IDE
LVD Controller Controller Controller
SCsl
controller
Disk | | Disk || Disk | | Disk || Disk | | Disk
Host 1 2 3 4 5 b
channel
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Updating Firmware

1. Setup your VT100 Terminal
Please configure the VT100 ferminal setting to the values shown

below :

VT100 terminal ( or compatible ) set up

Connection Serial Port ( COMT or COM2 )
Protocol RS232 ( Asynchronous )
Cabiling Null-Modem cable

Baud Rate 115,200

Data Bits 8

Stop Bit 1

Parity None
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Setup VT100 Terminal

Example : Setup VT100 Terminal in Windows

Step 1.

ﬁi Programs

: =) Hilask 95
gﬁ Documents

=) StatUp
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Step 2.

& HyperT erminal - [O] x|
File Edt View Help

——

ATET Mal CompuServe test

MCI Mail %

l
&

3

1 object(s) selected '6.00KB

N
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Step 3. Enter a name for your Terminal.
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Step 4. Select a connecting port in your Terminal
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Step 6. Port parameter setting
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Step 6.
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Step 7. Select emulate VI100 Mode

s RAID - Hypes T ermmnal
Fie Edt View Cal Trantis RAID Properhies
Dlﬁ:l @lﬁl @i‘ﬁlg Cornect To  Seltings
Funiction, arow, and clil keys act 85 =]
& Teiminal keys " indows keys
~ Backspace key send:
& CykH © Del © CikH Space. CireH
Emidabon:
lﬁ‘mlo detect ;I Flpiieie  STibe |
ANSI
Auto detect
Minite!
Y ﬁ
Vievedata =
IVITH‘ g of disconneching
ASCI Setup. .. |
[ ok | coce | w4
| Connecled 00316 [Auto dereer—TrmrTrmErErT T T O [Pt e o

After you finishing the VT100 Terminal setup, you may restart

your Disk Array and press * Ctrl + D ™ keys ( in your Terminal ) to link
the Disk Array and Terminal fogether.

Press [Ctrl | + D to display the disk array Monitor Utility

screen on your VTT100 Terminal.
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Start to Update Firmware

1. Move the cursor to " Update ROM * and press “Enter”.

& HAID - Hypper T erminal

Fie Edt Yiew Call Trancfer Help

Dle| 513| ol =

AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:8witch to Cutput Area |
Please input key: * "..7}°

| LD QUTPUT

¥

|
| 111133 |DI2F: #4 Maxtor 43160J8 |
R M mmemmmemesmeeeeeo| (C,H,8,M) = (317632, 16, 63, 16) [
| #+==Main Menu=-==+ | LEA4E Enable |
| IRe=config RAID| |IDMA Mode = 0OxB5 35 |
| |IPATID Level | |IDIS2K: #6 Maxtor 4G160J8 |
| |Hot Spare Disk| | (C.H,8,M) = (317632, 16, &3, l6) |
| | 8=t 8CAT ID | |LEA4E Enable |
| |82t Password | |IDMA Mode = 0OxB5 35 |
| | 8ave & Restart]| |IDISK: #1 Maxtor 4516008 |
| 1'On-Line Expand| | (3, H,8,M) = (317632, 16, &3, 1l6) |
| 1Updata 3 L |LEA4E Enable |
| lAdvancs Hetup | |DMA Mode = OxB5 35 =
|+ + |IDISK: #2 Maxtor 4G1e0J8

| (S H8,M) = (317632, 16, &3, le&)

|

| | LEA4E Enable

| |DMA Mode = OxB3 35

| |bisk config info found.

| |Use NVRAM config info

| |RATID 1 Member: Disk{lZ34)
| |Hot-Plug function ready.

e e e e e e e e e +
AZ:Move Cursor, BaC:Exit, Enter:Enter, Tab:Switch to Output Arss
bl
| Cormected 0r24:03 [vT100 11520081 [SCROLL  [CAFS  [NUM [Cophus  [Prntechs

Unpredictable results will occur if firmware update is attempted
during Host computer and Disk Array activity. All activity to the
controller should be stopped before updating firmware.
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2. Press " Y " to download the new firmware and
press " Y " again to confirm the Update.

& RAID - HyperTerminal M[=] 3
File Edit Yiew Call Transfer Help

Dl=| 58| D] =

Before downloading the new firmware,

shutdown the host computer system.

Are wou ready to download the new firmware?(V/B) ¥
hre vou sure? (Y/D) T

Begin firmvare file transfer now.

To abort download restart the RAID system.

Connected 00.07:14 VTI00 [1o200@-N-1  [SCROLL [CAFS [WoM [Copture  [Fomtecho

B
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3. Select fransfer * Send Text File " and press Enter.

g RAID - HyperTerminal M =] E3
Fie Edit Yiew Call | Transfer Help
NEEE R
Capture Text..

A

Before downloa
shutdown the h
Are yvou ready
Are won sure?
Begin frravare file transfer now.

To abort download restart the RAID svstem.

ware,
tem.
ew firmware?(Y/H) T

Sends a text file to the remote system

B
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4, Locate the new Firmware file on your PC.

= RAID
Eile Edt Yiew Cal

Hyper T erminal

Transfes Heip

=10] =

I E3

Send Text File

Lok jrc | 3 limwiare

= 5l 3 ol = =

N} %

=| ART002.1]

[Z] A5300311a

File pame: IhEHIIE 2w

Filaz of iypec | Test fie [-.TXT)

Connected (:05:52

[wT100

[15200881

[SCROLL  [CAPS  [NUM  [Cepture

[Print echa

K
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5. Press * Go * to confirm to download the new firmware.

& RAID - HyperTerminal

Before downloading the new firmware,
shutdown the host computer systen.

Are wvou ready to download the new firmware?(Y/H) ¥
hre wou sure? (Y/H) T

Begin firmware file transfer now.

To abort download restart the RAID systen.
Q0042000

File transfer complete.

Checksum = OxE0G1 : QK.

New firmware transfer complete.

Enter 'Go' to uwpdate the firmware. Go
Enter 'Go' to reconfirm.

|1'n'n1 echo

&S

Connected 00:22:20 |¥T100 [192008-%-1 [PCROLL [CAFE [WuUM  [Captus
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6. Type " Go " 1o reconfirm and the firmware will begin to be

reprogrammed.

7. After verifying, the Disk Array will reset automatically to activate

the new firmware.

& RAID - HyperTerminal M[=] &
File Edit Yiew Call Transfer Help
D= 58] o5 =
B

Before downloading the new firmware,
shutdown the host computer system.

Are wou ready to download the new firmware?(T/N) ¥
Are you sure? (V/H) Y

Begin firmware file transfer now.

To abort download restart the RAID svstem.
00042C00

File transfer complete.

Checksum = 0xEO61 : OK.

New firmmware transfer complete.

Enter 'Go"' to update the firmware. Go
Enter 'Go" to reconfirm. Go

Programming. ..

count = 0000

Done!

Verifying...

Connected 00:32:31 Y1100 [1o2008-W-1  [SCEOLL  [CAPE |NOM  [Ceptue

|Pr‘_nt echo

a [l
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Multiple RAID Configuration procedures (V1100 Terminal)

Y

Main screen

Advance Setep

Y

RAID Group
RAID 1/ RAID 2

A

Reconfig RAID

Yes / No

\]

RAID Level
(0.1,3,5,0+1,None)

No

\]

Select
Disk Number

'

Hot Spare Disk
(Yes/No)

Setup RAID2

'

A

Save Configuration
& Restart

Yes
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How To Setup Multiple RAID

The system can Setup as two different RAID Group.

RAID Group 1 Setup

Step 1.

Key-in password to enfer the main menu.
(Default 0000

& MAID - HyperT erminal HEE
Fi= Edit Wwwr Cal Tianster Help

Dl=| 515] Do =

Move Cur=zor:AZ9X, Tab:3witch to Menu Area ;I
AZ:Mowe Cursor, ESC:Exit, Enter:Enter, Tab:Switch to Output Area
tmmmmmmmmm—mmm—————— Monditor URility WL 01N mmmmmmmmmmmmmmmmme +
|=======————————— P OUTEUE ———=-=== ===
I JITTIT | LEA%E Enable

|o======c==s=z=x EEEN] ================ |oMA Mode = 0wd5 5
|pTER: #5 Maxtor 4G1E0J8

+-——Pagaword:-—-—+ | (o,H,3,M) = (317632, 18, &3, 1l&)
I progoop i | LEA%E Enable
¢ + |oMA Mode = 0x@3 3

|pIEER: #6 Maxtor 418008

|

|

|

|

|

| | (o, 3, (317432, 16, 63, 14)
| | LEA%E Enable

I |bDMA Mode = OxB35 5

| |DIZK: #1 Maxtor £G1&008

| | (c,H,3,M) (317632, 16, &3, 1&)
| |LEA4E Enable
|
|
|
|
|
|
|
+

|DMA Hode = Dx83 3
|DISKE: #3 Maxtor 2618008
| (Cc.H,3,M) = (317832, 16, 63, 1&) #
|LEA4E Enable

|DMA Mode = O0x83 3

| Thood ON 3
|Hot=-Flug function ready.

e S

Please input key: * *..%]°
-

Conrected 11823 w100 [152008N1  [SCAOLL [CAFS [MUM [Cashus

Warning:Be sure to backup your data first before attempting to
change RAID setup from single RAID Group to multiple RAID
Groups.
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How To Setup Multiple RAID

RAID Group 1 Setup

Step 2.

Select "Advance Setep”

D - HyperTeminal

Ede Edt Wiew Lo Tearufer Help

Dl=| s(5| Dl =

Fleas== input key: " "..7]1"

AZ:Move Cursor, ESC:Exit, Enter:Enter,

Tah: Bwitch te Cutput Area

|4--Main Meanw 4
| |IRe-config RAID|
| IEATD Leswvel ]
| IHot 2pace Disk|
|18t ACET TD |
| 18et Pasaword |
| 18eve & Restart]
| lon-Line Expand]|
| IUpdate ROM 1
| )

1
e +

AZ!Move Curscr, E3C:Exit, Enter:Enter,

|LEAME Brnable
| DMA Mode O0x85 5
#1 Maxtar 416003

| LE&4B Enable

|DHA Mode = Ox83 3

|DTaR: #2 Maxtor 4616073

| (o, =, a, M) (317632, 1is,
| LEA4E Enable

| DM Made = 0xB5 5

|DIok: #4 Haxtor £5160J8

| (<, H,8,H) = (317632, L&,
|LEASE EBnable

| DA Mode Ox85 5

K: #& Maxtoar 4ciE003
LH,B.M) = (317632, 16,
| LBsdl Ensble

|DHA Mode = OxB3 3

| Thod O

| Hot iy function ready.

~F

Tab: Bwitch te Cutput A

L3, My = (I1T632, 16,

63, L&)

63, 1&)

63, 1&) #

Connected 0 25:02 WT100 [115200 8N4

MM pime [Pl ot
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How To Setup Multiple RAID

RAID Group 1 Setup

Step 3.
Select "RAID 1" in “RAID Group”.
Step 4.

Choose "Reconfig RAID”

.:.IIAIIZI - Hypes T evmanal
e Edl View Cal Tiarsies Heb

MEEREREE

AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:3witch to CQutput Area -

Please input key: ™ "..'}"

e itor ili B +
|mmmmmmmm oo LD —————mmmmmmmmmmmmmmmmmmmmm—m o OUTBUT -----=---=--=-==== |
| JITIIT | LBA48 Enable I
e L L |DMA Mode = 0x85 5 I
|+--Main Menu---+ |pISK: #1 Maxtor 4G160J8 |
| IRe-config RAID| | (c,H,3,M) = (317632, 16, &3, 16) |
| | RATD Ti=wvel | | LBA48 Enable |
| |Hot 8pare Disk| |DMA Mode = 0x85 5 |
| |8et 3CSI ID | |DISK: #2 Mawtor 4G1le0J8 |
| | 32t Pasaword | | (c,H,3,M) = (317632, 1&, &3, 1&) |
| | 3ave & Restart| | LBA4E Enable |
| 1On-Line Expand | |DMA Mode = 0xB85 5 |
| |Updata ROM | |DISK: #4 Maxtor 46160J8 ¥
| |Advance Setup | | {C,H,8,M) = (317632, 16, B3, 1la)

| +=—+—Adwvance Setup—+ | LEA4E Enable

| |advance Info. | |DMA Mode = 0x85 5 #
| | A IE | |DIAK: #6 Maxtor 4516078 =
| |8lice | | (C,H,3,M) = (317632, 1le, b3, 1li&)

| | 3C8I Parama | |LEA4B Enablse

| ittt + |opMA Mode = 0285 5

| |Tbad ON =
| |Hot-Flug function ready. #
Ao - +
AZ:Move Cursor, ESC:Exit, Enter:Enter, Tab:3witch to Output Area

Connected 02521 [¥T100

[1i520aH1 |

[CAPS  [MUM [Caphwe  [Prnkecho

4-23
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How To Setup Multiple RAID

RAID Group 1 Setup

Step 5.

Select “Yes” for setting all the configurations.

& RAID

Fie Edi Miew Cal Trancler Hebp

Dl=| 5(3| 05| =

AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:8witch to Output Area _;l

Please input key: ' '.."}°

fmmm e £ tility wO.01M 00 mmmmemmmmmmmmmeeee oo +

|-======———————— B OUTEUT --------==—===== |

| JIITIT | LBA4E Enable |

|--—————————— MENU -—-————————————— |DMA Mode = 085 5 |

|+--Main Menu---+ |DI8K: #1 Maxtor 4G160J8 |

| |IRe-config BAID| | (C,H,8 M) = (317632, le, 63, 18} |

| |EATID Lewvel | | LEA4S Enable |

| |Hot Spare Disk| |DMa Mode = 0x35 35 |

|| 8et SC3I ID | |DISK: #Z2 Mawxtor 4616003 |

| |get Pasaword | | (C,H,8,M) = (31763Z, 1le, &3, 18) |

| | 8ave & Restart| | LEA4S Enable |

| |on-Line Expand]| |DMA Mode = 0x35 3 |

| |updata ROM | |DISE: #4 Maxtor 4S1&60J8

| ladvance S=tup | | (c,H,3,M) = (317632, 16, &3, 1&)

| +-—-+-Adwvance Setup-+ | LEA4S Enable

| | adwance +----RAID 1----+ |oMA Mode = 0x35 5

| |RATD GrolReconfiq RATD | |DISK: #6 Maxtor 43516073

| |S1i+-BAT|RAID +-Reconfig BATD-+ | (C,H,3,M) = (317632, 16, &3, 1€)

| | 808 | EATD | Disk | 10} |  |LBA48 Enshle

| +--- |RAID|Hot 3| |DMA Mode = 0x85 5 #

| +=——— | On-Li+ | Thad oN &

| |Hot-Flug function ceady. #

+

AZ:Move Cursor, E3C:BExit, Enter:Enter, Tab:3witch to Cutput Area 4
-
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How To Setup Multiple RAID

RAID Group 1 Setup

Step 6.

Move the cursor to the expected RAID Level (O, 1, 3, 5, O+1,
None ), and press “Enter” to confirm it.

All data will be lost by changing the RAID level.

& HAID - Hypes T ermimal
Fie Edt Yiew Call Tranfer Help

D=l 53| o5 =

AZ:Move Cursor, B3C:Exit, Enter:Enter, Tab:3witch to Cutput Area 4
Please input key: " '..7}"

| LoD - CUTEUT

¥
|
| JITITT |LEA4E Enable |
|=====mmmmmmn—— MEND ================|DMA Mode = OxB35 5 |
| #+==Main Menu=-==+ |IDI8FK: #1 Maxtor 4316008 |
| IRe=config RAID| | (C,H,8,M) = (317632, 16, 63, l6) |
| |IPATID Level | |LEA4E Enable |
| IHot Spare Disk| |DMA Mode = 0OxB5 35 |
| | 8=t 8CAT ID | |IDI8K: #2 Maxtor 4G1a0J8 |
| l8et Pasoword | | (C.H,8,M) = (317632, l6, 63, l6) |
| | 8ave & Restart]| | LEA4E Enable |
| 1'On-Line Expand| |IDMA Mode = OxB5 5 |
| 1Updata ROM | |DIS8K: #4 Maxtor 4G1e0J8 =
| lAdwvance Setup | | (. H,8.M) = (217632, le, 83, l&)
| +-—-+-Advance Setup+-BATD Level-+ | LEA4E Enable
| |Advance +----R| 0 | |DMA Mode = OxB5 35
| | ro| Recon| 1 | |DISK: #5 Maxtor 4516008
| 1 81i+-RAT| | 3 | | (2, H,8,M) = (217632, 16, €3, 1l6)
| | BC8 | RATD | Disk | 3 1 | LEA4E Enable
| +-——|BALD|Hot 8] o+1 | |DMA Mode = OxB3 35
| +-=-=-|On-Li| HONE | | Tbod ON
| o Fm— + |Hot-Plug function ready.
e e +

AZ:Move Cursor, E3C:Exit, Enter:Enter, Tab:Switch to Output Arsa

|Cornected 0:27.71 [wT100 [1152008H-1 [SCROLL  [CAPS [NUM  [Caphwe  [Frint echo
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How To Setup Multiple RAID

RAID Group 1 Setup

Step 7.

Select how many Drives to setup in RAID Group 1.
(Only the HDD numbers installed in the system will be displayed)

Step 8.

In *Hot Spare Disk”, select “Yes” to set one Disk Drive as a Hot-spare
Disk (This functions Valid in RAID Level 5 and 3, the total number of
Disk Drive installed must be more than 3 Disk Drive).

& HAID - Hypes T ermimal

Fie Edt Yiew Call Trancfer Help

D=l 53| o5 =

AZ:Move Cursor, B3C:Exit, Enter:Enter, Tab:3witch to Cutput Area ;I

Please input key: " '..7}"

i v vil.01M i

| LoD QUTEUT |

| JITITT |LBEA4E Enable |

| === MENI ======s======<==|DM4 Mode = OxB3 35 |

| #==Main Menu-=-=+ IDI8K: #1 Maxtor 4G160J8 |

| |IRe~contig RAID| | (C,H,8,M) = (317632, 16, &3, 1l6) |

| IRAID Level | | LEA4E Enable |

| |Hot 8pare Disk| | DA Mode = 0xB3 5 |

| 18et 8CAI ID | |IDISK: #2 Maxtor 4Gle0J8 |

| |82t Paasword | | (Z,H,8,M) = (317632, 16, 63, 1l6) |

| l8ave & Restart| | LEA4E Enable |

| |on-Line Expand | |DHA Mode = 0xB3 5 |

| 1Updeta B | |IDISK: #4 Maxtor 4Gle0J8 =

| lAdvance etup | | (S, H. 8, M) = (317632, la6, 63, l6) =

| +--+-Advance Setup-+ | LEA4E Enahble

| | Advance +----BATD 1----+ |DHA Mode = 0xB3 S5

| | ro|Recon+-Disk Humber-+ |IDISK: #6 Maxtor 4Gle0J8

| | 811i+-RAT|RATD | b | | (S, H. 8, M) = (317632, la, &3, l6)

| |8C8|PAID|Disk | 5 | | LEA4E Enable

| +---|BATD|Hot 5] 1 | |DMA Mode = DxB5 5

| +----]0On-Lil| | | Thod ON

| - Fmmmm + |Hot-Plug function ready.

e +

AZ:Move Cursor, ESC:Exit, BEnter:Enter, Tab:Switch to Cutput Area

]

| Cormected 0:26:49 [wT100 [115200 8N SCAOLL  [CaPs [NUM  [Caphue [Pt echa
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How To Setup Multiple RAID

RAID Group 2 Setup

Follow the step for sefting RAID Group 1 to setup the 2nd RAID
Group.

& RAID - Hyper T erminal

Fie Edt iew Cal Tiansfer Help

EEEEERE

AZ:Move Cursor, B8C:Exit, Enter:Enter, Tak:8witch to Output Arsa =]
Please input key: " "..7}"
e itor Utili 1M e mmmmmmmm e +
|--————-————————— LD —————— == - — s o oo - oo ——————— QUTPUT —-——————————————-— |
| TITTTT |LEA48 Ensble |
[ MENU ————————————— |DMA Mode = 0x85 5 1
|+--Main Menu---+ |DTSF: #1 Maxtor 4516078 |
| |IRe-config RAID| | {c,H,8,M) = (317632, 16, 63, 16) I
| |IRATD Level | |LBA4E Enable |
| |IHot Spare Disk| |DMA Mode = 085 5 |
| |3t 2C8T ID | |DISF: #Z Maxtor 4Gl60JB |
| |82t Password | | (C,H, 8 M) = (317V63E2, 16, 63, 1l6) |
| |dave & Reatart]| |LEA4E Enable |
| |tm-Line Bxpand]| | DML Mode = DxB5 5 |
| |Updata ROM | |DISK: #4 Maxtor 4GLe0JE #
| lAdwvance Setup | | (S,H,8,M) = (317632, 16, &3, 1l6)
| +-—+-advance Setup-+ | LEA48 Ensble
| Advance +-—-—--PBATD Z-—--—+ | DA Mode = D285 5
| PAID Gro|Recont BAID | |DISF: #6 Maxtor 4c3le00B
| 81i+-RAT |RATD +-Reconfig RATD-+ | (C,H,3,M) = (317632, 16, &3, 18)
| 303 | RAID |Disk | HO | |LBA48 Ensble #
| +--=- |RATD |Hot 3| YES | |DMA Mode = Dx85 5 #
| ' | On=Li+ + |Jbod ON #
| + + |Hot=FPlug function ready. =
i e e e e e e e -
AZ:Move Cursor, EBSC:Exit, Enter:Enter, Tak:Switch to Cutput Arsa j
|Conrected 0:27-14 WT100 (115200 8M1 SCROLL  [CAPS [NUM  [Captwe  [Pantecho

4-27
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How To Setup Multiple RAID

RAID Group 2 Setup

Select “Save & Restart” and choose “Yes” 1o save and activate the
settings.

Warning! All Data will be lost if you changed the RAID
level.

Saving configuration changes causes the disk array controller’s
working parameters to change. This can produce unpredictable
results if it occurs during Host and Array activity. All activity to the
controller should be stopped before saving configuration changes.

& RAID - Hyper T aiminal
File Edt View Cal Transber Help

Dl 515| ojs| =

AZ:Move Cursor, E3C:Exit, Entec:Enter, Tab:3witch to Output Area :I
Pleasze input key: * ".."}"
________________________________________ +
---------------- LCD ——====—m = s s s e e e — e ——m—m—e = QUTPUT ---—====—===———=|
JIITTT LEA4E Enable |
--------------- MENT -===========-=-=|[MA Mode = Dx85 5 |
+--Main Menu---+ DI3K: #1 Mextor 4G1&0T8 |
| Re~config RATD| (C,H, 8, M) = (317632, 16, &3, 1&) |
| PATD Le=wel | LEA4A Enable ]
|Hot Spare Disk| DA Mode = OxB5 5 |
| 8ot 8SCSL ID | pIsk: #2 Maxtor 4GLe0JE |
| et Pazsword | (C,H,8.,M) = (317632, 1lé&, 63, 16) |
|3 : rtl LEA4S Enshle |
| Ont-S8ave & Restapt—+ OMA Mode = Dx23 5 |
(RE=1] HO | DISK: #4 Mextor 4618008 1
|&d | J | {C,H, 3,M) = {(J17632, l&, &3, 1la) £
t + ¥ LEA48 Enable =
DA Mode = DxB3 5 s
DI8K: #FE& Maxtor 4GL60J8
(C,H, 3, M) (317632, 16, 63, 16)
LEALE Enable
DMA Mode = DxB3 35
Thad ON
Hot-Plug function ready. Fis
+
AZ:Move Cur=or, BAc:Bxit, Enter:Bnter, Teb:Switch to Output Area
3
[T Lmamn | (aecanannaana T e
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Slice and LUN Mapping

> Main Screen

!

Advanced Setup

¢

Slice

Y
RAID 1/ RAID 2

Y
SCSI Params

'

Primary SCSI

t

Set LUN Mapping
LUN O ~ LUN 7

'

RAID 1/ RAID 2

|

Slice Number /
Disable

l

Save Configuration
& Restart
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Slice and LUN Mapping

After completing the RAID Group setup (single or multiple), you
could partition the capacity to “Slice” and map to different “LUN”
Numbers. (The following illustration is for Single RAID Group.)

Step 1.

Enter Main menu and choose "Advance Setup”.

Step 2.

Select “Slice” to partition the RAID capacity.

Stepd.

Choose "RAID1” or "RAID2".

& AAID - HypperT enminal

[fi= ER Yew Cal Transler Heip

D|=] 55| o= =

AZ:Mowve Curmor, E3C:Exit, Enter:Enter, Tab:f8witch to Output Area d
Fleaas input key: " ".."]"
Fm e + 1= LOEE e +
|====——————————— i CUTEUT —=============== |
| 111111 |DIaK: #& Maxtor 2G16008 |
|- MENU ——————————————-- | 2. H 8,M) = (317632, 16, 63, 1&) |
|*=-Main Menu " |LEASE Enable |
| |IRe-config RATD |DMA Mode OxB5 3 |
1 |RAID Lewvel IDISK: #2 Maxtor 25160J8 |
| |Hot Bpars Diak | (o, H, 8,M) (317632, 16, 63, 18) |
| 18=t 3C3I ID |LEASE Enabhle |
| |22t Password |oMA Mode = OxB5 5 |
| 12ave & Restart |IDISK: #4 Maxtor 45le0J9 |
| 10n=Line Bxpand | (S, H,8,M) = (317632, 16, 63, 1&) |
| |Updata POl |LEA4S Enable |
IlAdvance Jetug |DMA Mode = OxBS 3 #
|+--+-advance Fetup-+ |pTer: #1 Maxtor 4G1le0T8
1 |Advance Info. | | iC,H,3,HM) = (317632, 16, &3, 1&) -
| | RATD Sroup | |LBA4E Enable #
1 | L | |IDHMA Mode = 0xB3 3 #
I |aca+-alica-4 | |pisk config info found. #
| dm== | TATD D === |Uza HVRAM config info.
1 | RATD 2 |RALID 1 Member: Di=k(123456) *
| +-——————t |Hot-Plug function ready.
+ +
AZ:Move Curaor, E2C:Bxit, Enter:Enter, Tab:B8witch to Output Aren
4
Cormeched 1:00:42 V1100 115200 8:H-1 SCAD CAPS  [MUM  [Caphu P

4-30
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Slice and LUN Mapping

Step 4.
Select “Slice 0", key-in the size in MB for Slice 0.

Step 5.

Select “Slice 17, key-in the size in MB for Slice 1 (the system will
display the rest capacity automatically).

Plea=e input key: 7 T..T}" B
AZ:Mowve Cursor, EBC:Exit, Enter:Enter, Tab:Switch to Output Area
+ 11 t+
=== LCD ——=== === == —m— s — oo CUTEUT ————=———=======— I
| 111111 |8lise & @ 0O MB |
| MEN |8lice 7 : O MB |
|+=—-Main Menu-——-+ |RATD 1 Capacity : TS1&652 ME |
| |IRe-zonfig RAID| |8lize 0 : S00000 MB |
| |IRAID Level | |8lice= 1 : O MB |
| IHot Spare Disk| I8lice 2 : 0 MB |
||8et BCBI ID | |8lice 3 : 0O MB |
| | 3=t Pa=m=word | |8lice 4 : O ME ]
| | 3ave & Restart| |8lize 5 + 0 MB |
| |Sm-Line BExpand | |8lize & : O MB |
| | Update ROM + BAID 1--+ |8lice 7 : O MB |
E nee Zet|slicel (MB) | IPAID 1 Capacity : 7281652 ME |
|+-—4-pdvanae| 214001 (M8 | |8liee 0 : 500000 MB |
| |Advance |3+ Hlicel (MB)+ |8lice 1 : O MB |
| |RATD Sro| 3|281652 | |8lice 2 ¢+ O MB
| |8lice | #mmmmmm e e + |8lice 3 : O MB #
| |8Ca+-2311|3lice5 ([MB) | |9lice 4 : 0 MB #
| +--—| BAIl|3lices (MBI I8lice 5 ¢ 0 MB
| | RAT|ElizeT (MBE) | |8lice & : O MB #
| v + * |8lice 7 : O MB E
B e e +
Flease input key: ™ ".."}"
|4
| Connected 1:03.55 [wT100 15008M1  [SCROLL [CAPS [ [Cotue [Fanl echo

4-31
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Slice and LUN Mapping

Step 6.

Select "SCSI Params” to choose the “Primary SCSI”.

Step 7.

Choose "LUN mapping”. Map the expected LUN No. to expected
RAID Group’s Slice No.

(Example: "LUN 0" mapping to "RAID 17, “Slice 0".
"LUN 1" mapping to "RAID 1” , “Slice 1"

& RAID - Hypea T erminal
Hie Edt View Cal Transfer Heb

D= 55| s =

B
fmm—————————————— £ tw wil,01M = ——————————————— e
e e L LED ===== === m e e TEUT ===============-
| 111111 |3lice & : 0 MBE
|=======ssssccccs MENU =======soooooaoon J8lice 7 : 0 MB
|+--Main Menu-—-+ |PATD 1 Capacity : TE163Z MB
| IRe-config RAID| I3lice 0 : 500000 ME
| |RPAID Lewvel 1 |3lic= 1 : 0 ME
| |[Hot Spare Diszk]| |8lice 2 : O MB
|l 8et 3CET ID 1 |8lice 3 : 0 MB
|| 2et Pe=sword | |8li=e 4 : 0 ME
| | 8eve & Restart] |8lic= 5 - 0 MEBE
| |'on-Line Expand | |8lice & : 0 ME
IIUp data ROM | +-Lun Mapping-+ I8lice 7 : D MBE
|1 we FJetup | |Dun O | |BAID 1 Capacity : 781652 MB
|+ + Advance Jetup|Lun 1 +-Lun O-+ |3lice 0 : 500000 ME
| |advance Info. |Lun 2 A 1 |8lice 1 : ZB1ES5Z ME
| | RATD Sroup | Tun 3 BATD Z+- BRATD 1-+2 : 0 ME
| |3lice |Turn 4 #------- | DISAELE |3 : 0 MB
| | 30 84= 303 +=FPrim | Lun 5 Il 811 |4 : O MB i
| +-——|Prim|8et S|Ilun & |l 8lice 1 |5 : 0O MB
| |gecol|Lun M|Lun 7 | #-————- +& : 0 ME
| e e s |3lize 7 : 0 MB
“ &
Move Cursor:AZSX, Tab:8witch to Menu Area _
3
Connected 1-06:05 [wTio0 115200881 [SCROLL [CAPS [WUM  [Capture  [Printecho
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Advanced Information

Slice and LUN Mapping

Step 8.

Select “Save & Restart” item and choose “Yes” to save and
activate the settings.

& RAID - HyperT erminal

Fie Edi Yew Cal Jrander Help

D) 53] D) =|

-
Move Cur=or:A28%, Tab:fwitch to Menu Area _I
|===mmmmmmmmmmmme LC0 mmemmmsms s e e e e s e e e e s (QUPRIT s mmm s s ————
| 111111 |8lice & : O MB |
| === ———————— MENU] ================|3lice 7 : 0 MB |
| +--Main Menu---+ |RATD 1 Capesiky : THLE5Z MB |
| |IRe-sonfig RATD |8lice 0 : 500000 ME |
| |IRATD Lewvel |8lice 1 : 0 MB |
| |IHot Spare Disk |8lice 2 : 0 MB |
| |8t 8C3I ID |18lice 3 : 0 MB |
| |88t Pasaword |8lice 4 : 0 MB |
| 18aw t t |8lice 5 : 0 MB |
| |om#+-8ave & Reatart-+ |8lice & : 0 MB |
| lupl NO | |8lice 7 : 0 MB |
| 1ad] 1 IRATID 1 Capacity : TBLE3Z MB |
|#mmbmmmmm————————— + |8lice O : SO0DO00 ME |
| l8lice 1 ZB1652 MB |
| |8lice 2 : O MB |
| |8lice 3 : O MB i
| |13lice 2 : 0 MB i
| I13lice 3 : 0 MB i
| I13lice & : 0 MB i
| I13lice 7 : 0 MB ff
e +
AZ:iMove Cursor, E3C:Exit, EnteriEnter, Tab:gwitch to Output Ares
]
|Conrected 1.05:43 YT100 (115200801  [SCROLL  [CaPS [MUM  [Copbhwee  [Piol echa
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Advanced Information

On-Line Expand for Multiple RAID Groups| V7100 ferminal

Main Screen

\

Y
Advance Setup

'

RAID GROUP
(RAID1/RAID2)

l

On-Line Expand
(Disk Number/Enable)

l (Disk Number)

Disk Number

;

On-Line Expand
(Disk Number/Enable)

(Enable)




Advanced Information

On-Line Expand for Multiple RAID Groups

The RAID capacity can be expanded by adding one or more Disk
Drives into the existing RAID group with properly setup procedures

Please add new HDD into the RAID system before you start on-line
expansion.

Step 1.

Key-in password to enter the main menu. (Default "0000")

& RAID - HypeiT eiminal

Bl Ede View Call Trancler Help

Dl=| 513| 0= =

Move Cursor:AZ8X, Tab:Switch to Menu Area ;I
AZ:Move Curacr, ESC:Exit, Enter:Enter, Tab:Switch to Output Area
e Tity wOLOIM mmmmmmmmmmmmmmmmmm oo +
| === b R ity OUTEUT —-=-========—==- [

| JITTIT | LEA4E Enable
|===== o MENU —————————-—————— |oMA Mode = 0x25 35
|DIAF: #5 Maxtor 4S1&0J8

+-—--Password:---—+ | {(c,H,8.M) = (317632, 16, &3, 18]
LEErproooogriinn
————————————————— + | DA Mode = DxBS5 5

|DISE: #©& Maxtor 4516008

| {o,H,8,M) = (317632, 1l&, &3, 16&)

I
I
|
I
| LEA4E Enable |
I
I
|
I

|

|

|

|

|

|

| | LEAYE Enable

| |DMA Mode = Ox85 5

| |DIAF: #1 Maxtor 4515008 i
| | {(c,H,8.,M) = (317632, 16, &3, 16)

| | LEA4E Enable =
| |DMA Mode = DxB5 3

| |DI8FK: #3 Maxtor 4S160J8 it
| | (C,M, 8, M) = (317632, 16, &3, 16) =
| | LEALE Enable

| | DA Mode = DxB3 3 #
| | Thod OM

| |Hot-Plug function ready.
+

£l

lease input key: " ".."4"
-
Connected 11823 V100 152008N1  [SCROLL  [CAFS  [NUM Prirk echo
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Advanced Information

On-Line Expand for Multiple RAID Groups

Step 2.
Select "RAID Group”.
Step 3.

Choose "RAID 1” or "RAID 2" to expand the capacity to expected
RAID Groups.

Step 4.

Select "On-Line Expand”.

& RAID - HyperTeminal

Fle Edi ‘iew Cal Twnsder Help

D=l 513| S| =

d
Movwe Cursor:AZSX, Tab:Switch to Menu Area

[ . - [
| === LCD ——=== === === — e mm oo QUTPUT —-———-—————-————|
| 111223 |DMA Mode = 0x85 5 |
|—————————————— HEHNU =—=—===—==—===== |DI8F: #E Maxtor 4516078 |
| 4==Main Menu---+ | (C,H,8,M) = (317632, 16, 63, 16) |
| |Re-config RAID| | LEA48 Enable |
| |RATID Lewvel | |DMA Mode = Ox83 5 |
| |Hot Spare Dis=k| | DIaE: #4 Maxtor 4G1&60J8 |
| 12et BCBI ID | | (c.H.3,M) = (217632, 16, 63, 1&) |
| |2et Pa=sword | | LEA48 Enable |
| | 2eve & Restart] |oMA Mode = 0x23 5 |
| 1On-Line Bxpand| |DIEK: #1 Maxtor 4GleDJ8 |
| |Updata ROM | | {c,H,3,M) = (317432, 146, &3, 1&) |
| ladvance Sestup | | LEA48 Enable F
| +--+-Adwance Hetup-+ |DMA Mode = Ox8S5 § g
| |advance +----RAID 1----+ |pigk config info found.

| | P |Reconfig RAID | |Use NVRAM config info. #
| | 2li+-PAT |BATD Lewel | |pisk config info found.

| | 8CE|FALD | Disk Number | |Use NVRAM config info.

| +--- | BAID |Hot Space Disk| | PAID 1 Member: Disk({123)

| Ll K ine BEx d] | PATD £ Member: Diak (43)

| Fmmm—————— -+ |Hot-Plug function ready. 3
Bt +
AZ:Move Cursor, ESC:Exit, Enter:Enter, Tab:83witch to Output Area

]
Compected 1:08:21 WT100 115200 8-H-1 ROLL  [CAF MNUM aphure Prnt =c
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Advanced Information

On-Line Expand for Multiple RAID Groups

Step 5.

Select "Disk Number” then choose how many disks to add to the
RAID Group (only the number of disks installed will be displayed).
The rest of disks not adding to the RAID groups will be freafed as
spare disks.

& RAID - Hyypeer Terminal _ &) =]
Fle Edt View Cal Tiansder Help

D=l 515 2l |

-]
Move Cursor:AZ8X, Tab:Switch to Menu Area
fmm== et T —mmmmm—- P S
|mmmm LD === == e OUTEUT ——=-—=—===———————- [
| 111223 |DMA Maode = Ox85 5 |
|====mmmmm MENU ——-—-----——--——- |DIgR: #Z Mextor 4G16008 [
| 4=-Main Menu + | (2,H,8,M) = (317632, 16, 63, 1&) |
| |IRe—confiyg RATD| | LEASE Enable |
| IRATD Lewel | |DMA Made = Ox85 5 [
| |Hot Spare Dizk| |DIsk: #4 Mextor 4516008 |
| 18t 803 ID | | (2,H,8,M) = (317632, 16, &3, 1&) |
| 188t Password | | LEASE Enable |
| |3ave & Restart| | DMA Mode = OxBS 5 |
| lon-Line Expand | |DIsk: #1 Mextor 4516005 I
| |Updata ROM | | {o,H,8,M) = (317632, 16, &3, 1&) |
| ladvancse Setup | | LEASS Enable
|+ t-Advance Setup-+ | DMA Mode = OxBS 5 i3
| Advance +—-—--RAID 1----+ |pisk config info found.
| R |Recenfig RAID | |Use NVRAM config info. i#
| 31l1+-PAT |PAID Level | |pisk config info found. '
| A0 |PATD |Di=k +-Cn-Line Expand-+ |U=e NVRAM config info. £
| +-——|BAID |Hot 8|Disk N+-Disk Mumbsr-+ID 1 Member: Disk(123) ;
| el i | EHABLE | 1 Dis=k IID 2 Member: Dis=k(45) &
| +-—==- +—————= t-——————————— +t-Pluy function ready. !
o e +
AZ:Move Cursocr, EBC:Exit, Enter:Enter, Tab:switch to OQutput Area
-
| Conrected 1.09.00 VT100 TIS200BN1  [SCAOLL  [CAFS [NOM [Cophes  [Prink eche
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Advanced Information

On-Line Expand for Multiple RAID Groups

Step 6.

Select "On-Line Expand” then “Enable” to save and activate the

settings.

& RAID - Hypee T eaminal MEE
Ele Edi Yiew Cal Diareler Help

e EHEREN

E
Move Cursor:AZ2X, Tab:Switch to Menu Area

o m e t tilit R +

[l e = B e e OUTEUT —=--===-=—-o—m——— |

| 111223 |DMA Mode = 0DxBS 5

|=============== MEN —=--===----------|DI3F: #2 Maxtor #&160J8

|#+--Main Menu--—+ | (o, H, 2.M) = (317632, 16, 63, 16)

Re—config RAID
RAID Level
Hot Spare Disk
8et BC3I ID
et Pessword
Bawve & Restart
On-Line Expand
Update ROM

|
|
|
|
|
|
|
| | ¥
| #--+-Adwvance Betup-+

| | Adwvance 4 RAID 1 +
| | RATL | Reconfig RAID |
| | 21i+-RAT|RAID Level |
|

|

|

|

+

-

|LBA4E Enable

IoMA Mode = 0xB5 3

|DTEE: #4 Maxtor 4Gle0J0

| (e, M, 8,M) = (3117832, 16, &3, 16)
|LBEA2E Enable

|DMA Modes = 0xB5 5

|DIZE: #1 Maxtor 43160J8

| (c,H,8,M) = (317832, 14,
|LBEA4B Enable

|DMA Mode = OxBS 5

Ibisk config info found.
|Use NVEAM config info.
IDi=k cenfig info found.

63, 18)

| 209 | PAID | Digk +-On-Line Expand-+ |Use NVRAM config info.
+---|RAID|Hot 3|Disk Numbker | I 1 Memher: Disk(1Z3)
+--—-| On-Li | ENAELE | I Z Member: Disk(15) u
o o m + t-Flug function ready. -
+
Z:Move Cursor, E3C:Exit, Enter:Enter, Tab:8witch to Output Area
|Conected 1:03:17 VTI00 115200881 [SCROLL  [CoFS [MUM [Coprue  [Fiimtecho
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Hot Swap

Chapter 5: “Hot Swap”

This chapter explains how to remove and install the “Hot-Swap”
parts without interrupting the data access while the disk array is on.

The “Hot-Swap” parts include :

*Hard Disk Drives
+Redundant Power Supply Units

+Cooling Fans

Follow the steps below and refer to the diagrams to remove and
install the “Hot-Swap” parts.



Hot Swap

Removing / Installing Hard Disk drives

a.Unlock the HDD tray
(When a HDD error occurs, the HDD LED indicator lights up *RED”)

o1 ——— o~~—17
o PI~—l ) PI—=}

FLE)| i___ﬂ GJ \‘*--5__;_0 |@| T . |§4 |

=1 — 2Z 4 6 —k°
° oI~} veed O] ~——p

Figure: Swap HDD(Unlock)



Hot Swap

b.Gently pull-out the HDD tray

Figure ; Swap HDD ( Pull-out )

5-3



Hot Swap

c.Unscrew and unplug the cables

Unplug Cables

D — ‘f _\\1% — Unscrew

Figure: Swap HDD(Unplug cables)



Hot Swap

d.Replace with a new Hard Disk Drive

It must be same capacity or greater than the faulty drive, if you
replace with a Hard disk Drive of insufficient capacity, the Disk
Array’s built-in buzzer will sound and the intelligent Auto-Rebuild
function will not be started.

* For best performance, we recommend you swap with an
identical Hard Disk Drive.

e.Gently Slide-in the HDD tray and lock up to start the AutoRebuild
While you have installed the replacement disk drive, screw in
all the screws and plug in the cables, you may now gently slide

in the HDD tray into the chassis and lock up fif.

* Data Auto-Rebuild will be started automatically when you lock
up the HDD tray.

T\_'\-'\‘ = _.-'-_:_--\.\__H T ,__IT N ;I__|
o O~} T [ —}
Br=——t -~/ BI~—_I
L || q___:& e o | 1
o o ——_ S E o]
| ‘|_ “"‘jlﬁ 7 o 8 L b

Figure ; Swap HDD ( Lock Up)



Hot Swap

Removing / Installing the Redundant P/S Unit

There are two LED indicators on the front panel which display the
status of the redundant power supplies. While the power supply

is working properly the two LED indicators light up * Green *, if any
one of them fail, the LED indicator will go off and the redundant
power supply buzzer alarm will sound.

When you need to replace the redundant power supply unit ,
refer to the redundant power supply status LED indicator on the
front panel to find the failed power supply unit and follow these
steps to swap it.

a. Unscrew the faulty unit
(For Safety reasons, you should switch off the faulty unit’s
power switch)

)

* 0 < [N 12

ES) oo 1]

« C0 = [III00)_°©

[ —

e

=

Switch off Unscrew

Figure: Swap P/S unit ( Unscrew )



Hot Swap

b.Replace with a new power supply unit

e Iy

° 0 © [0000gmo_e

nn—nmm'nrmTj” “

§00 6

T

]

o T [IQ]0]©
[ — JuquI

Figure: Swap P/S unit ( Swap with a new unit )



Hot Swap

c. Press the Power Supply Reset switch
When you replace a new power supply unit, you should then
push the power supply reset switch on the power supply frame
to stop the buzzer alarm and link the two power supply units
fogether.

The new power supply unit will link with the other unit
immediately and will start working after you press the power
supply reset switch, and the buzzer warning noise will stop.

+Reset from the Power supply

Reset Here

€=

T e
100 @500 =




Hot Swap

Removing / Installing Cooling Fans

+Unscrew the Fan module and gently slide out.

I Caution : Be careful

. the high speed rotating fans may harm
you.

Unscrew

@9

00 (@ Jasamei C

Bﬂ 'EIU—UUUEITI'UIJ'U’

STy “?l;~jﬁﬂ? & (I00S

Figure: Swap cooling Fan ( Unscrew the Fan Door )



Hot Swap

+Unplug the Fan connector
*Replace with a good one

+Plug in the fan connector, slide in the fan module and screw
it in

I Caution : The cooling fan will rotate immediately when you
plug in the fan power connector.

Figure: Swap Cooling Fan ( swap with a new Fan )



Appendix

Technical Specifications

Microprocessor

Cache Memory

DRAM Slots
Module Type
DRAM Type
DRAM Speed
Read Cache
Write Cache

Firmware

SCSI 1/O Processor

Serial Port
Baud Rate
Data Bits
Stop Bit
Parity

RAID Levels

Data Transfer Rate

SCSI ID Assignment

Tagged-command queuing

Intel i80303

64MB*
Maximum 512MB

One

144 Pin DIMMs
SDRAM

PC 100/133
Read-Ahead
Write Back*

Flash EEPROM ,256K x 8
SYMBIOS 53C1010R

1x RS232 (Asynchronous) Port
115,200 (Bits Per Second)

8

1

None
JBOD,0,1,0+1,30r5

Up to 160MB/s(Synchronous)
0~14 ( 0%)

Up to 255 simultaneous data
requests



Appendix

Technical Specifications

Interface : Host Bus
Disk Bus

Drives

Maximum Fault
Tolerant Capacity
Drive MTBF

Host Requirement
Operating Systems
Data Rebuild

LCD Display Panel

Cooling Fans

Power Supply Capacity

AC Input Voltage

Environmental
Relative Humidity

Temperature Operating :
Storage :

Safety testing
Dimensions
Weight

“* “ Default Settings

Ultra 160 LVD SCSI
Ultra ATA-100

Hot Swap, User Replaceable
Up to Six 3.5” drives ( 1” height )

>1.5TB

>1,000,000 hrs

Host Independent

O/S Independent and Transparent
Automatic Data Regeneration

2 x 16 Characters

7.5cm x 2 Turbin Fans
8cm x 2 DC Fans

Dual 250W Independent Power
Supplies

115/ 230V ( +/10% ) , 60/50 Hz

0% to 85% Non-condensing

5c~ 40c

-25¢c~ 60c

UL, CE and FCC Class B

483mm(H) * 465mm(W) * 88mm(D)
12 kgs ( W/O Disk Drive )

*** Various tfrademarks belong to their respective owners.



