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This equipment has been tested and found to comply vwith
the limits for a Class B digital device, pursuant to part
15 of the FCC Rules. These limits are designed to provide
reasonable protection against harmnful interference in a
residential installation. This equipment generates, uses
and can radiate radio frequency energy and, if not
installed and used in accordance with the instructions,
may cause harzful! interference to radio communications.
Hovever, there is no guarantee that interference will not
occur in a particular installation. If this equipment
does cause harmful interference to radio or television
reception, vhich can be detereined by turning the
equipment off and on, the user i1s encouraged to try to
correct the interference by one or more of the folloving
geasures:

- - Reorient or relocate the receiving eantenna.

-- Inerease the separation betveen the equipeent and
receiver.

-- Connect the equipment into an outlet on a circuit

different from that to vhich the receiver is connected.

-- Consult the dealer or an experienced radio/TV
technician for help.

Varning: A shielded-type pover cord is reaquired in order
to meet FCC enission limits and also to prevent

interference to the nearby radio and television reception.
It is.essential that only the supplied pover cord be used.

Use only shielded cables to connect 1/0 devices to this
equipment.

You are cautioned that changes or podifications not
expressly approved by the party responsible for
compliance could void your authority to operate the
equipment.
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Important !

safety Instructions, Care and Handling

10.

_ pefore starting, take a few minutes to

read this manuadl, read all of these instructions
and save this manual for later reference.

 Protect the Disk Array from extremely high of low

temperatures. Let the Disk Arrqy warm (or cool } 10
oom temperature before using if.

protect the Disk Array from being bumped of
dropped. Do not place this product on an
unstable cart, stand, of table. It may fall, causing
serious damage 1o the product.

Keep the Disk Array away from magnetic forces.

Do not use this product near water.

Keep the Disk Array away from dust, sand, or dirf

. Gaps and openings in the cabinet and the back

are provided for ventilation. To ensure reliable
operation and 10 protect it from overheating, the
gaps and openings should never be blocked

or covered by placing the product on a bed,
sofa, rug, or other similar surface.

Do not place this product near or over a radiator
or heat register.

refer to rating plate for voltage and check that
the appliance voliage corresponds 1o the supply
voltage.

The appliance must be grounded. This product is
equipped with a 3wire grounding-type power
cord, this power cord will only fit into G
groundingtype power outlet.
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13.

14,

15.

16.

If an extension cord of a power center is used
with this product, make sure that the total of all
products plug into the wall outlet does not
exceed the ampere iating.

Do not place the Disk Array where the cord will
be walked on.

Never push any kind of object into this product
through cabinet gaps and openings, they may
touch dangerous voliage points cause a risk of
fire or electric shock.

Unplug the power cord from the wall outiet
before cleaning. Keep the Disk Array dry. Do not
use liguid cleaners, aerosol cleaners, or a wet
cloth. Use a damp cioth for cleaning.

Except as specifically explained in this User's
Manual, please do not attemnpt 10 service this
product by yourself. Opening or removing the
covers may expose you to dangerous voltages.

Unplug this product from the wall outiet and refer

servicing to qualified service personnel under the

following conditions :

@ if this product has been exposed to water or
any liquid.

® [f the product has been dropped or the
cabinet damaged.



Operating Environment

When selecting a suitable working location, pleqse consider !
@ Ventilation

@ Tempesaiure

@ Dust and diff

@ Flectromagnefic and Radio Frequency Interference.

® Security

The selected location should provide at least six inches of open
space around the Disk Array cabinet for proper air flow.

Your Disk Array functions best af normmal 1oom temperature. Choose
a location free from extreme heat Of cold.

warning! The Disk Array's LCD Panel may be damaged by exposure
to intense suniight. Limit exposure to indirect of subdued sunlight only.

Your Disk Atray should be used in clean environment that is free
from airpome contaminants such as dust, dit, and smoke. Excessive
moisture of Ol particles in the air can also hinder your sysfem’s
performance.

To reduce the possivility of data ernors caused by electromagnetic
interference, locate your Disk Array at least five feet away from
electricaol appliances and equipment that generates magnetic fields.
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'~ About This Manual I

This manual serves as a useful guide you can refer to when you wish
to install and operate your Disk Array. It inciudes the following
information

® Chapter 1 " infroduction’
Introduces you to your new Disk Array's features and
general RAID concepts.

® Chapter 2 . " Getting Started
Describes general information about this Disk Array.

® Chapter 3 : " Configuration ”
Provides a Quick and Easy way o setup this Disk Array.

@ Chapter 4 : " Advanced Information *
Describes information in more detail.

® Chapter 5 ;" Hot-Swap
Describes Hot-Swap components.

® Appendix A : * Technical Specification *
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?hcpter 1 : " Introduction”

This chapter will infroduce you to your new Disk Array's features and
provide information on general RAID concepts.




Introduction

' Features I

This section provides an overview of the features. For more detailed
information, please refer 1o the technical specifications appendix
at the end of this rmanual .

Arena includes the following features !

Easy Operation

As everyone Knows, conventional Disk Arays are designed for
experienced computer specialists. To solve complicated and time
consuming operating procedures, Arena came up with @
revolutionary ided !

— Innovative Plug And Play RAID

As compared o G conventional Disk Aray’s long-winded setup
procedures, Arena can be ready to go after using the simple step
by step built-in setup program.

Ultra High performance

Arena combines an extremely high speed microprocessor with the
latest chip set, SCSI hardware technology , perfect fimware and an
artistic design. The result is one of the fastest, most reliable Disk Array
systems on the market.

+ Supports virtudlly all popular operating systemns ,platforms and
network environments Decause it works independently from the
O.s.

. Fast / Wide / Ulira Wide 5CS| channel interface 1o your Host
compudter, up o AOMB data fransfer rate provides the processing
and access power forycu to handle compiex and large files.

. Selective SCSIIDO ~ 15, support with active termination.

. Togged-commond queuing : allows processing of up to 255
simuttaneous data requests.

. Selective RAID levels O, 1. 0+1,30r8.

. Build-in 16MB cache memory, expandable up 10 256MB.

. Serial communication port ([ Monitor Port ) permits anay confiolier
operation through & standard V1100 terminal (or equivalent).
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Solid reliability

. Automnatic failed disk drive detection.

. Auto rebuild : when a replacement disk installed {or by using hot
spare disk }, Arend provides automatic data rebuild without any
commands of functions keyed in. ( Transparent to Host )

Efficient maintenance

. An LCD staius panel displays d comprehensive readout of the
operating status, and the HDD LED indicators on each HDD tray
display the individual HDD status.

. When disk failure occurs on a member disk of the disk array, the
built-in buzzer sounds simuttaneously and LCD status panel
also points out the iocation of the failed hard disk drive. In the
meantime the LED HDOD status indicator will light up "Red "on the
failed HDD fay . according the LED indicator on the HDD hay you
can perform Quick, efficient and correct maintenance.

. Hot Swap : allows you can remove and instal the * Hot Swap '
parts without interrupting data access while the Arena is on.

. The * Hot Swap " parts include the Hard Disk Drive, Redundant
Power Supply Unit and Cooling Fan.
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_General RAID Concepts '

Cornect installation of the disk array requires an understanding of
RAID technology and the concepts described in this section.

Definition

RAID is an acronym of Redundant ArrQy of independent Disks .

A RAID is a Disk Array in which part of the storage capacity is used to
record redundant information about the user data stored on the
remainder of the storage capacity. The redundant information
enables regeneration of user data in the event that one of the
Array's memiber Disks or the access path to it fails.

Benefits of RAID

1. Secure Data
RAID is an emerging storage technology with the potential fo
revolutionize the data storage technology. A typical RAID unit
contains a set of disk drives, typically two to six, which appear fo
the user to be equivalent to a single large capacity disk drive. The
remarkable benefit of disk array is that if any single disk in the RAID
fails, the system and array still continues to function without loss of
data. This is possible because the redundancy data is stored on
separate disk drives and the RAID can reconstruct the data that
was stored on the failed disk drive.

2. Increases system performance
As the effective seek time for finding dataon @ disk can
potentially be reduced by aflowing muitiple simultaneous access
of different data on different disks. Utilizing paraliel reads and
writes of the data spread across the disks in the array, the data
sianster rate can be increased significantly over that of a single
dlisk.

3. Easy maintenance
RAID system maintenance is typically simpilified because it is eqsy
to replace individual disks and other components while the
systern continues 1o function. ( Hot swap support |
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' RAID Levels I

RAID Level 0 : " Disk Striping * High 1/O Performance

Disk 1 Disk2 Disk3 Disk 4 Disk5 Disk6 Physical

® mproved /O performance is the maijor reason for using RAID level 0.

® No protection is provided against data 10ss due to member disk
failures. A RAID level O array by ftself is thus an unsuitable storage
mediurm for data that can not easily be reproduced, or for data that
must be available for critical system operation. It is more suitable for
data that can be reproduced o is replicated on other media.

@ A RAID level 0 array can be pariculary useful for

. Storing program image libraries of wnfime lipraries for rapid
loading, these libraries are normally read only.

. Storing 1arge tabtes or other structures of read only data for rapid
application access. Like program images, the data should be
packed up on highly reliaple media, from which it can be
recreated in the event of a failure.

. Collecting data from external sources at very high data fransfer
rates.

e 22 Tt i PR i i £
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® RAID level O arrays are not parficularly suitabie for .

. Appiications which make sequential requests for small amount of
data. These applications will spend most of their /O time waiting
for disks to spin, whether or nof They use striped arays as storage
media.

- Applications which make synchronous random requests for small
amounts of data.
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RAID Level 1 : " Disk Mirroring " High bo'ro Reliability

Disk 1 Disk 2 Physical

RAID levei 1 provides both very high data reliability and continued
data availability in the event of a tailure of an array member. When
a RAID level 1 member disk fails, array management software simply
directs all application requests to the surviving member.

RAID level 1 is suitable for data for which reliability reguirements are
extremely high, or for data 1o which high performance access is
required, and fof which the cost of storage is G secondary issue.
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RAID Level 3 :
" paralle! Transfer Disks with Parity
High Data Reliability & Highest Transfer Capacity

;fi’f—;T‘
=3+ Data

¥ /7 7 /7 4

Arra Mana?ement S,of}wara .
3

Disk 1 Disk2 Disk3 Disk4 Disk5 Disk 6 Physical

P : Parity

RAID Level 3 technology use a dedicated parity disk to store
redundant information about the data on severdl data disks.
RAID Level 3 is an excellent choice for applications which require
single stream /O with a high data transfer rate.

RAID Level 3 is optimal for applications in which large block of
sequential data must be transferred quickly, these applications are
usually of one of these types :

@ They operate on large data objects such as graphical image
processing, CAD/CAM files, and others.

® They are non-interactive applications that process large data
sequentially.

They usually request a large amount of data {32KBytes or more) with
eqach /O request.
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characteristics of RAID Level 3.

@ The disfinctive performance
ent performance for data

. RAID Leve! 3 provides excell
transfer-intensive applications.

. RAID levet 3 in not well suited for fransaction processing of other

/O request-intensive applications.
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RAID Level 5 :
" Independent Access Array with Rotating Parity *
High Data Reliability & Transfer Capacity

Disk 1 Disk2 Disk3 Disk4 Disk5 Disk® Physical

P . Parity

When RAID Level 5 technology is combined with cache memory fo
improve its write performance, the resutt can be used in any
applications where general purpose disks would be suitable.

For read only or read mostly application /O loads, RAID Level §
performance should approximate that of a RAID Level O arqy. In
fact, for a given user capacity, RAID Level 5 read performance
should nomally be slightly betfter because requests are spread
across one more members than they would be in a RAID Level G
array of equivalent usable capacity.

@ A RAID level 5 array performs best in applications where data and
/O load characteristics match their capabiiities :
. Data whose enhanced avaiability is worth protecting, but for
which the value of fuli disk mirroring is questionable.
- High read request rates.
. Small percentage of wiites in 1/O 10aG.



Introduction

® RAID level 5 arays have unigue performance characteristics !

. The data can be recalculated or regenerated, using parity,
when any drive in the array fails.

. When the failed drive is replaced, either automatically if the
subsystemn contfained a hot spare drive, or by user intervention
during a scheduled maintenance period, the system will be
restored its full data redundancy configuration by rebuilding all
of the data that had been stored on the failed drive onfo the
new drive. This is accomplished using parity information and
data from the other dafa disks. Once the rebuild process is
complete, all data is again protected from loss due fo any
failure of a single disk drive.
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'Summary Comparison of RAID Levels I

RAID Common Description Aray's Data Data
level Name Capacity| Reliability | Transter
Capachy
Data distibuted across the
8] Disk disks in the array. (N Low very
Striping No redundant Information disks High
provided.
1 Miroing | All data Duplicated 1*dlisks \fg?r/] High
b
3 Parclle! Data sector is subdivided (N-1) Very Highest
Transfer and distiiputed across all clisks High of all
Disks with | data disk. Redundant listed
Parity information stored on Q alter-
dedicated parity disk. natives
5 Independent |Data sectors are distibuted| (N-1) Very Very
Access Array | as with disk striping, disks High High
with Rotating | redundant Information is
Parity interspersed with user data.
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"Supported RAID Levels |

Based on the needs of a Disk Array's capacity, data availapility, and
overall performance, you can select a proper RAID level for your
Disk Array. The supported RAID levels are shown in below :

RAID
Level

Function
Description

Drives required
Min. Max.

"Disk Striping" ., block striping is used,

which yields higher performance than with
the individual disk drives.

* There is no redundant function.

'"Disk Mirroring" , Disk drives are mirrored |
All data is 100% duplicated on each
equivalent disk drives.

* High Data Reliability

" paralie! Transfer Disks with Parity *,
Data is stiped across physical drives.
Parity protection is used for data
redundancy.

" Independent Access Alay with Parity ¥,
Data is striped across physicai drives.
Rotating Parity protection is used for data
redundancy.

" Disk Striping " + * Disk Mirroring Function.
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| Multi-SCSI Format sueportl

The Disk Array provides one Ultra Wide SCSI channel for connecting
to your host system. With proper cabling, it may support Narrow or

wide: Standard, Fast or Uttra SCSI formaits, ( singie ended )

Overall cable length

For secure data franster , please refer to the cable length limitations

as Delow |

* Cable length = External Host cables length + Internal Host cable

length

* Standard Disk Array External cable length = 90cm | 3 ft)
* Standard Disk Aray Internal cable length = 20cm

SCSl Clock Data Maximum Cable Remark
Tvpe Rat rate | S99 pequired
e ate o) Length equire
Ultra
wide 20 40 2m HPD 68---
(16 bit) MHZ MB/secC HPD &8 pin
Wide
SCsl 10 20 am HPD 68---
(16 bit} MHZ MB/seC HPD 68 pin
Ultra
SCSl 20 20 2m HPD 68---
(8 bit) MHZ MB/sec HPD 50 pin
Narmow
SCSI12 10 10 3m HPD 68---
(8 bit} MHZ MB/secC Cen. 50 pin
SCSI 5 5 5m HPD 68---
(8 bit) MHZ MB/sec Cen. 50 pin




Chapter 2 : " Getting Started *

General Overview

This chapter helps you get ready to use the Disk Array. It gives you .

@ Unpacking & Checklist

® Choosing o piace for Disk Array
@ Identifying Parts of Disk Array

@ Power Source

® Installing the Hard Disk Drives

@ Host Linkage

® Power-On and Self-test

@ LED Display and Function Keys
@ LCD Status Display

The following illustrations will help you read the further sections.




Getting Started

' Unpacking & Checklist I

Before unpacking your Disk Array , prepare clean and stable
piace to put the contents of your Disk Array's shipping container on,
Altogether, you should find the foliowing items in the package :

® The Disk Array

® One AC power cord

® One Extermnal SCSI cable
® Keys

® Jser Manual

Remove all the items from the carton. If anything is missing or

broken , please inform your dedler immediately.
save the cartons and packing materials that came with the Disk

Array. Use these materials for shipping of transporting the Disk ArrQy.

Figure : Checklist



Getling Started

| Choosing a place for Disk Array I

When selecting a place to set up your Disk Array, be sure to follow

the guidelines as below:

® Place on a flat and stable surface.

® Use a stand that supports at least 30.0 kg for this Disk Array.
(HDD included )

® Place the Disk Array close enough to the computer for the Disk
Array's External SCS! cable to reach it.

® Use a grounded wall outlet,

® Avoid an electrical outiet controlied by wall switches or
automatic timers. Accidental disruption of the power source
may wipe out data in the memory of your computer or Disk
Array:.

® Keep the entire system away from potential sources of
electromagnetic interference, such as loudspeakers , cordless

telephones, etc.
e[Caution |}

Avoid direct sunlight, excessive heat, moisture, or dust,
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" Identifying Parts of the Disk Array |

e

 Front View I
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Figure : Front View

.HOD Trays 1 ~ 6

O O O1 B W) —

LCD Status Display Panel

Power Supply Switch [ On / Off )
Function Keys (. ., Enfer, ESC))
Power-On Indicator { PWR Unit 1, PWR Unit 2 )
Power Supply " Alarm ' Reset
Host Computer Access Indicator
HDD Tray Lock { Lock / Unlock }
HDD Status Indicator
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| REAR VIEW |
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Figure : Redr View

1. RS232 Adapter (Terminal Monitor Port)

2. Reserved

3. Cooling FaNs

4 AC Votage Select Switch (115V/230V)

5 Power Supply Unit Switeh (On/ Off)

& Power Supply unit 1 {Uppeer)

7 power Supply Unit 2 (Lower)

8. Host channel adapter Port
i
11
12
13

. Fan DQor SCrews o
" power Supply Unit 1 LED indicator (Green)

 power Supply fail indicator (Red)
 power Supply Alamm reset switch
. AC power Input socket
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 Power Source l

Choosing a Working Voltage

The Arena can run either on AC 110V {+/10%) or AC 220V
(+/10%), Slide the AC voltage select switch on both of the two
power supply units 1o the corect position which corresponds
with the wali outlet supply voltage.

[Waming ! |

Wrong AC Voltage input will harm the power supply and
cause serious damage 1o the Disk Array.

...0.0.... ) +*e
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4900089 89CCOW

...O'O.. ..OD..@

C eeenC O sene O
L

@
@@/

> O oyt O
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Figure : Power Source

[1 This Disk Array must be grounded
This Disk Array is supplied with an AC power cord equipped with
a 3-wire grounding type plug. Thisis @ safety feature and it is
important to only use a 3-wire grounded mains power cord.
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' Hard Disk Drives Pre-Setting |

1. HDD SCSI Terminator ; set * Disable SCSI Terminator ",

" Important ! |

You must set disable SCSI terminator to all of these drives even
it is on the end the device channel bus.

2. Terminator Power : set " Term. Power from SCSI Bus ",

3. Motor Star option : set " Enable motor start .

4. Setting the SCSI ID : Pre-setting is not necessary.
By using the Auto SCSI ID assignment design in this Disk Array
System, the RAID controller will assign SCSI 1D to all of these

drives automatically when you connected the SCSI ID cable
{ on the HDD tray ) to these drives,

Optional Usage Plug

Figure : Drive Rear View
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About HDD's Auto SCS! ID# Setting

Common cptional SCSI D Usage Plug :

Pin Assignment Pin Signal
119 7531 1 AQ
- 3 Al
5 A2
7 A3
8 LED Cathode

12108 6 4 2

You must check the HDD's instaliation guide, if your drives have
not this rear optional usage plug or the pin assignment is different
from the above common usage plug, then you must set the
HDD's SCSI ID# manually as below :

[

z

Tray 1 ¢ ID#0 —
Tray 2 : ID#1 e
Tray 3 ; ID#2 —_—
Tray 4 . ID#0 —_—
Tray 5 ID#1 —_—
Tray & . ID#2 E—

-AE
alel
2l

;

Figure : Manual HDD's SCSI ID setting

important ;
If your drive's option usage plug or pin assignment is different from
the above, -- Do not connect the SCS! ID cable intc the drives.
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" Installing the Hard Disk Drives I

- Unlock the HDD tray by tuming the Key-lock to the

corect position.
Step 2 : Gently pull out the HDD tray.

Step |

Figure : Instaling HDD step 1,2
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Step 3 : Insert HDD info the tray

Step 4 : Screw in the hard drive.
( Use the correct size, fype and thread )

Step 5 : Cabling, Connect the Data cable SCSI D cable
& Power cable.

‘[ ¢ i Cabling
e [0

SCREWS — — SCREWS

—U;'l‘-—

i
t
|

2 o
=
[y
[ous
=

— G

- g

S

Figure : instaling HOD step 3,4,5
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Step 6 ; Gently slide in the HDD fray.

Step 7 : Lock the HDD tray. When powered on the Green LED
will ight up.

|

0-0
i0:0
[0

(-1-1:]

Figure : instaling HDD step 6, 7
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- Host Linkage I

with the HDD(s) installed corectly, you are ready to connect the

Disk Array to your Host computer.
Use o shielded twisted-pair SCSI cable to connect your Host
computer to the Disk Array's built-in 68 pin SCSI adapter port.

Connect the Host computer as shown below :

!
0

.
.....

bt

Disk Array

)22y

L

Host Computer

Figure : Host linkage

For safety reasons, make sure the Disk Array and Host Computer
are tumed off when you plug-in the SCSI cable.
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. Power-On and Self-TesfﬁI

When you connect the Disk Array to the Host computer, You
should press the Push-button ON/OFF Power Supply Switch on the
front panel. It will turn the Disk Array on and the Self-Test will be
started autormaticatly,

_Release Mode

Before you push down the power switch, you should turn the * L
symbol on the power switch cap and align it to pointto the * « *
symbol on the front panel. (turn to release mode)

_Protect Mode ;|
When the “ 0 " symbol (on the power switch Capj pointsto "« ",
the power supply switch is in the protect mode (locked). This is @
safety feature to avoid accidentally tuming off the Disk Array.
Unless you need to power On / Off the disk array, you should put
the power supply switch in the protect mode at all times.

oszne

@
-
e

i0:0)
10

o
0

|

Figure : Power-On & Seff-Test
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LED Dispiay & Function Keys I

‘OLED Display
Shown below is the LED Display. Please refer to the illustration,
the LEDs inform you of the Disk Array's curtent operating stafus.
Upon activating a certain function, the corresponding LED
indicator should tun on indicating that the feature is engaged.

—

Figure : LED Display

LED

Descriptions

_Power Unit 1 Indicator

light up : "Green" , it lights when the Power Unit 1
is plugged and operating functionally.

. Power Unit 2 Indicator

light up : "Green" , it ights when the Power Unit 2
is plugged and operating functionally.

(o)

. Host Computer Access

indicator

light up : "Yellow" | Indicates Host
computer is currently accessing the Disk Ay

. HDD Power-On Indicator

iignt up - "Green” , if fights when the HDD fiame
15 locked and Power-On

w

HOC Access Indicater

lignt ug - "Yellow" . when HDD 1s accessed

r

HDD Eror Incicator

light up - "Red” , when the HDD not installed or HDD emor
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" Function Keys |

The four function keys at the top of the front panel perforrm the
following functions .

Use to scroli the Cursor Upward / Rightward

(] Up ATTOW / Right Arrow

cursor Downward / Leftward

Use to scroli the

() 0own Arow | Left ATOw

Use to confim a selected ftem

Use to exit & selection
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LCD Status Panel I

Located the LCD panel, the LCD status panel informs you of the
Disk Array's current operating status at a glance. Upon activating
a certain function, a symbol or icon corresponding to that
function wil appear in the display wingow. The symbol will remain
in the display window indicating the status of the Disk Array.

Identifying the status on the LCD

The following illustration shows the symbols (characters) been
used and thelr representation.

A description of each of the symbols in LCD display window ;

O On-line and functional
R Error occur

I ldentifying Disk Drive
S Spare Disk Drive

X Disk Drive not installed

Example of the LCD status display window :

Arena Silver
O00SXX R5 ID:0O

This informs you :

Q. HDD 1 ~ HDD 3 : Online

b HDD 4 . Wis a Spare disk drive
C. HDD 5 ~ HDD 6 : Notinstalled

d. RAID Level - In"RAID Level 5"

e. SCS8I 1D S in"ID#F O



' Chapter 3:° Configuration”

Atter completing the hardware instatiation, the disk array musf be
configured and the logical unit must be inifialized before it is ready
to use. This can be accomplished through the following user
interfaces !

Front Panel function keys ( LCD Display )
or
V1100 ferminal connected through the seral port ( Monitor Port )

<z The LCD display panel and o V1100 terminal can not be used af
the same fime.

This chapter guides you through setting up your Disk Array for the first
tirme. This chapter contains information oN setup. The setup program
is @ menu-driven utility which enabies you 1O make changes o the
configuration and tailor your Disk Array 10 your individual needs.
The setup program isa ROM-based configuration utility which
displays the Disk Array's status and aliows you to sef up the
parameters. The parameters are stored in G nonvolatile battery
backup CMOS RAM which saves the information even when the
power IS off.

By using an eqasy-To-use usel interface, you can configure such ifems
as !

. RAID Level

. Hot Spare Disk

. SCSI D

. Termination

. Password ( For protection from unauthorized use )

. Firmware update (VI100 Terminal mode only) -~ for update

procedures please refer to Chapter 4 - Advanced information.

The setup program nas been designed 10 make it as easy 1o use as
possible. By using ¢ menu-dliven progrant. you can scroll fhrough
the various sup-menus and make your selections among the vanous
predetermined choices.
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Configura’rion from the front Panel |

The LCD Display front panel function keys are the primary user
interface for the Disk Array. Except for the "Firmware update” ,all
configuration can be performed through this interface.

Function Key Definitions

The four function keys at the top of the front panel perform the
following functions :

(1} Up Arrow / Right Arow | Use to scroil the cursor Upward / Rightward

(} ) Down Arrow / Left Arow| Use to scroli the cursor Downward / Leftward

( Enter) Use 1o confirm a selected item

{ESC) Use to exit a selection




Configurotion

Configuration procedures (via Front Panel)

Main screen

v

Re-Config RAID

Yes

v

No

RAID Level

(5,3,1,0 0+1, None )

h 4

Hot Spare Disk
(Yes/No}

-

Y
Set SCSI D
(0~ 15)

—

Termmination

| [Enable / Disable)

Set Password
( 4 Digital }

v

~ save Configuration

F 3

NO |

& Restart

|
Yes |




Configurction

Starting the configuration

1. Power-on the Disk Array, At the end of the power-on self test
program, the LCD displays the current system status.

2. Press the front panet " Enter " key 10 access the built-in
configuration program.

3. When the screen displays the password prompt and asks you to
" Enter Password "

Enter Password
CHENR

press " Enter " 4 times to input the default password
{ default password is " 0000 ")

4. Re-Configuration RAID

Select "No "1o just set up " SCSIID# ", "Terminator’, and
"Password’

Select "Yes"to set up " RAID Level ", " Hot spare disk ", " SCSI
ID# ", " Terminator ", and " Password "
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5. Set RAID Level

Move cursor (4 } ) fo the desired RAID tevel (5,3,1,0, 0+1,
None ), press " Enter " to confim.

All data on the disk drives will be lost by changing the RAID Level,

* RAID Level " None " = No Configuration
6. Set Hot Spare Disk
Select " Yes " to set one Disk Drive as @ Hot-spare Disk.

(Valid for RAID Level 5 and 3 , the total numiboer of Disk Drives
installed must be more than 3 Disk Drives )

7. Set SCSI D

Each device on a specific SCSI bus must be configured with G
target address ( which is A "SCS! D" ) which is different from any
other devices on the SCSI Bus.

The default SCSI ID for the Arena is 1D 0.

If you need to assign a different 1D # for your Disk Array. The
available SCSI iD# for Arena are 1D# 0 ~ 15.

You must assign a different SCSI 1D to each SCS! device on the
SCS| Bus. The SCSI ID# must be Unique for each device.
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8. Termination

ferminating a SCSI chain is achieved by adding a terminator to
each end of the SCSI bus. The Disk Array supports active
termination at the controliers SCSI end.

é Termination "enabled" must be set when the Disk Array is at
| one end of the SCSI| Bus.

@, Set Password

Press " Enter * to activate the Password setting. When the cursor
stop on the desired "number" or "character’, Using " | " and

"+ " function keys 1o choose the desired characters and then
press " Enter " to confirm it

7z | Press " ESC " function key for password “No Change®

10. Save Configuration & Restart

Select the Save Configuration function and Press the " Enter " key
to save and activate your selections.

Warning ! All data will be lost if you change RAID Levels .
WARNING

Saving configuration changes causes the disk array
controller's working parameters to change. This can
produce unpredictable results if it occurs during Host
and Array activity. All activity to the controlier should
be stopped before saving configuration changes.
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] Configuroﬁon from VI100 Terminal Mode I

By connecting VI100 compatiole terminal or @ PC operating in @
terminal emulation mode, a configuration can be performed
through this interface.

To ensure proper communicafions between the "Disk Array" and the
Terminal', Please configure the VT100 terminal settings to the values
shown below

VT100 Terminal (of compatible } Set up

Connection serial Port (COM 1 Of COM 2)
Protocol R$232 ( Asynchronous )
Cabling Null-Modem cable

Baud Rate 19,200

Data Bits 8

Stop Bif 1

Parity None

Keyboard Function Key Definitions

. Enter " key, Use tO confim a selected item

" ESC " key, Use tO exit a selection

* A key, Use 10 scroll the cursor Upward / Rightward

C Z ' key, Use 10 scroll the cursol Downward / Leftward

- Tab " key, Use to switCh mode { Menu / Oufput Area |
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Configuration procedures ( VT100 Terminal )

> Main screen
— [

v
ﬁ Re-Config RAID
1 No
Yes

RAID Level
(6.3,1,0,0+1, None)

Hot Spare Disk
(Yes/No)

b4

| Set SCSI D
(0~ 15)

Termination
(Enable / Disable)

A4
Set Password
( 4 Digital )

1

i

v
I . i
— . Save Configuration
No i & Restart
Yes |

-
v

Update Firmware

No

i

Yes i

Update )




Configu ration

Main Screen

.- atena - HyperTerminal

el
[Arena Silver RAID Controller 3
iVersion v3.05A 06/08/1998 bo
gjilue LTrg rAzi |Serial No: GOO0C0O0S596003804 ¢ g
] | {RAID Level | |Stripe Size = 64 sectors ¢ E
1) I Hot Spare Disk| |Installed Memory = 8 MBytes T |4
}lsec SCSI ID | ITesting Serial Connection...0K 5 |1
|| Termination | |Host Chan l: TEST OK Ll
{1isec Password IHost Chan 2: TEST OK |3
A 1iSave & Restarcl |Dask Chan 1: TEST OK ¥
% | |IUpdate ROH | |Disk Chan 2: TEST OK H
':- |+--=m==mmm———— + |Hot Plug Function Ready. H
X | r
41 [ 3
R I sid
I | |4
A1 I £ 1Y
EL i P
A1 1 T % )
q1 | ko
B e +
Move Cursor:AZSX, Tab:Switch to Menu Area '




Configﬂro’rion

Re-Config RAID

Select " No' for seffing : " SCSI1D ¥, " Terminator ", " Password '

Select " Yes ' for setting all the configurafions

arena - HyperTerminal

NEX |Arena Silver RAID Controller 4
|+--Main Menu---+ |Version v3.08A 06/08/1998 H
A Jke=_srnzzzy vsll ] |Serial No: 0Q0000596005804 SR
{1 IRA+-Re-Config RAID-+ |Scripe Size = 64 sectors 2}
| 1Ho 15 i |Installed Memcry = 8 HBytes 5
}1SelYES | {Testing Serial Connection...OK &
1) |Te+-=r-=-=—m==——=—= + |Host Chan 1: TEST 0K
:{11Set Password | |Host Chan 2: TEST OK EY
]| 1Save & Restart! |Pisk Chan l: TEST OK ]
1 IUpdace ROH 1 |Disk Chan 2: TEST OK H
B R it eindadndet + |Hot Plug Funcrticn Ready.

f I

|
!
|
|
t
!
|

‘Iiz:Hove Curser, BSC:Exit, Enter:Enter, Tab:Switch to Output Ares
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Set RAID Level

Move the cursor 1o the desired RAID Level (5, 3,1, 0, 0+1, none ).
and Press " Enter ' o confirm it.

Al Data will be lost by changing the RAID level.

i
|Arena Silver RAID Controller
|Version v3.05A 06/08/1998

) +--Main Henu---+

| |IRe~Config RAIDI! iSeriml No: 0000QD5956009604

| | FRIL Zevel | |Stripe Size = 64 Sectors

| IHo#-RAID Lewel-+ |installed Memory = 8 MBytes
118eis | Testing Serial Connection...OK

|
11Tel3 I |Host Chan 1: TEST oK
j1Sell 1 |Host Chan 2: TEST OK

|

|

|

R o

[1%ai0 |Disk Chan 1: TEST OK
14UpiD+2 |Disk Chan 2: TEST DK
|+-=-1E_LL |Hot Plug Function Ready.

o5

s g 2

o

|AZ:Move Cursor, ESC:Exit,
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Hot Spare Disk l

Select " Yes " to set One Disk Drive as a Hot Spare Disk.

This Function is valid in RAID level 5 and RAID level 3 the total Disk
Drives installed must be more than 3 Disk Drives.

{ Disk Drives number > 3 )

¥
R b MENY memmm o mmmmmoeo |Arens Silver RAID Controller a8
| +--Hain Menu---+ |Version v3.05A 06/08/1998 LA e
-1 i{Re-Config RAID| |Serial No: 000000596005804 5|
| { RAID Lewvel | |Stripe Size = 64 sectors 5
Pl Tpare Inzid |Installed Memory = 8 MBytes £
j1Se+-Hot Spare Disk-+ |Testing Serial Connection...ORK ¥
iTeln | |Host Chan l1: TEST OK ¥
115e|YES | |Host Chan Z: TE3T OK H
118at-—--———-vrommmm—e + |Disk Chan 1: TEST OK s
[ {Update ROM | |Disk Chan 2: TEST OK zi
e + |Hot Plug Function Ready. i
i I ~.::
i | -
I I £
| | £
I i 4:
1 { k3
| | -
i i H .
B ettt e e e +,
AZ:Move Cursor, ESC:Exit, Enter:Enter, Tab:Switch to Output Area I
o e e — i N . . -
Cornected (:13:50 vr106° [Too0en1 [SUROLL  [CARS [NOM [Cipe | [Purteshe g
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5ot SCS D#

Fach gevice on ¢ SCSH bus must be configured tor o Target
addiess (which is @ 1SCSHDY, which is different from any othel
device onthe 5CS! Bus.

The default 1D for this Disk Anay 8 1D#0

if you need assign @ different ID# for your Disk AITQY.
The qgvaitoble sl ID# for Arena is D# 0 ~1 5

You rmust assign Q
SCSI Bus. The SCSI

i
R gy =mm =TT |Arena gilver RAID Controller
y+--+-Set sCsT -+ |Version ¢3.058 06/08/1998
-, (LRl ! |gerial Ho: 600000596009304
{iipatl | |scripe gize = 6% sectors
|1HelZ ! \Instslled Memor¥ 7 g MBytes

11:e13 ! | Testing sarial Connection. - .CKE PRt
|1Tel4 | |Host Chan 1: TEST )24 ES "
HSelS y |Host Chan Z° 1§51 0K i
115816 | {p1sk Chan 1. TEST 0¥ t

J1op | |pisk Chan 2° TEET [2).8 H

j4--18 | yHor Flug Funcrion Ready -

1 12 \ L

110 1 b ;
[pRS | | -
112 | 1 ]
13 ! | .
1la | ) 2
115 | 1
1 gD + | B
B +
o Move C[uf L3 9 gec: Exat. Enter’ Enter. Tab: ggatch ®¢ purput BT en
o . . . . -
— T :a_,_ =

IR TEEE THUM T A
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Termination I

Terminating a SCSI chain is achieved by adding a terminator to
each end of the SCSi Bus. The Disk Array  supports active
termination in the controller's SCSI end.

[ Termination "enabled" must be set when the Disk Array is at
 one end of the SCSi Bus.

arena - HyperT erminal

ql-- - MIND ===mmmmmmmm oo {Arena Silver RAID Controller
:]1+--Main Menu---+ tVersion v3.05A 06/08/1998
{ |Re-Config RAIDI ISerial No: 0000GO536005504
il 1 IRAID Level I JStripe Size = 64 sectors

| lHot Spare Diskl| |Installed Memory = 8 HMBytes
4y |ser SCSI ID | |Testing Serial Connection.,.O0X
Artrerairanon |Host Chan l: TEST OK s

| |Se+-Termination-+ |Host Chan 2: TEST OK H
‘{1 18alRELFLE ] |Disk Chan 1: TEST OK 24
|1 1Up IDISAELE ] |Disk Chan 2: TEST CK * 3
A4t + JHot Plug Function Ready. BN
I ! 3

| | .-::f

| | v !

; 1 2

£ ! H

I 1 g

! | Ea

I [ I S

e e + 145

AZ:Move Cursor, ESC:Exit, Enter:Enter, Tab:Switch to Jutpur Areas H
Covaded DR NTI00 [15200BN71.  [SCHGLL " [CAPS  [NUM. [Caphre ~ [Pntedhd 7
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Set Password

Press ' Enter ' to activate the password setting when you

key-in the desired " Number * or* Character ™.

Press " ESC ' for no change to the password.

,- arena - HyperTerminal
Wy -

g

e
S
N
n
=]
[
4]
-
=
t-)
o
"

{i+--Hain Menu---+

] 1 1Re—Config RAIDI

"3 | | RAID Lewvel |

| |Hot Spare Diskl

| |Ser 8CSI ID |

| | Terninacicn i
12wt Ta-swozz |
|18+--%et Password--+
PIULEritns ERRREE
f—fm—mmmmmm o +
|

|
|
|
|
|
i
|

sy MMbaility =w———m=———=—————

OUTPUT

|Arens Silver RAID Controller
|Version v3.05h 06/08/1938
|Serial No: 009000536003804
|Scripe Size = €64 Sectors
{Installed Memory = & HBytes
|Testing Serial Copnection...OK
|Host Chan 1: TEST OK

|Host Chan 2: TEST OF

|Dask Chan 1: TRST 0K

|IDisk Chan 2: TEST OK

|Hot Plug Function Ready.

ERR TR

PR TR TR O O A

O ST )

kY
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Save & Restart I

Select the Save & Restart function and piess " Enter " to save and

activate your selections.

Warning! All data will be lost if you change the RAID level

Saving configuration changes causes the disk array
controller's working parameters to change. This can
produce unpredictable results if it occurs during Host
and Arrqy activity. All activity to the controller should
be stopped before saving configuration changes.

fmmmmmmmm e m e BERD mmmmmmmmm e {Arena Silver RAID Controller
{1 +--Main Menu---+ {Version v3.05h 06/08/1998
{1 Re-Config RAID| |Serial No: 0000D0O5$600980¢
4 i IRAID Lewvel i iScripe Size = €4 sectors
1| IHot Spare Disk| |Installed Memory = § HMBytes
| 1Set SCSI ID ] |Testing Serial Connection...OK
| 1Termination 1 |Bost Chan 1: TEST OK
| 18et Passwvord | iHost Chan 2: TREST OK
Ploave o Foom g IDisk Chan 1l: TEST CK
i |Up+-Save & Restart-+ IDisk CThan Z: TEST COK
== i {tHot Plug Function FKeady.
YRS | ,
| Hmmemmmmnmmm e oo + I
i H
| H
! H
i '
! ]
t t
B m o e e e e e e = e R m e m m m e ————
AZ:Move Curscr, ESC:Exit, Enter:Enter, Tab:Suitch tc Output Ares
[Connbilad D709 W0 [f9%008N [SCROLL  [ERFS [NOM  [Capbae

{F“m‘ﬂ ecko
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Advanced Information

—

Memory Expansion I

Your Disk Array comes with 16MB of memory that is expandable
to a total of 256MB by installing additional memory modules.
The optional memory expansion socket is provided for installing
memory module. These expansion memory module can be
purchased from your dedler.

- Memory Type : 60NS Extended Data Output ( EDO )SIMMs .

. Memory Size : Supports 72pin SIMMs of 4MB, 8MB, 16MB, 32MB,
b4MB, or 128MB

The main-board supperts many memory compinations for

a total of up to 256MB. Memory sizes are arrived af by inserting
different combinations of SIMM DRAM modules into the RAM
sockets. The RAM sockets are numbered SIMM 1 and SIMM 2. The
disk array controller will automatically detect the amount of
memory installed without any jumper settings needing to be set.
The following table are the possible configurations.

SIMM 1 SIMM 2 TOTAL
MEMORY

4 0 4

4 4 8

8 0 8

8 8 16
16 0 16
16 16 32
32 0 32
32 32 64
64 0 64
64 64 128

Do not use SIMM moduies which have an extra logic chip that
has been used to convert the memory module from asyrmmetic
1c syrmmetnc
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. Installing Memory Modules :

1. Unscrew & Remove cover

Figure : Remove Covel
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2. Install the memory

a. The SIMM memory modules will only fit in one orientation.

b. Press the memory module firmly into socket from a 45 degree
angle, make sure that all the contacts are aligned with the
socket.

c. Push the memory module forward to a vertical position.

Front Panel

SIMM 2

SIMM 1

Figure : Controller
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Disk Array Controller Block Diagram I

Micro-
processor

Main
memory

Local BUS

PCI
Bridge

Ultra

Wide

SCSl
controller

T

Host
channel

Flash
EPROM

NVRAM LCD RS$232
Monitor
Port
PCI BUS
Dual
Channel
Ultra Wide
SCSl
controller
Disk Disk
Channel 1 Channel 2
Disk 1 Disk 4
Disk 2 Disk 5
Disk 3 Disk 6
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‘ Updating Firmware I

1. Setup your VI100 Terminal

Piease configure the VI100 terminal sefting fo the values shown

below

VT100 terminal ( or compatible ) set up

Connection Serial Port { COM1 or COM2 )
Protocol R$232 { Asynchronous |
Cabling Null-Modem cable

Baud Rafe 19,200

Data Bits 8

Stop Bit ]

Parity None
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Setup V1100 Terminal

Example : Setup V100 Terminal in Windows 95

Step 1.

Frograr:

= oy Tzl

“

%
|
!
i
|
|
|
i

=
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Step 2.

%TprerTelminél .

AT&T Mail CompuServe

MCI Mail N

5

i
)
@

test
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Step 3. Enter a name tor your Terminal.
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Step 4. Select a connecting port in your Terminal.
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Step 5. Port parameter setfings

A COM2 Properhies

-
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Step 6.

. arena - HyperTerminal

w Cal
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Step 7. Select emuiate VT1 00 mode

. aang - Hepedleinensd

arena Pioperties

After you have finished the VT100 Terminal setup, you may restart
your Disk Array and press v Crl + D " keys { in your Terminal JTo link
the Disk Array and Terminal together.

Press| Ctl | + D to display the disk array Monitor Utility

screen on your VI100 Terminal.
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Start to Update Firmware

1. Move the cursor 1o " Update ROM " and press "Enter”.

| Arena Silver 000000 RS ID:0
| memm e m e NENV mmmmmmmmmm e m o |Arena Silver RAID Controller
| +--¥ain Msnu---—+ {Veraion v3.05Ak D6/08/195€8 LN A
| |Re-ConZig RAID} |Serial No: GQO0DOS96005804
| | RAID Level | jStraipe Size = 64 sectors
|1 Hot Spare Disk| | Installed Memory = 8 MByres
1115t 5C3I ID | | Testing Serial Connection...OK
:41|Term1natlon | {Host Chan 1: TEST OK
| | Set Fassword | | Eost Chan 2: TEST OFK
|| Save & Restart| |Disk Chan 1: TEST OK
[ omme BT | |Disk Chan 2: TEST CK
[ == + |Slot 1: IBK BDRS-391, B713 KB
| |Slot z: IBE DDRS-391, B713 KB
|$lot 3: IBK DDRS-391, B713 KB
{Slet &: IBE DDRS-345, 4355 MEB
{Slot 5: IEBH DDRS-345, 4355 MB

{ Hot Plug Function Ready.

I
b
t
} |Slet 6: IBM DDR3S-345, 4355 HB
1
|
!

| Warning ! I

Unpredictable results will occur if firmware update is attempted
during Host computer and Disk Array activity. All activity to the
controlier should be stopped before updating firmware.
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2. Press "Y' to confirm the Update.

- Hypes T eiming!

Fle ER Yiew Lol Trarsisr Help

Dl o3| oj#f |

Betors dovnloading the new firmvare,
shutdowm the host Computer system.

Are you ready to dowmload the new fiymware? (Y/N) Y
Are you sure? [Y/N) Y

‘|Begin firmware fjls transfer now.
To abort dowmlcad restart the RAID system.
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3 Select transfer " Send Text File " and press Enter.

E!

Are you rTeady T
Are you sure? (.

firmware? !Y/HN) ¥

Begin farmware file transfer now.
To abort download restart the RAID system.
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4 Locate the new Firmware file on your PC.

_;J Arhex 18i

Al ﬁl;s [ ;]

R
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5 Press"Y" to confirm to download the new firmware

and type " Go * to confirm the new firmware update.

Eafore dovnloading the n2w firmware,
shutdo®n the KOSt computer syStem.

Are you ready to download the new firmoware? (¥/Ni Y
Ar= you sure® [¥/N] Y

Pegin firmuare f1le transfer now.

Tc abort download restart the RAID aystem.
0o0£1200

File tran=fer complece.

Cheacksum = OxCECY @ OK.

Nev firmware transfer complete.

Enter 'Go’ to update the firmgare. Ge
Enrer 'Go’ Lo reconfirm. _
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6. Type " Go " 1o reconfim and the fiimware will begin to be
reprogrammed.

7. After verifying, please restart the Disk Array to activate the
new firmware.

Before downioading the new firmuare,
ahutdown the host computer sysatem.

Are you ready to download the new firmuare?(Y/N) ¥
Are you sure” (Y/N} Y

{Begin firmware file tranafer now.

qTo ebort downlpad restart the RAID system.
300041C00

dFiie transfer complete.

Checksum = CxCEC3 : OK.

Nev firmyare transfer complete.

Enter 'Go’ to updates che firmvare, Go
Enter 'Go’ t0 reconfirm. Go

Programming. ..

“{count = 0000

{Done!

FVeratying. . . _







Chapter 5 : " Hot Swap " I

This chapter expiains how to remove and install the "Hot-Swap" pars
without inferrupting the data access while the disk array is on.

The "Hot-Swap" parts include .

» Hard Disk Drives

« Redundant Power Supply Units
- Cooling Fans

Foliow the steps below and refer to the diagrams 1o remove and
install the "Hot-Swap” parts.




Hot Swap

Removing / Installing Hard Disk Drives l

a. Unlock the HDD Tray
(When a HDD error occurs, the HDD LED indicafor lights up RED %)

— . Y
OO e
@Q@Eg

|

i O

X2

il

[ X-X.]

Q00

—

Il

-1-14

r
)
L

TED

Figure ; Swap HDD ( Unlock ;
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b. Gently pull-out the HDD tray

"m

Figure : Swap HDD { Puli-out )
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¢. Unscrews and Unplug the Cables

Unplug Cables
bt

— Unscrew

s enumsiy 8]

|
J
mmuuwuuuuuuuu
| T

Figure : Swap HDD | Unplug cabies
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d. Repiace with a new Hard Disk Drive
it must be same capacity or greater than the fautlty drive, if you
replace with a Hard Disk Drive of insufficient capacity, the Disk
Ariay's built-in buzzer will sound and the intelligent Auto-Rebuild
function will not be started.

= For best performance, we recommend you swap with an

gt

identical Hard Disk Drive.

e. Gently slide-in the HDD tray and lock up to start
the Auto-Rebuiild
When you have installed the replacement disk drive, screw in ait
the screws and plug in the cables. You may now gently slide in
the HDD tfray into the chassis and lock up it.

7 Data Auto-Rebuild will be started automaticatly when you lock up
the HDD tray.

—
St
I
e
I ——
%
I ——

I —eY

b o
e
a

)

F
.

Figure - Swap HDD [ Lock Up |
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] Removing / Ins’tolling the Redundant P/S Unit I

There are two LED indicators on the front panel which display the
status of the redundant power supplies. While the power supply
is working properly the two LED indicators light up ' Green ", if any
one of them fail, the LED indicator will go off and the redundant
power supply buzzer alarm will sound.

When you need to replace the redundant power supply unit
refer to the redundant power supply status LED indicator on the
front panel to find the failed power supply unit and follow these
steps to swap it.

a. Unscrew the faulty unit
(For Safety reasons, you should switch off the faulty unit's

power switch)

_ 0
= Y&

o <
SR
s

RTINS
Q::::ﬁ@

Switch oft

Unscrew

Figure © Swap P/S unit [ UnsCrew !
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b. Replace with a new power supply unit -

—

Al S mwuununuo’

Slefe

Figure : Swap P/S unit { swap with a new unif )
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c. Press the Power Supply Reset switch
Wwhen you replace a new power supply unit, you should then
push the power supply reset switch on the front panel or on the
power supply frame to stop the buzzer alarm and link the two
power supply units together.

Z The new power supply unit will ink with the other unit

immediately and will start working after you press the power
supply reset switch, and the buzzer waming noise will stfop.

» Reset from the front panel

|

—-— Reset Here

0-0
i
Di.‘ﬁg .

I

. Reset from the Power supply

S e Sy | T Reset Her

o = oppnne
ﬁ G
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Removing / Installing Cooling Fans l

. Unscrew the Fan door and open the door to a 90
degree position

| Caution : 8e careful , the high speed rotating fans may harm
you. Don't touch the rotating Fans, If necessary,
Unplug the Fan power connector first,

o P C—) o

0
@

O 90000 O 0000 O

(I X Y )] 20000

.0.0000000.0. o.o.ooooo.o.o® «— U

€0CC e 96000 nscrew
sse0e ecoeee

O 9060 O €880 0

O seee O O seee O

0000 oceee

o.o.ooooo'o.o o...oo oo.o.o®||

000088 000000 «—— Unscrew
see0es Geoeee

% O 90886 O 800 O

O __©
C S ofistosnote
O —/

o S ome
R —) r

o
JO!

Figure : Swap cooling Fan | Unscrew the Fan Door)
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- Unplug the Fan connector

. Unscrew the faulty cooling fan and replace with a
good one

~-Important | The cooling fan's air fliow must point to the fan
door, please refer to the label on the cooling fan.

- Plug in the fan connector, close the fan door
and screw it in

I Caution : The cooling fan will rotate immediately when you
plug in the fan power connector.
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Figure : Swap Cooling Fan { swap with a new Fan |



Appendix

Technical Specifications i

Microprocessor

Cache Memory

DRAM Slots
Module Type
DRAM Type
DRAM Speed
RAS access time
CAS access time
Parity

Read Cache
Write Cache

Firmware

SCSI I/O Processor

Serial Port
Baud Rate
Data Bits
Stop Bit
Parity

RAID Levels

Data Transfer Rate

SCSI D Assignment

Tagged-command queuing

Intel 960 RD

Minimum 4MB ( 16MB* }
Maximum 256MB (Two 128MB SIMMs)

Two

72 Pin SIMMs

EDO (Extended Data Qutput)
70ns, 60ns

Either parity or non-parity
Read-Ahead
Write Back*

Flash EEPROM ,256K x 8
SYMBIOS 53C876

1x RS232 (Asynchronous) Port
19,200 (Bits Per Second)

8

1

None

0,1,0+1,30r5

Up to 40MB/s (Synchronous)
0~ 15(0*)

Up to 255 simultaneous data
requests




Appendix

Interface : Host Channel
Disk Channels

Drives

Maximum Fault
Tolerant Capacity

Drive MTBF

Host Requirement

Operating Systems
Data Rebuild

LCD Display Panel

Cooling Fans

Power Supply Capacity

AC Input Voltage

Environmentai
Relative Humidity

Temperature Operating :
Storage :

Safety testing
Dimensions
Weight

- * " Defautt Seftings

1 Ultra-Wide SCSI (SCSI-3, 68 pin)
2 Ultra Wide SCSI (SCSI-3, 68 pin)

Hot Swap, User Replaceable
Up to Six 3.5inch drives { 1" height)
>50GB

> 1,000,000 hrs

Host Independent

O/S independent and Transparent
Automatic Data Regeneration

2 x 16 Characters

6cm Bail Bearing Fan
4 Fans

Dual 250W Independent Power
Supplies

110/220V ( +/10% ), 60/50 Hz

10% to 85% Non-condensing

5C~ 40°C

-25°C ~ 60°C

Under apply CE and FCC Class B
350mm(H) * 175mm(wW) * 310mm(D)
11.5 kgs ( W/O Disk Drive }

**> Various trademarks belong to their respective owners,



