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Preface

This User's Guide explains the management utility [ Web-based Promise Array Management
Professional] to be used for operating N8103-105 Disk Array Controller provided by Promise.

Some of the features explained in this guide may not be supported in your environment. Please be
sure to read the User’s Guide supplied with the platform.

The guide is intended for persons who are familiar with Linux functions and operation methods.
For details on Linux operation, see Linux Online Help or manuals.

Copyrights
Promise® and its logo are registered trademarks of Promise Technology Inc. of the U.S.A.

Linux is a trademark or registered trademark of Linus Torvalds in the United States and other
countries.

Red Hat, RPM, and all the trademarks and logos based on Red Hat are the trademarks or registered
trademarks in the United States and other countries.

MIRACLE LINUX and its logo are registered trademarks of MIRACLE LINUX Corporation.
NEC ESMPRO and NEC EXPRESSBUILDER are registered trademarks of NEC Corporation.

Microsoft, its logo, Windows, Windows Server and MS-DOS are worldwide registered trademarks
of Microsoft Corporation of the U.S.A.

All company names and product names mentioned herein are trademarks or registered trademarks
of their respective companies.

Notes:

(1) No part of this manual may be reproduced in any form without the prior written permission of
NEC Corporation.

(2) The contents of this manual may be revised without prior notice.

(3) The contents of this manual shall not be copied or altered without the prior written permission
of NEC Corporation.

(4) All efforts have been made to ensure the accuracy of all information in this manual. If you
notice any part unclear, incorrect, or omitted in this manual, contact the sales agent where you
purchased this product.

(5) NEC assumes no liability arising from the use of this product, nor any liability for incidental
or consequential damages arising from the use of this manual regardless of Item (4).

(6) Should any of these products be considered as strategic goods, and thereby governed by
foreign exchange or foreign trade regulations, the Government of Japan will require an export
license before said products can be exported from Japan.



(7) NEC will not guarantee the proper operation of the open source software including Linux
kernels. Please be sure to implement and operate the Linux system based on the principle of
self-responsibility.
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1. Overview

1.1 Web-based Promise Array Management
Professional

Web-based Promise Array Management Professional (hereafter abbreviated for WebPAM PRO)
is a Web-based application that locally or remotely manages N8103-105 Disk Array Controller
provided by Promise.

WebPAM PRO only supports Mozilla Firefox 1.5 or later (when monitoring from the Linux
environment) and Microsoft Internet Explorer (IE) 6.0 or later (when monitoring from the
Windows environment) as its browser. After installing WebPAM PRO, the following features
become available in the system.

m Creating or deleting the following logical arrays on the graphical operation screen of
the browser

— RAIDO (data striping with one or more hard disk drives)

RAID1 (data mirroring with two hard disk drives)

RAIDS (data striping with parity with more than two hard disk drives)

RAID1 spanning (same as RAID10. Data mirroring and striping with four hard disk
drives)

m Checking consistency among logical drives (redundancy check)
m Checking media error in disks (media patrol)
m Auto-recovering degraded logical drives if entered into the state (rebuild)

To manage N8103-105 remotely from the management computer, WebPAM PRO must be
installed in the machine to which N8103-105 is connected. These two computers must be set to
allow communication with each other via TCP/IP. HTTPS or SSL is used for communication via
TCP/IP in order to endure security and encrypt transfer data.



1.2 Precautions

Be sure to read the following notes and precautions before using WebPAM PRO:

m [t is strongly recommended to provide media patrol or redundancy check routinely for
all logical drives and HDDs to be connected. Whether the media patrol or the
redundancy check is used may be determined as follows depending on the environment
of your system.

Redundancy Environment in which your system is always subject to load.
check --- Redundancy check can continue at a constant rate under
heavy system load

Media patrol Environment in which your system is subject to comparatively
small load in any period including the night.

--- Media Patrol has lower priority than other tasks in the system,
so it may make little progress under heavy system load

The above action allows you to find subsequent defects (due to degradation such as
aging) in files of low access frequency and unused areas as soon as possible. In
rebuilding after replacement of a HDD due to a failure, subsequent defects may be
found in remaining HDDs. In such a case, the system cannot be recovered. Thus,
detecting subsequent defects as early as possible is extremely effective as preventive
maintenance. Periodical redundancy check or media patrol is effective to keep the
stable operation of your system. It is strongly recommended to take the action once per
week or at least once per month. For the detailed explanation and routine action, see
the description on the scheduling of the redundancy check or media patrol in this
manual. Note that a media patrol task has been scheduled to be done on AM0:00 every
Wednesday by default.

m Setting for security is required when you log on to WebPAM PRO first time. See
"Appendix A First Logon."

m To start WebPAM PRO, more than 255 colors must be selected in the screen setup.

m A message that indicates “Unknown”may be registered in the Event Frame of
WebPAM PRO when the system is under heavy load such as the case when mutilple
background activities are running at the same time. Even in that case, all the
background activities are properly done and will successfully be finished, and the
messages will be registered in syslog. Please close WebPAM PRO and then restart it.

m The “HTTP 500 Error” window may be displayed when some load is added during
operation of WebPAM PRO or, in particular, while multiple background activities are
running. In this case, refresh the screen from the Refresh tab. For the Refresh tab, see
Section 3.3.



2. Installation/Uninstallation

2.1 Operation Environment for WebPAM PRO

The following operation environment is required for the proper operation of WebPAM PRO.

- Hardware
NEC EXPRESS5800 server available for the “N8103-105 Disk Array Controller (SAS)”

- Software
RHEL AS/ES 4 Update 5 or later
MLA4SP2 or later

IMPORTANT:

m  Only users authorized as root are permitted to install
and uninstall WebPAM PRO.

m [fyou have used Web-based Promise Array Manager
(WebPAM, N8103-101/103 management utility), be
sure to uninstall WebPAM before installing WebPAM
PRO. You cannot use WebPAM PRO with WebPAM.
For uninstalling WebPAM, see "Web-based Promise
Array Manager User’s Guide (Linux Version)”.

2.2 Installing WebPAM PRO

1. Untar the WebPAM PRO installation module.

Ex.) As the WebPAM PRO installation module is “WPPInst-1.00.tar.gz”:
# tar -zxvf WPPInst-1.00.tar.gz

2. Execute the WebPAM PRO installation script as follows:

# ./WPPInst.sh —e

3. Check that WebPAM PRO has been successfully installed.
WPP: Installation completed. Please reboot the system.

After installation completed, restart the system.



2.3 Uninstalling WebPAM PRO

IMPORTANT: Follow the procedure described in this
chapter to uninstall WebPAM PRO.

NOTE: WebPAM PRO is required for managing the
RAID system. Do not uninstall WebPAM PRO unless
you have to uninstall for maintenance including the
upgrade of the utility.

1. Go to the folder that WebPAM PRO has been installed.
# cd /opt/Promise/ WebPAMPRO.

2. Execute the WebPAM PRO uninstallation script as follows.
# ./WPPUninst.sh

3. Check that WebPAM PRO has been successfully uninstalled.

If the installation has finished successfully, the following messages will appear.
WPP: Uninstallation completed. Please reboot the system.

After installation completed, restart the system.



3. Operation

This chapter describes how to start WebPAM PRO and operations on screens appearing after
starting WebPAM PRO.

3.1 Starting and Exiting WebPAM PRO

IMPORTANT:

m For a specific controller, do not start more than one
web browser or more than one tab in a browser
concurrently.

m  You need a certificate for security when logging in for
the first time. Install the security certificate according
to Appendix A.

m  Opening the WebPAM PRO screen with Internet
Explorer 7 always causes [Certificate Error] to appear

at the top of Internet Explorer. However, this does not
affect proper operations of WebPAM PRO.

m  When using Internet Explorer 7, a certificate warning
is always displayed on the upper right of the Internet
Explorer screen. This has no effect on WebPAM Pro
operation.

m The default user name and password are
"administrator" and "password," respectively. At the
first logon, enter "administrator" and "password" as
the user name and password, respectively. For
changing the administrator’s password after the logon,
see "3.4 Managing Users." The user name and
password for logon to WebPAM PRO are accounts
exclusively used for WebPAM PRO. They are
different from the user name and password used for
logon to OS.

m  When you start WebPAM PRO first time, messages
with the date of 1970s may be registered. This has no
effect on WebPAM PRO operation.

NOTE: Depending on the OS used, browser, and/or color
scheme, the images shown in this manual may be
different from the actual images.




3.1.1 Controlling WebPAM PRO with a Local Computer

1. Start WebPAM PRO by either of the following methods.
- Double-click the WebPAM PRO icon on the desktop.
- <On RHEL> Select [Application] (the main menu on the panel) — [Accessory] —
[WebPAMPROY]. Then click [ WebPAMPRO]. <On Miracle> Select [Start] (the main
menu on the panel) — [Applications] — [Ultilities]. Then click [WebPAMPRO].

2. The Security Alert window will appear. See Appendix A to install the certificate.
3. If'the “Security Error: Domain Name Mismatch” message is displayed, click OK.
4. Perform the following operation on the logon screen.

m Enter your user ID and password in the [User Name] and [Password] fields,
respectively. (At the first logon, specify "administrator" and "password" as the user ID
and password, respectively.)

m Click [Login].



3.1.2 Controlling WebPAM PRO with a Remote Computer

NOTES:

m [fusing a proxy server for making access to the
Internet, you need to bypass the proxy server. See
Appendix A for the setting procedure.

m [f a firewall function is running on the system (server),
you may not controll from the remote computer. In
this case, change the setting to make it possible to
connect from the remote computer (e.g. check the port
setting for firewall).

m The procedure provided below is for connecting from
the Windows environment. If you want to connect
from the Linux environment, after performing Steps 1
and 2 shown below, follow the Steps 2 and 3 in “3.1.1
Controlling WebPAM PRO with a Local Computer”
instead of Step3 below. Then go back to Step 4 below.

1. Start the Web browser.

2. Enter the IP address of the Promise RAID system to be controlled in the browser
address and press Enter.

For example, if the IP address is "10.10.10.10," type
"https://10.10.10.10:8443/promise."

If a session with the remote system can be established, the WebPAM PRO logon screen

appears.

3. The Security Alert window will appear. Click [Yes].
The [Block by Security Enforcement] screen may appear. Click [Add] to register
WebPAM PRO to a zone in the trusted site.

4. On the logon screen, perform the following operations:

m Enter your user ID and password in the [User Name] and [Password] fields,

respectively. (At the first logon, specify "administrator" and "password" as the user ID

and password, respectively.)

m Click [Login].

3.1.3 Exiting WebPAM PRO

Click [Logout] on the WebPAM PRO Header of the WebPAM PRO operation window to exit
the WebPAM PRO operation window. Click [x] at the upper right corner of the WebPAM PRO

logon window to exit it.



3.2 WebPAM PRO Operation Window

3.21 Using WebPAM PRO for the First Time

1. Click the Subsystem/Host Management icon in the Tree View appearing at the left side of the
screen.

[ Asianux Website | ] Asianu TSN
—

Language QFbli ;[ | Show Event Frame | | Logout |

Welcome to Weh hased Promise Array Management
Software {WebPAM PRO)

WehPAM PRO is am easy-to-use software designed to
simplify RAID storage management. WehPAM PRO is
specifically designed for Promise external stovage
subsystems. WehPAM PRO can configure, manage or
monitor Promise BAID products remotely from a weh
browsex from anywhere in the world.

A3 Use: Maragerneat
5} subsystem/Host Management.

& 3007 Prormise Technology Inc. A11 vights reserved.
Version: WebP AM RO Ver. 3,03.0070.00, Build Date:June. 12 2007

2. Click the Add Subsystem/Host tab in the screen appearing at the right side of the screen.

|| AslanUX Webste | ] Asianux 1o

PROMIS . Language | Show Event Frame | | Logout |

'
TECHNOLOGY, IN

Home (User:administrator) Subsystem/Host Managenent

User Maragerment Delete Subsystem ¢ Host | User Privilege |

G subsystem/Host Managernent & Subsystem/Host IP Address

- :
g Seftware Management - SubsysternHost Foyt IF addyess 127.0.01

[Nocalhost G443 =



3. Make sure that "127.0.0.1" is entered in the Subsystem/Host Port IP address field, and click
the [Submit] button.

e oo

Languaije -Enghsh | | Show Event Frame | | Logout |
TECHNOLOGY, IN

Home (User:administr

Host M: - Sub ‘Host Added

QUsemegmm | Information | AddSubsystem ! Host = Delete Subsystem{ Host = User Privilege
S Subsystern/Host Management 3 Subsystem/Host List

% Software Managerasnt Subsystem/Host [P Product Information
Management Port [P Health Model/Alias Fimvware Version Interface WWN
127.0.0.1 127.00.1 ¥ ST EX4650EL Cizl 1: 1.01.0070.06 FCI-E 2000-0001-55FF-F931
(3 Health Information.

Spare Drives

3 EZ Logical Drive Summary

[aralhnat fad s =

The host PC information appears in the Tree View.



3.2.2 WebPAM PRO Operation Screen

The WebPAM PRO window is mainly configured with three parts; Tree View, Management
Window, and Event Frame.

[} dsianux Wehsite  [] Asianux TSN

!’E!}‘(")Dll}uorclvi' ',‘ Language FrricearnacenA\WebPAM PRO Header [ERira

-

I Function tab
afministrotor) 127.0.0.1 Subsystgppadent.
- Informati Settings v Fiomware Update v Health Event v Backgrownd Activities v Schedwler v | Config
a oS : )
" Tree View i
Vendor Fromise Technologyi .
T — o e “Management Window
el Serial Nurmbex HO04DOT 102200019
gy Contaoticrs Coa 2000-00101-55FF-F331
Sy, Conulles 1 Fart Humbex F20846542000000
3 ¢ Enctosuzes Revision Huraber A3 =
A el L Mansactiaring Date 03022007 00:00.00
=) [ Prorsical Drives Turobe of TEOD Enclosuzss Connsctad 0
[ 10t 1 Fumrsu s | | Mumber of Conneoller Basseat. 1
mslatZMAXTURA Systera Date & Tire OF 112007 10:59:27
Estots MaxTOR 4 L= Ot e ot T e -j
=
o [ s1ot4mazToOR & & Event List —
:ﬁ@]}\sk&xﬂyﬁ
Disk Arzay 0 {BootDA} SaveErenis
B Logics Drives Host IP] A1l | WwN Al || Time A | Severityi Al Rl
ES Logical Drive 0 Boc | | HostIE  WWN Event Frame Description
5 5 e ¢ 27001 2000-0001-33FF-F831 Pryrsical Disk bus besn insertad L
@ Spare Drives 127001 2000-0001-55FF-F931 .PD 3 0:000D000 A info 2007 07 11 10:58:47 Physical Disk has been inserted
R o e sy 27001 2000-0001-35FF-F931 FD4 0x000D000A info 2007 07 11 10:58:44 Pryrsical Disk bas been fnsertad
- 127001 2000-0001-55FF-F931 SEP1Enc 1 000060002 info 2007 07 11 10:27:27 SEP is found.
& 27004 2000-0001-55FF-F931 BAT1Eml 000010016 info 2007 07 11 10:27:27 | Battery is fully charged L=
L o | ]
[Mane [larathnetraas o

Tree View

The Tree View can indicate the configuration of the RAID system hierarchically in the similar
way as Windows Explorer. Each item at a specific level can be expanded by displaying the
relevant information at the lower levels.

Management Window

The information appearing in the Management Window varies depending on the item selected in
the Tree View. The window allows the information set on users and/or devices to be checked or
updated or logical drives to be created, maintained, deleted or monitored. The information to be
displayed includes text and list boxes, fields and buttons. In each function tab, various tasks and
processes can be controlled. Function tabs unavailable depending on the status of logical drives
or HDDs are grayed out.

Event Frame
The Event Frame indicates the list of events. The Event Frame can be either displayed or not

alternately by selecting [Show Event/Hide Event] on the WebPAM PRO Header. See "3.17
Events" for details.
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3.3 Icons

When you click the link to an icon on the Tree View, several setting and status display screens
appear on the Management Window. The features grayed out on the Management Window are
unavailable. For details of features, see the relevant chapters.

Tree View

Management Window display

Home icon

::' Home (User:administrator)

Indicates the name of the current logon
user in parentheses.

Indicates the version information of WebPAM
PRO.

Administrative Tools icon 2

Indicates the user, host and software
management information in WebPAM
PRO.

User Management tab
Subsystem/Host Management tab
Software Management tab

User Management icon g

Lists user names registered currently in the
Information tab. Logging on to WebPAM PRO as a
super privilege user, you can create, delete or set
users in the Create or Delete tab. Logging on to
WebPAM PRO as another user, you can only change
your password and Display Name.

Subsystem/Host Management icon

g(Displayed at logon as a super
privilege user)

Indicates the information on the current
host.

Indicates the IP address of the host, the firmware
version of the controller and the Display Name.

You can change privilege levels of users in the
User Privilege tab.

Software Management icon :h'

(Displayed at logon as a super privilege
user)

Logging on to WebPAM PRO as a super
privilege user, you can set the interval for
refreshing the Event Frame. The Event Frame
can be selected out of 15, 30, 60 and 300
seconds. The default is 30.

Host icon g

Indicates the information on the host
including its IP address.

Indicates the version of WebPAM PRO, firmware
version and host information including its IP
address.

Logging on to WebPAM PRO as a super
privilege user, you can change privilege levels of
users in the User Rights tab.

Clicking [Submit] in the Refresh tab allows the
screen to be updated to the latest status. If you
click [Submit], confirmation dialog "Are you sure
you want to refresh" appears. Then click [OK].

ST EX4650EL icon =
(Subsystem icon)

1.7,

Indicates the information on the installed RAID
card. You can provide settings for background
tasks including redundancy check and media
patrol and scheduling and get configuration
information. See the following description for
details.

-11 -




Tree View

Management Window display

Controller icon

Indicates the information on BIOS and drivers. In
addition, you can provide various settings
including performance, display battery status and
display or change buzzer setting.

Enclosure icon é

Indicates the enclosure information. See the
following description for details.

[
Physical Drives icon
Indicates HDDs in the enclosure and
connected HDDs.

Indicates the information on all connected HDDs.

Disk Arrays icon@
Indicates HDDs in the enclosure and
connected HDDs.

Indicates the information on disk arrays. You can
provide creation, deletion, rebuild, transition or
PDM for disk arrays here.

Logical Drives icon g

Displays the list of logical drives installed
in this host.

Indicates the information on logical drives. You
can initialize logical drives and provide
redundancy check for each logical drive.

fis]
Spare Drives icon

Indicates the information on spare drives. You
can create or delete spare drives here.

Logical Drive Summary icon %
Displays the battery.

Indicates the information on all logical drives
subordinate to the controller. The displayed
information is the same as that appearing when
you click a logical drive subordinate to Disk
Arrays.

-12 -




3.4 Managing Users

Creating user account

To create a new user account, follow the procedure described below:

1. Logon to WebPAM PRO as an administrator, or a super privilege user.

2. Click the User Management in the Tree View and then click the Create tab in the
Management Window.

Create User

Information Create Delete

§2 User Settings
User Name

New Password
Retype Password

Display Name

Subsystem Name Privilege
Priviege
127001 [ view -
Enable =
[t ] siom

3. Set the items in the Create tab as shown in the table below:

Item name

Description

Available characters

User Name

Account used at login

Alphanumeric characters of 1
- 31 bytes

New Password

Password

Alphanumeric characters of 0
- 31 bytes (Always set the
password for security
enforcement.)

Retype Password

Same as the value entered in
the New Password field

Display Name Name of user Alphanumeric characters of 0
- 10 bytes
Privilege Privilege to be given to the
user
Enable Check the checkbox.

Privileges are defined as described in the table below.

Privilege

Description

View

Users of the privilege can set or check every status but cannot
create or modify any status.

Maintenance

Users of the privilege can provide rebuild, PDM, transition,
media patrol and redundancy check.

-13-




Privilege Description

Power Users of the privilege can create (but cannot delete) disk
arrays and logical drives, change RAID levels and stripe sizes
and set or change components of disk arrays, logical drives
and physical drives

Super Users of the privilege have all access authorities. The users
can create, delete or change all disk arrays, logical and
physical drives and users.

4. After completing the entry, click [Submit].
If the user is created successfully, message "User was created successfully" appears.

The created user is added to the list in the Information tab.

Setting or changing a user account

You may select an existing user and change the display name in the Settings tab and the
password in the Password tab.

User Settings

Settings Event Subscription Password

&a User Settings

User Name userl
Enable =
Display Name lhama
Subsystem Name Privilege
Priviege
1270011 | View |

If you logon to WebPAM PRO as a super privilege user, you can select the User Privilege tab in
the Subsystem/Host Management window to change the privilege levels of users.

(Selecting the User Privilege tab and clicking the link of the displayed IP address allows the
privileges of registered users to be changed through pull-down menus.)

y
Infermation Add Subsystem / Host Deleie Subsystem / Host User Privilege

42 Subsystem Information

Hest IP 127.0.0.1

&2 Subsystem Management Rights

User Hame Privilege

administrator I Super j

useril I View j

useri I Maintainance j

usero3 I Fower =

useri4 | Super j
=
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Deleting User Account

1. Logon to WebPAM PRO as an administrator, or a super privilege user.

2. Click the User Management in the Tree View and then click the Delete tab appearing in
the Management Window.

User Management
Information = Create | Delete
&2 User List
|:| User Hame Operational Status Display Hame
] Useri Enakled hama
F User(2 Enakled User02
] User03 Enabled User03
[F Userdd Enabiled Userd4
adminiztrator Enabled Super User

3. Check the checkbox located to the left of each user to be deleted and click [Submit].

The confirmation dialog box appears. Click [OK].

Now the specified user accounts are deleted.

IMPORTANT: Administrator accounts cannot be deleted.

-15-



3.5 Several Settings and Information Review

Clicking an icon on the Tree View allows the relevant information to be displayed on the

Management View.

In the Management Window, you can view the following information or set several features.

3.5.1

Subsystem (ST EX4650EL) Icon

If you select the subsystem (ST EX4650EL) icon in the Tree View, the controller information
screen appears in the Management Window. This screen indicates the information on BIOS and
drivers. In addition, the screen allows you to set various information including performance,
provide redundancy check and check or delete scheduling of media patrol.

@ jsar Manage ment
g SubsystamiHost Managament
Software Management

(ETTHECTS English x|

| Show Event Frame |

| Logout |

| |127.0.0.1 Subsystem Information

B ST EX4ss0EL
=i, Controlier
My, Contrlier |
=g Enchsums
2 8 Enclosurs |
=[] Physical Drives

S Dk Amys
—g Disk Army 0
= B Logical Drives
[ Logkal Drive 0
& spar Drives
F BB Logical Drive Summary

E

[ st 1 FunTsU N
[ st 2 FudiTSU MY
[ sbt 3 FuaITSU |
B st 4 FuaiTsL ny

Infermation Settings ~

Firmware Update ~

Health Event ~ Background Activities ~

Scheduler ~ Configuration

£ Subsystem Information
Alias

Vendar

Wodia |

Serial Nurber

WWN

Part Number

Ravisian Numbar
Manufacturing Date
Nummbaraf JBOD Enchsurss Connectad
Numbaraf Contmller Prsant

System Date & Tims

£ Subsystem Tools List
Tool List

Restore Factory Defaulls
Clear Statistics

Shutdown

Promiss Technakgy.Ine
ST EX4ASTEL

HO4DIT 100300004
AN0L001-55 FF-FS05
F29V X2 20000001

A3

02 16 2007 (0:00:00

o

1

06 13 2007 13:23:28

Description
Restore factory dafault sattings for the functions you salect
Clearstatistizal data for all contrallers, physical drives and kgical drives.

Shutdawn ar eetart the subsystsm

Information tab

The Information tab indicates the information on the subsystem.

Clear Statistics - Clears the statistical information accumulated for the controller. Do not
manipulate this item because it is provided only for maintenance.

Settings tab

The Settings tab allows you to set an alias of the subsystem. If you enter a name in the Alias
field and click [Submit], the subsystem name in the Tree View will be changed to the entered
name at the screen update timing.
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Firmware Update tab

The Firmware Update tab allows the firmware for the RAID card to be updated from WebPAM
PRO. Do not manipulate this tab generally because it is provided only for maintenance.

Health tab

The Health tab indicates the health status of the controller, disk arrays, logical drives, spare
drives and connected HDDs.

Event tab

If you click the center of the Event tab, then the log information saved in the RAMs on the
RAID card (runtime events) appears.

If you click the downward arrow at the right end of the tab, then the log information (subsystem
events) saved in NVRAMs appears in addition to runtime events.

NOTE: You cannot sort the list in this screen.

Background Activities tab

If you click the center of the Background Activities tab, then the progresses of tasks being
executed, the priority of each tack and other information appear.

127.0.0.1 Background Activities

Infermation Settings ~

Firmware Update ~ Health

Event ~ Background Activities ~ | Scheduler =  Configuration

&2 Background Activities
Media Patrol

£ Background Activity Parameters
Rebuik Rate

Logieal Driva Initialization Rate
Media Patrol Rate
Redundancy Chack Rata
Migrstion Rata

PDM Rate

Transition Rats

Reassigned Block Threshokd
Ermor Black Thrashakd

Madia Patrol

Auto Rebuikd

Last Med i Patrol Star Time

Last Media Patrol Stop Time

Meadium

Medium

Low

Medium

Low

Medium

Meadium

32 Blocks

32 Blocks
Enabled

Enabled

06 13 2007 132618
0606 2007 14:52:07

Clicking the link of a task being progressed allows detailed information to be displayed further.
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117.0.0.1 Media Patrol

Infermation Settings ~ Firmware Update ~ Health Event ~ Background Activities ¥ | Scheduler ~  Configuration

{3 Media Patrol Status

WMedia Patro| Overall Fragmss a5
Gurent Physical Driva 1D 1
Prmgress an Gunent Physieal Drive 6%
Number of Physical Drives Carpleted o
Numbar of Physical Drives Queuad o
GCompletad Physical Drives [Ds

Quaued Physical Drives 1Ds

Media Patro| Status Running

3

If you click the downward arrow at the right end of the tab, then a menu item for changing the
priorities of tasks (Settings) and those for starting tasks appear.

127.0.0.1 Background Activities
Information Settings ~ Firmware Update ~ Health Event ~ | Background Activities ~ | Scheduler = Configuration
&2 Background Activities Settings
Media Patrol Runring - 6 % lcullledialRahn]
Start Rebuild
& Background Activity Parameters Start PDM
Rehuild Rate Medlium Start Transition
Logical Drive Intialization Rate Medium Start Initialization
Medlia Patrol Rate Lo Start Redundancy Check
Redundancy Check Rate Mecdium
Migration Rate Loy
FDM Rate Medium
Transition Rate Medium
Reaszsigned Block Threshald 32 Blocks
Error Block Threshold 32 Blocks
Media Patrol Enabled
Avta Rebuild Erablecd
Last Media Patrol Start Time Apr 07 2007 16:32:39
Last Media Patrol Stop Time Mar 28,2007 1317:28

Settings menu

Rebuild Rate

Set the priority of rebuild processing. The default is Medium.

Logical Drive Initialization
Rate

Set the priority of logical drive initialization. The default is Medium.

Media Patrol Rate

Set the priority of media patrol. The default is Low.

Redundancy Check Rate

Set the priority of redundancy check. The default is Medium.

Migration Rate

Set the priority of expansion. The default is Low.

PDM Rate

Set the priority of PDM. The default is Medium.

Transition Rate

Set the priority of transition. The default is Medium.

Reassigned Block
Threshold

Set the reassigned block threshold. The default is 32.

Error Block Threshold

Set the error block threshold. The default is 32.

Enable Media Patrol

Set whether the media patrol is enabled or not. The default is
[Enable].

Enable Auto Rebuild

Set whether the auto rebuild is enabled or not. The default is [Enable].

When you change a setting value but want to return it to the value at the screen display, click
[Reset]. To change a setting value and enable the new value, click [Submit]. To return to the
recommended default value (set in the above screen image), first click [Default] and then

[Submit].
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IMPORTANT: The information is set to proper values by
default. Do not change the settings.

Scheduler tab

If you click the center of the Scheduler tab, then tasks already scheduled are listed.

127.0.0.1 g Activity - schedule was created successfully.
Inf i Setti ¥ F Update ~ Health Event = Backg: d Activiti ¥ v = g i
&5 Schedule List
Type Recurrence Start Time Operational Status Target
LD: 1
Redundancy Check 1 Weakly 06 13 2007 02:00 Enabled Auto Fix: true
Pauss on Ermr faks
Media Patrol 1 Week by 06 13 2007 02:00

Enabled PD: 1,23

One or more tasks may be scheduled. If you click the link of a scheduled task, the detailed
settings appear.

127.0.0.1 g Activity

Informati Setti | F Update ™ Health  Event ~ Background Activities ~ ¥ | Configurati
&2 Current BGA Scheduler )
Scheduler Name * Madia Patml

Enable This Scheduks =

Recumence Pattem

« daily & waakhy e manthby

This screen allows you to change the information on a scheduled task. The procedure is the
same as that for creating a schedule.

If you click the downward arrow at the right end of the tab, you can create a new schedule or
delete an existing schedule. See the description of each task for details.

Configuration tab

For details of the Configuration tab, see "3.18 Collecting Configuration Information."

3.5.2 Controller

If you expand the Controllers icon in the Tree View, then the information on the controller
connected now appears. Clicking the icon of the controller displayed by the expansion allows
the information to be displayed in the Management Window. On the screen, you can check the
status information of the controller or provide settings for batteries and buzzers.
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le= r Managament
g Subsysts Host Management
Softwars Managament

B ST ExdasoEL

g, Controllar=
Wy Contmlier |
i Enchsures
I g

2] spar Diives

| Shouw Event Frame |

| Logout |

127.0.0.1 Controller Information

+@ Logical Drive Summary

Information ~ | Seftings = Clear = Batlery = Buzzer ~
& Contraller Information
Cantralier 1D 1
Alias
Vandar PROMISE
Mads| ST EX4650EL
Opsmtianal Status ok

Power On Time
Cache Usags

Dirty Cache Usage
Part Humbar

Serial Number
Hardware Ravision
WWN

Manufacturing Dats
8CEI Protocok §upported
Host Driver Versian
BIOS Vamion

Single Image Ve rsion

Single Imags Buik Date

& Advanced Controller Information

Memory Type

Information tab

4 hours 29 minutes
0%

o
F29V Efie 20000001
HOADO7 102300004
A3

20004000155 FF-F906
02 16 2007 C0:00:00
SCEI2
3.06.0201.03
300000037
LOLOOTO.06

05 03 2007 000000

DDR2 SDRAM

The Information tab indicates the information on the controller.

Settings tab

=

The Settings tab allows you to set alias of the controller, provide settings on S.M.A.R.T.
detection or set write cache of the controller. The information is set to proper values by default.
As arule, do not change the settings.

IMPORTANT:

The information is set to proper values by default. As
a rule, do not change the settings.

If you put or remove a checkmark in Enable SMART
Log or Enable Coercion check box, it is validated
immediately, regardless of clicking of Submit or Reset
button.

127.0.0.1 Controlier Settings
Information ¥ | Settings Clear Battery Buzzer ~

£ Controller Sattings

Controler D 1

Alias I

Enablk SMART Log . ~

SMART Palling Intenal [1-1440] |10 minutes
Enablke Coemion . I_

Coemcion Method I GBTruncate j

Write Back Gache Flush Interal [1-12] I} saconds
Enchsurs Palling intanval [15-255] |ls ssconds
Adaptive Writsback Cache . =
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<Description of major items>

Adaptive Writeback | Adaptive Writeback Cache controls the write cache mode for all of the logical
Cache drives per controller base.

Checked:

When the following conditions match, the write policy of all logical drives
under the controller sets to “Write Through”, regardless of the write policy
setting for individual logical drive.

- Operational Status: status EXCEPT FOR “Fully Charged”

- Estimated Hold Time: less than 70 hours

- Battery Temperature: Above 60 centigrade.

Unchecked:
The write cache mode of individual logical drive depends on the setting of
each logical drive.

For details of the settings of battery, see “Battery” section described below.
For details of the settings of write cache mode for each logical drive, see
“3.5.9 Logical Drive.”

Battery tab

The Battery tab indicates the current information on the battery if connected.

127.0.0.1 Batteries Information
Information ™ Settings Clear Battery Buzzer ¥
&2 Baiteries Information
Device 1
Operational Status Fully Charged
Battery Chemistry Li-ion
Manufacturing Date Jul 26 2006
Remaining Capacity 100 %
Battery Cell Typs 1-cel
Estimated Hold Time 921 Hours
Temperature Threshold Discharge 602G 1 140 2F
Temperature Threshold Charge 60 #C 140 °F
Battery Temperature 45%CI113%F
Cycle Count 2
Voltage 4187 my
Current 0mA

<Description of major items>

Operation Status Fully Charged: The battery is fully charged.
Charging: The battery is being charged.

Estimated Hold Time Indicates the estimated hold time of the battery.

Battery Temperature Indicates the temperature of the battery.

Without battery connection, message "No Battery detected" appears.
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Buzzer tab

If you click the center of the Buzzer tab, the current buzzer setting appears.

Clicking the downward arrow at the right end of the tab and selecting "Settings," you can
change the buzzer setting. If the setting is changed, click [Submit] to enable the new setting.
Buzzer ringing is disabled by default.

3.5.3 Enclosure

If you expand the Enclosure icon in the Tree View, then the overview of the current enclosure
and the information on connected physical drives appear.

Information tab

The information tab indicates the information on the enclosure.

-

127.0.0.1 Enclosure information

Information Settings FRU VPD

& Enclosure Information

Enclosume ID 1
Enclosum Type MNEC
SEP Firmwarme Version

Max Numberof Contrllars 1
Max Number of Physical Drive Sbts 4
Max Numberof Fans o
Max Number of Blowers Q
Max Nurmber of Tempemture Sansos 0
Max Number of Power Supply Units [i}
Max Numberof Batteries 1
Max Numberof Voltage Sensoms 0

&2 Power Supply Units

Device 1D Operational Status

&2 Fans

Device ID Location Operational Status Healthy Threshold Current Speed

2 Blowers -}
Device ID Location Operational Status Healthy Threshold Current Speed

2 Temperature Sensors

Device 1D Location Healthy Thresheld Current Temperature j.

FRU VPD tab

The FRU VPD tab indicates the information on the controller and battery.

3.5.4 Physical Drives

If you click [Physical Drives] below the Enclosure icon in the Tree View, then the information
on physical drives connected to the enclosure appears.

Information tab

The Information tab lists all physical drives.
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Global Settings tab

127.0.0.1 Settings for All Physical Drives in All Enclosures

Information Global Settings BEM

&2 SATA Drive Settings

Enable Writa Cache -
Enable Read Look Ahead Cache =
-

Enable Command Queuing

DMA Mods | Moo =l

& SAS Drive Settings

Enable Wit Cache -
Enable Read Look Ahead Gacha ~
Enable Command Cusuing I~
Enable Read Cache 2

=1

The Global Settings tab allows you to provide settings on write and read caches for all physical
drives.

IMPORTANT:
m “SATA Drive Settings” is not supported.

m The write cache option is provided for HDDs and
different from the cache on the disk array controller.
For the setting of write cache for logical drives in
battery installation, see the description of setting write
cache for each logical drive in "3.6.5 Logical Drive."

m [t is recommended to set write cache for HDDs to
[Disable] (no check). If you feel poor performance of
HDDs, take proper measures for preventing
instantaneous power interruption including use of an
uninterruptible power supply (UPS) and set the write
cache to [Enable] (checking).

m Even if you change the following settings, they return
to the default values after restarting the system.

- Enable Write Cache

- Enable Read Lock Ahead Cache
- Enable Command Queuing

- Enable Read Cache

BBM tab

The BBM (Bad Block Mapping) tab allows you to check bad blocks in all physical drives.
Detecting an irreparable block in a physical drive, WebPAM PRO registers the information in
this list.
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127.0.0.1 Physical Drives Bad Block Mapping

Information Global Settings

Bad Block Caunt
Bad Block Format
Bad Block List

Bad Block Gount
Bad Block Format
Bad Block List

Bad Block Gount

Bad Block Format

&3 Bad Block Mapping-Drive on Encl 1 Siot 1

0

Cylinder, Head. Sector

& Bad Block Mapping-Drive on Encl 1 Slot 2

1
Gylinder, Head. Sector
1(26624,0,623)

& Bad Block Mapping-Drive on Encl 1 Slot 3

0

Cylinder. Head, Sactor

Bad Block List

3.5.5 Physical Drive

If you click a specific Slot icon below Physical Drives in the Tree View, then the information on
the HDD appears in the Management Window.

L] FeleiuA TEEUSIE | Seldiua 1

PROMISE Language | Show Event Frame: | | Logout |

TECHNOLOGY, INC. |

.@ User Management
g Subsyste mHast Managsms
Ib Softwarm Management

B skt 2 FuaiTs
B st 3 FuaiTs
B skt FuaiTs

y@nm Amays

127.0.0.1 Physical Drive

Information Settings Force Offline Clear

& Physical Drive Information

Fhysical Drive 1D

Wada!
Driver Interiace

Serial Number

1

Lacatian Encl 1 Skt |
ST EX46S0EL Alias
My Contmlers Physical Capacity 1.87GE
Wy, Cantraler | Configumble Capacity 33.75GB
23 Enchsures s amei 33.75GE
¢ Enclozure | Block Sza 512 Byles
Elecetikne Opemtional Status oK
[ Lot e e DAO Saqha 0

FUJITSU MAX3036RC
SAS 1Ghis

DOQOPETONIAL

gL Fimmwars Ve rsion 2003
& LogialDres Protocol Version sPC
BS Logisal Drive 0 &2 Advanced Physical Drive Information i

£ Dek Amay | Write Cache Disabled

&) spar ories Fead Laok Ahsad Cachs Enabled

1 Bg Logial Dive Summary Enzble Read Cachs Ensbled

B o= D0 || | command Qusuing Enabled
i Cammand Quauing Suppart Yes
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Information tab

<Description of major items>

Operation Status OK The physical drive operates normally.
Rebuilding The physical drive is being rebuilt.
OK, PDM Running The physical drive is running PDM.
OK, Media Patrol Running The physical drive is running media patrol.
OK, Transition Running The physical drive is running transition.
OK, Migration Running The physical drive is running migration.
Dead, Forced Offline Force Offline has been done.
OK, Forced Online Force Online has been done.
Dead The Disk Array of which the physical drive

consists is in Degraded or Offline status.

Stale, PFA S.M.A.R.T. error has occurred.

Settings tab

127.0.0.1 Physical Drive

Information Settings Force Offline Clear

&2 Physical Drive Settings

Physical Drive Alias I
= =

The Settings tab allows you to set an alias of the physical drive.
If you change the value to another, click [Submit] to fix it.

Force Offline/Online tab

The Force Offline/Online tab enables you to force an online physical drive to go offline or an
offline physical drive to go online.

IMPORTANT: Forcing a physical drive offline or online
is likely to cause data loss. Be sure to back up your data
before you proceed.

Clear tab

The Clear tab only appears when either of the following conditions is present.

- A fault occurs in a physical drive configuring logical drives and the physical drive contains
obsolete logical drive information incompletely.

- A preventive maintenance error occurs in a physical drive.
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3.5.6 Disk Arrays

If you select the Disk Arrays icon in the Tree View, all disk arrays are listed in the Management
Window.

Information tab

The Information tab lists existing disk arrays.

Create tab

For the Create tab, see "3.6 Creating Disk Array and Logical Drive."
Delete tab

For the Delete tab, see "3.7 Deleting Disk Array and Logical Drive."

3.5.7 Disk Array

If you click a specific disk array (DA) icon below "Disk Arrays" in the Tree View, then the
information on the disk array appears in the Management Window.

-

127.0.0.1 Disk Array

Information Settings Create LD Delete LD Backg d Activil T P

&2 Disk Array Information

=3

Disk Armay |0 )

Alias BootDA
Opemtional Status oK
Total Physical Capacity 12.97GB
Configuable Capacity 33.75GB
Frea Capacity 0 Byte
Max Contiguous Free Capacity 0 Byte
Media Patol| Enabled
FOM Disabled

Number of Physical Drives 1
Numberof Logical Drives 1
Awailable RAID Levals 0
&3 Physical Drives in the Disk Array

Device Madel Type e Capacity Operafional Status

PD1 FUJITSU MAXID3ERG GAS EERLIc]=) Ok

& Logical Drives in the Disk Array

Device Alias RAID Level Capacity Operational Status —
LDO BootRAIDO RAIDO 23.T5GE [s].8
§2 Available Spare Drives to the Disk Array ﬂ
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<Description of major items>

Operation Status

OK
Degraded

Offline

OK, Rebuilding

OK, PDM Running

OK, Transition Running
OK, Migration Running
Transport Ready

The disk array operates normally.

One of the members of the disk array is in
abnormal status.

The disk array is in offline status.
The disk array is being rebuilt.

The disk array is under PDM.

The disk array is under Transition.
The disk array is under expansion.
The disk array is ready for transport.

Settings tab

The Settings tab allows you to enable or disable the alias, media patrol and PDM.

Create LD tab

IMPORTANT: If an error occurred in any HDD in

logical drive while the PDM feature is being enabled, the
data is copied onto the spare drive automatically.
Consequently, the slot location initially assigned for a
physical drive configuring logical drives may be changed.
Consideration must be taken into account to use the PDM
feature. See "3.11 PDM" for details.

For the Create LD tab, see "3.6 Creating Disk Array and Logical Drive."

Delete LD tab

For the Delete LD tab, see "3.7 Deleing Disk Array and Logical Drive."

Background Activities tab

If you click the center of the Background Activities tab, the BGA being run in the selected disk
array appears. Clicking the arrow at the right end of the tab allows the BGA start menu
executable at the RAID level (including expansion, rebuild, PDM and transition) to be displayed.
See the section describing each BGA for details.

Transport tab

For the Transport tab, see "3.13 Transport."
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3.5.8 Logical Drives

If you select the Logical Drives icon in the Tree View, all logical drives are listed in the
Management Window.

Information tab

The Information tab lists existing disk arrays.

3.5.9 Logical Drive

If you click a specific Logical Drive icon below "Logical Drive View" in the Tree View, then the
information on the HDD appears in the Management Window.

Information tab

127.0.0.1 Logical Drive

N

g Activities T  Check Table

&2 Logical Drive Information
Logical Drive |ID

Alias

RAID Laval

Opamtional Status

Capacity

P hysical Capacity

Number of Axles

Number of Used Physical Drives
Stripe Size

Sectar Size

Digk Amay 1D

RAead Palicy

Write Policy

Curment Write Policy

Serial Number

WWHN

Synchmnized

Tokmblk Numberof Dead Drives

Parity Pacs

GCodec Scheme

o
BootRAIDD
RAIDO

[s]:8
33.75GB
33.75GB

1

“AKB

5128ytes

a

ReadAhsad

‘Write Through

‘Write Though
DOCOOOOO00DOO000O000000GET B44 L S026B960E5
21D4-0001-5591-1705
ez

NiA

MiA

MiA

<Description of major items>

Operational Status

Operation Status

OK

Critical

Offline

Offline, Transport Ready
Critical, Rebuilding

OK, Redundancy Checking
OK, Initializing

The logical drive operates normally.

The logical drive is in Critical condition.

The logical drive is in Offline condition.

The disk array is ready for transport.

The logical drive is being rebuilt.

The logical drive is under redundancy check.
The logical drive is being initialized.
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Current Write Policy

This item indicates the status of the current write cache for this logical drive. The status varies
depending on the setting of write cache for each logical drive, setting of write cache for the
entire controller (Adaptive Writeback Cache), existence of battery connection and battery status
in the battery connection environment. For Adaptive Writeback Cache, see “3.5.2 Controller.”

Setting of Adaptive | Battery status Write Policy (setting of | Current Write Policy
Writeback Cache write cache for each
logical drive)

Disable No battery connected or Write Back Write Back
abnormal status Write Through Write Through
Battery connected and Write Back Write Back
normal status Write Through Write Through

Enable No battery connected or Write Back Write Through
abnormal status Write Through Write Through
Battery connected and Write Back Write Back
normal status Write Through Write Through

Settings tab

Alias Alias name

Read Policy Read Cache: Uses cache in reading.

Read Ahead: Uses cache in reading and provides read ahead. Improves
performance by read ahead before request.

No Cache: Does not use cache in reading.

Write Policy Write Through: Does not use cache in writing.

Write Back: Always uses cache in writing. It is expected that the setting can
improve write performance.

However, despite the setting, the actual write cache status may vary depending
on the setting of write cache for the controller (Adaptive Writeback Cache) and
the battery status. See the description of the Current Write Policy in the
Information tab in "3.5.9 Logical Drive" for details.

If you change either or both of the policies, click [Submit] to enable the change.

IMPORTANT: If you change an option for Read Policy,
it is validated immediately, regardless of clicking of
Submit or Reset button.

Background Activities tab
If you click the center of the Background Activities tab, the BGA being executed in the selected

disk array appears. Clicking the arrow at the right end of the tab allows the BGA start menu
items executable at the RAID level (including Initialize and Redundancy Check) to be displayed.
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See the description of each BGA for details.
Check Table tab

If a consistency error is detected during redundancy check and the error cannot be repaired, the
error is registered in the Check Table tab.

Check Table Type All: Indicates all error types.
Read Check: Lists read errors.
Write Check: Lists write errors.

Inconsistent Block: Lists inconsistent blocks detected by
redundancy check.

# No.

Table Type Type of Read Check, Write Check or Inconsistent Block
Start Logical Block Address LBA of first block

Count Number of successive blocks starting from the above LBA

3.5.10 Spare Drives

If you click the Spare Drives icon in the Tree View, the information on spare drives appears in
the Management Window.

Information tab

The Information tab indicates the status of the spare drives being set.

Create tab

For the Create tab, see "3.15.1 Creating a spare drive."

Delete tab

For the Delete tab, see "3.15.2 Deleting a spare drive."

3.5.11 Logical Drive Summary
The Logical Drive Summary indicates the information on all logical drives below the controller

collectively. The displayed contents are the same as those appearing when you click a specific
logical drive below disk arrays.
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3.6 Creating Disk Array or Logical Driver

A disk array can be created in any of the following three ways.

Automatic Configuration

Checks the number of unconfigured HDDs connected currently and
creates disk arrays of a proper capacity and RAID level and logical
drives automatically.

Express Configuration

Creates disk arrays and logical drives semi-automatically only if you
select a RAID level fit to the environment used and the number of
logical drives to be created.

Advanced Configuration

Creates disk arrays and logical drives if you select or enter every
parameter.

3.6.1 Automatic Configuration

1. Click Disk Arrays in the Tree View.

2. Click the Create tab in the Management Window and select Automatic Configuration.

127.0.0_1 Automatic Configuration

Information Create ~ Delete

&2 Disk Arrays

Number of Physical Drives
Physical Drive 1Ds

Total Canfigurable Capacity

Mumber of Logical Drives

& Logical Drives

3. Click [Submit].

& |RAID Level Capacity Stripe Size Sectar Fead Policy Write Palicy
I RAIDS £7.50GE EAKE 512Bytes ReadAhsad Writs Back
& Spare Drives
# Physical Drive IDs Spare Type
No hat spare drive availbls in the disk amay

[ouema |

Disk arrays and logical drives are automatically created.

In the automatic configuration, the RAID level to be created is automatically determined
depending on the number of free HDDs as follows:

RAIDO for a single HDD
RAIDI1 for two HDDs
RAIDS5 for three HDDs
RAIDS for four HDDs

3.6.2 Express Configuration

1. Click Disk Arrays in the Tree View.

2. Click the Create tab in the Management Window and select Express Configuration.
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127.0.0.1 Express Configuration

Information Create | Delete

& Express Configuration

Redundancy Ic2

Capacity Ic2

Paamancs 2

Number of Logical Drives || a3
Application Typs | Fie amar =
Automatic Updats [

&3 Disk Arrays

Number of Physical Drives 3

Physical Drive IDs 234

Total Canfigursbl Capacity 101.25GE

Mumbarof Logical Drives 1

& Logical Drives

£ RAID Level Capasity Stripe Sector Read Palicy Write Palicy
1 RAIDS &7 50GB &AKB 512Bytas ReadAhaad ‘Writs Baick
& Spare Drives

s Physical Drive IDs Spare Type

Mo hot spare diive available in the disk armay.

The following options can be set.

Redundancy Determines whether redundant logical drives are created or not.

If you check the checkbox, RAID1, RAID5S or RAID10 is created
depending on the number of connected HDDs available for creating
logical drives.

If you do not check the checkbox, RAIDO is created.

Note: If only a single HDD available for creating logical drives is
connected, RAIDO is created despite whether the checkbox is
checked or not.

Capacity If you check the checkbox, the maximum capacity available for the
creation is set.

Performance If you check the checkbox, the maximum read/write performance is
set.

Number of Logical | Enter the number of logical drives to be created.

Drives

Application Type Select an application type suit to your purpose out of the following
types:
« File Server

« Video Stream

« Transaction Data
« Transaction Log
« Other

Each option sets the configuration (stripe size, write policy, etc.)
suitable for your purpose, however, if you want to do more detailed
settings, create an array and logical drive with Advanced
Configuration wizard. (See “3.6.3 Advanced Configuration”.)

Automatic Update | Clicking the Update button allows the automatic update to be
reflected on the Logical Drives field below this field. If you check the
checkbox, the automatic update is automatically reflected on the
Logical Drives field only by changing the value of "Number of Logical
Drives."
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The following list shows the difference of the settings for each Application Type.

Type Stripe Size Read Policy Write Policy
File Server 64KB Read Ahead Write Back
Video Stream 1MB Read Ahead Write Through
Transaction Data | 64KB No Cache Write Through -
Transaction Log 64KB Read Cache Write Back -
Other 64KB Read Ahead Write Back

The following options are automatically set.

Disk Arrays

Physical Drive IDs

Number of Physical Drives

Total Configurable Capacity: Total capacity
configurable to logical drives

Number of Logical Drives: Set to the number of
logical drives specified for the Number of
Logical Drives option above.

3. Click [Submit].

Disk arrays and logical drives are automatically created.

3.6.3 Advanced Configuration

1. Click Disk Arrays in the Tree View.

2. Click the Create tab in the Management Window and select Advanced Configuration.

127.0.0.1 Advanced Configuration

Infermation Create ~ | Delete

&2 Advanced Configuration {Step 1 - Disk Array Creation)

Digk Armay Alias l—
Enabl Media Patml [
Enable POM F
Availablke Sebcted
102:33.75GB LT » I ]
103:33.75GB
Physical Drives 1D4:32.T5GE
« I
= =]
=

Set the items in the Create tab as shown in the table below.
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Advanced Configuration (Step 1 - Disk Array Creation)

Disk Array Alias Alias (any name)

Enable Media Patrol Enables media patrol. The checkbox is checked by default. For
details of media patrol, see "3.9 Media Patrol."

Enable PDM Enables PDM. The checkbox is checked by default.

If an error occurred in any HDD in logical drive while the PDM
feature is being enabled, the data is copied onto the spare drive
automatically. Consequently, the slot location initially assigned
for a physical drive configuring logical drives may be changed.
Consideration must be taken into account to use the PDM
feature. For details of PDM, see "3.11 PDM."

Physical Drives Select physical drives which you want to use to configure a disk
array and click the >> button to move them to the selection list.

127.0.0.1 Advanced Configuration

Information Create | Delete

& Advanced Configuration (Step 1 - Disk Array Creation)

Digk Armay Alas I
Enabk Media Patml 2
Enszble PDM I3
Avaiable [
T B
103:33.75GE
337
Physkcal Drives ID4:33.75GB
<< I

Click [Next].

3. The screen for setting details of logical drives appears.

T
127.0.0.1 Advanced Configuration B
Information Creafe ~ | Delete

5 Advanced Gonfiguration (Step 2 - Logical Drive Creation)

Aliaz |

RAID Level IHAIDS =

Capacity Inm I B | MaxooGE

Stripe IMKE |

Sactor |s|:By|es |

Read Paliy | ReadAhead =

Wit Palicy IWrileBsck id|

Initialzation | Nane |

i Capacity Usage

[t

Logical Drive Entsred  Free Gapasity

5 Mew Logical Drives

£ Alias RAID Level Configurable Capacity Stripe Sector Read Policy Write Policy

1 RAIDS &7 S0GR 4B S128yles Readahsad Wirits Baick

5
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Advanced Configuration (Step 2 - Logical Drive Creation)

Alias

Alias (any value)

RAID level

Indicates the available RAID level depending on the number of
physical drives selected in the previous screen.

RAIDO for a single physical drive

RAIDO or RAID1 for two physical drives

RAIDO or RAIDS for three physical drives

RAIDO, RAID5 or RAID10 for four physical drives

Capacity

Specify the capacity of a logical drive to be created. The maximum
permissible capacity is shown to the right of [Max:].

Strip Block Size

Indicates the block size of a logical drive. The default is 64KB.

Sector

Indicates the sector size. The default is 512 bytes.

Read Policy

Set read policy.
Read Cache: Uses cache in reading.

Read Ahead: Uses cache in reading and further provides previous
reading. Previous reading before request can improve the system
performance (default).

No Cache: Does not use cache in reading.

Write Policy

Set write policy.
Write Through: Does not use cache in writing.

Write Back: Always uses cache in writing. It is expected that this
setting can improve writing performance.

However, in spite of the setting, the actual write cache state may
change depending on the write cache setting of the controller
(Adaptive Writeback Cache) and the battery state.

Initialization

Set whether logical drives are initialized just after they are created.
None: Does not initialize logical drives (default).

Quick: Initializes master boot sectors only.

Full: Initializes all logical drives.

In RAIDO, only "None" or "Quick" is selectable.

4. After the selections, click [Update].

The logical drive is added and displayed graphically in Capacity Usage. If some capacity
remains in [Max:] of the Capacity field, clicking the Update button allows another logical drive
to be added. The above configuration can be unique to each logical drive.

5. After required logical drives are added completely, click [Next].

The summary appears.
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Advanced Configuration (Step 3 - Summary)

127.0.0.1 Advanced Configuration

Information Create ~ | Delete

(] G (Step 3 - ¥)

Alias

Numberof Physical Drives 3
Physical Drive |Ds .134
Configumble Capacity 101.25GE
Free Capacity o Byl
Media Patrol Enabled
FOM Enabled

&2 New Logical Drives
# Alias RAID Level Configurable Capacity Stripe Sector Read Policy Write Policy

1 RAIDS &7.50G8 &4KB 512Bytes ReadAhsad Writz Back

If no problems are found, click [Submit].

Disk arrays and logical drives are created.

3.6.4 Adding Logical Drives

If a disk array already created has empty capacity, logical drive can be added later.

1. Select a disk array to which you want to add logical drives and click the Create LD tab.

PROMISE® ‘. Language | Shiove Event Frame | | Logout |

TECHNOLOGY, INC. |

<X

127.0.0.1 Create Logical Drives
3 i1 S
- Settings Create LD Delete LD Background Activities ~  Transport
ﬂu;arlmsnsgamsnt il Spambiosndeil]
8 subsystem/Host Manageme &3 Add Logical Drives
By Saftware snsgement s [
RAID Level | Raipo |
ST EX4650EL
=g Controlers Capasity fra0 [aa =] waxsrasce
Moy Contoier | Strpe I(,qKB |
1 A Encosues
04 Sectar |s12Byte= =
M Encosurs |
1[0 Physkal Dives Read Paliy | Feadanead |
B st 1 FLuTS Writa Poliey |wmsasck =
Slot 2 FUJITS
© Initializatian [ ane -
& skt 3 FudiTs
[ skt 4 FuuiTs @
2 Dk Ay & Capacity Usage
Disk Armay 0 | [
EE: Logial Drives
B Logial Diive 0 Exisling Logical Drive AAIDD RAIDL  RAIDIO IHAIDS
= B Dk A
eyt Logkal Drive Entared Fiee Capaci
. g apacity
B Logial Drives
B Logkal Drive | & Mew Logieal Drives
{4 = =
& sparm Dives || & atias RAID Level Configurable Capacity Stripe Secior Read Palicy Write Policy
£ B8 Logieal Drive 5 ~|
i Il Lo Do By ey —J No new bgical drive availbls
7 B o =

The logical drives already created are displayed graphically with the colors of their RAID
levels.

The following procedure is the same as the description of "Advanced Configuration (Step 2 -
Logical Drive Creation)" in "3.6.3 Advanced Configuration."
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3.7 Deleting Disk Array or Logical Drive

IMPORTANT: Delete neither disk arrays nor logical
drives saving Windows file systems. Before a disk array
or logical drive can be deleted, you must confirm that the
disk array or logical drive does not save any Windows
system file.

3.7.1 Deleting Disk Array

1. Click a disk array icon which you want to delete in the Tree View.

2. Click the Delete tab in the Management Window.

127.0.0.1 Disk Arrays

Information Create ~ | Delete

&3 Delate Disk Arrays

l_ Device Alias Operational Status Configurable Capacity Free Capacity

I~ 0 BootDA oK 33.75GE 0 Byle

= 1 oK &7.50GE 0 Byta
=

Check the checkbox of the logical drive to be deleted and click [Submit].
3. The confirmation dialog box appears. Type "confirm" and click [OK].

9 WARNING: ALL DATA on the selected disk arays will be permanently ERASED, Please type
~ COMFIRM to make sure that you want to delete selected disk arrays.

X cancel 49 OK

3.7.2 Deleting Logical Drive

Logical drives subordinate to a disk array can only be deleted.

1. Select a disk array that contains logical drive which you want to delete in the Tree View and
click the Delete LD tab.

127.0.0.1 Disk Array

Information Settings Create LD Delete LD Background Activities *  Transpert

&2 Logical Drive List

[T Device  Mliss  RAID Level Canfigurable Capacity Disk Array 1D Strips  Sector Operational Swmtus
F RAIDI 33.75GE 1 EAKB 512Bytes oK
=1

Check the checkbox of the logical drive to be deleted and click [Submit].
2. The confirmation dialog box appears. Type "confirm" and click [OK].
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3.8 Redundancy Check

Routine redundancy check allows consistencies to be detected, checked and repaired to prevent
rebuild from failing at occurrence of a fault in an HDD. This is possible for logical drives of
RAID level 1, 10 or 5. The redundancy check can also repair bad sectors detected during
inconsistency check. To keep a RAID system operating stably, it is highly recommended to
provide routine redundancy check by using the scheduling feature.

The redundancy check is executable however system load may be and thus can be used in a
system environment where accessing to HDDs occurs frequently to always apply high load to

them.

IMPORTANT:

m Redundancy check for a logical drive not full-
initialized or not subject to redundancy check in the
Auto Fix mode at all is forcibly set to the Auto Fix

mode.

m Note that load is applied to the system to decrease its
processing rate during redundancy check.

To provide a logical drive with redundancy check, follow the procedure below.

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the downward arrow at the right end of the Background Activities tab in the
Management Window and then click Start Redundancy Check.

3. Make settings required for the redundancy check.

Redundant Logical
Drive

Select a logical drive to be subject to redundancy check from the
pull-down menu.

AutoFix

Set processing to be done when an inconsistency error is
detected.

If Auto Fix is checked, data in other HDDs configuring RAID is
repaired at detection of an inconsistency error.

If Auto Fix is not checked, any inconsistency error detected is not
repaired.

Pause On Error

Set whether the processing is paused when an inconsistency error
is detected.

If Pause On Error is checked, processing is paused at detection of
an inconsistency error. However, if Auto Fix is also checked,
processing is paused only when the error cannot be repaired.

If Pause On Error is not checked, the processing is not paused in
spite of detection of an inconsistency error.

4. Click [Submit].

The redundancy check is started.
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The progress of the redundancy check appears in the Background Activities tab. If you click the
link of the displayed task being advanced, the current progress status appears. On the screen,
you can pause or stop the task.

127.0.0.1 Background Activities - Redundancy Check was started successfully.

Inf i Settil > 1 Fi Update ~  Health Event ¥ | Background Activities ™ | Schedub wit |l = g

&2 Background Activities

LD1 - Redundancy Chi Running - 0 %

'~ ar Activity
Rebuid Rata

Logical Drive Initialization Rate

Media Patml| Rails Low
Redundancy Check Rata Medium =
Migration Rata Low Chck

You can see the Progress bar.

127.0.0.1 Subsystem Information

Inf i Settil >4 Fi Update ~  Health Event ¥ | Background Activities ~ | Schedub it |l = g

&5 Redundancy Check Progress

Logical Drive 1D 1

State Running

Redundancy Check Progress 8%

NOTES:

m [f you try to provide a logical drive not full-initialized
after its creation with redundancy check in the Auto
Fix mode for the first time, the following message is
registered. However, this does not have bad influences
on system processing.

Redundancy check is started on
unsyncronized logical drive (event
ID:1547).

m After redundancy check is completed, be sure to see
the event log to check whether one or more errors
occur during the redundancy check. If a media error
occurred, a message indicating the occurrence appears
before the message showing that the redundancy
check is completed without any problem.

m [frebuild is done for a logical drive at a time when
redundancy check of the logical drive is previously
scheduled, the redundancy check is skipped.

m  While redundancy check is run to a logical drive, a
time when another scheduled redundancy check is to
be run to the logical drive may come. If so, the
scheduled redundancy check is skipped.

m If the power is off at a time when redundancy check is
scheduled previously, the scheduled redundancy check
is skipped.
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3.8.1

To schedule routine redundancy check, follow the procedure below.

Scheduling Redundancy Check

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the downward arrow at the right end of the Scheduler tab in the Management Window

and then click Add BGA Scheduler.
3. Set the following values and click [Next].

127.0.0.1 Background Activity Schedules

Infermation Seftings ~ Firmware Update ~ Health

&2 New BGA Scheduler

Event ~ Background Activities ~ Scheduler ~ Configuration

Scheduler Nama

Enabk This Schedule

Recumance Pattsm

© Redundancy Gheck
o2
© ay @ weeky © monthy

T |

Scheduler Name

Select the Redundancy Check radio button. (In the above
screen, only the Redundancy Check option appears. However,
depending on the environment, the Media Patrol option may
appear.

Enable This Schedule

Check the checkbox.

Recurrence Pattern

daily: Redundancy check is done at the defined time everyday.

weekly: Redundancy check is done on the defined day of every
week.

monthly: Redundancy check is done on the defined date every
month.

4. Set the following values.

(The figure below appears when you select "weekly" as the Recurrence Pattern.)

3 New BGA Schaduler

Scheduker Name
Enablke This Schedulke
Run Time

Start Time

Recurrence Pattern

waekly

Range of Recurrence

Start From

& Redundancy Check Optians
Auto Fix

Pausa an Emar

Apply to Redundant Logical Drives
| Logical Drive ID

| 1

Redundancy Check
Enabl

Iz o =
B 1 wesks 152

™ suncay [ moneay [~ Tuesday [~ Wesnescay
[ Thurscay [~ Fricay [ saturcay

(recommend)
" End After Itimes [1-255]
© ot Juna x mm

& No End Date

Operationsl Status Full Initialized =

RAIDI SGB OK No

-40 -



(Do not provide setting for any option with "*unavailable." Failure to follow this instruction
may cause the system to operate improperly.)

Run Time - Start Time

Enter the start time. You can set the hour with the left
pull-down menu and the minute in five minutes with the right
pull-down menu.

Recurrence Pattern

The display screen varies depending on the Recurrence
Pattern selected in the previous screen.

[daily]

« [Every—days] (*unavailable)
[weekly]

« [Every—weeks] (*funavailable)

« Check the checkbox of the day of the week on which you
want to run redundancy check.

[monthly]

« [Day of Month] Set the date on which you want to run
redundancy check every month.

[The] (*funavailable)

« Check the checkbox of the month in which you want to run
redundancy check.

Range of Recurrence

Start from: Start date

End on—No End Date: Select this option.
—End After: (*unavailable)
—Until: (*funavailable)

Redundancy Check
Options

[Auto Fix] Set the processing to be performed when an
inconsistency error is detected.

If the checkbox is checked, data is repaired from other HDDs
configuring RAID at detection of an inconsistency error.

If the checkbox is not checked, a consistency error is not
repaired at detection of the error.

[Pause on Error] Set whether processing is paused if an
inconsistency error is detected.

If the checkbox is checked, processing is paused at detection
of an inconsistency error.

However, if Auto Fix is also checked, processing is paused
only when the error cannot be repaired.

If the checkbox is not checked, the processing is not paused
in spite of detection of an inconsistency error.

Note: Redundancy check without Auto Fix for a logical drive
not initialized or not subject to redundancy check in the Auto
Fix mode at all cannot be scheduled. If you try, the following
message is registered and the redundancy check is not done.

Failed to create the scheduler: Redundancy Check can not be
scheduled for logical drive x as it is not Fully initialized or
AutoFix is not enable

In this case, schedule the redundancy check in "Auto Fix."
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Apply to Redundant Check the checkboxes of logical drives for which you want to
Logical Drives schedule redundancy check.

Do not use the options with “*unavavailable” suffixed in the above list.
5. After the settings are completed, click [Submit].
Click [Back] to return to the previous screen. Click [Cancel] to cancel the settings.

If redundancy check is scheduled, the screen display changes to the schedule list screen. The
scheduling just set is added to the list. Message "schedule was created successfully." appears at
the top of the tab.

127.00.1 g d Activity - schedule was created successfully.
(I BN Update ~  Health Event ~ Backg d Activiti > ¥ | Config i

&2 Schedule List

Type Recurrence Start Time Operational Status Target
LD: 1

Redundancy Check 1 Weekly 06 13 2007 02:00 Enabled Auto Fix: true
Pause on Emor: faks

Media Patrol 1 Weaskly 06 13 2007 02:00 Enabled PD: 1,23

The above procedure can make scheduling.

If the time reaches to the start time having been set, the redundancy check is started. The
redundancy check is repeated at the intervals entered in step 3.

IMPORTANT: Redundancy check without Auto Fix of a
logical drive not full-initialized or not subject to
redundancy check in the Auto Fix mode at all cannot be
scheduled.

If you try, the following message is registered and
redundancy check is not done.

Failed to create the scheduler: Redundancy
Check can not be scheduled for logical drive
x as it is not fully initialized or AutoFix
is not enabled.

In this case, run redundancy check in Auto Fix once.

Changing schedule setting

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the Scheduler tab in the Management Window and then click the link of the redundancy
check for which you want to change the schedule setting.

The following procedure is the same as that for creating a schedule.

Suspending (deleting) schedule setting

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the arrow at the right end of the Scheduler tab in the Management Window and then
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click Delete Schedules.
3. Check the checkbox of the redundancy check which you want to delete and click [Submit].

The confirmation dialog box asking whether the redundancy check may be deleted appears.
Click [OK].

NOTE: You can set a single schedule of redundancy
check for a single logical drive.
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3.9 Media Patrol

The media patrol feature provides entire reading for the following target HDDs. Because of
aged deterioration, it may not be possible to detect faults of HDDs until they are accessed. The
media patrol, or routine read and check of data in HDDs, allows such faults to be detected as
soon as possible. Therefore, you can take proper measures early.

- HDDs configuring RAID
- Spare HDDs

If accessing to a HDD occurs during media patrol, the media patrol is paused until the
completion of the access. Accordingly, media patrol hardly degrades the system performance.
Because the media patrol feature checks HDDs in a period of low system load, it may not be
able to advance its processing in a system entered in high load status consistently. Therefore,
use the feature in system environment of comparatively low load such as in the night.

IMPORTANT:

m  Media patrol is scheduled by default to be run at 0:00
a.m. on Wednesday every week just after installation
of WebPAM PRO. Change the schedule to be suit to
the environment you use.

m The RAID system does not allow media patrol to be
set in HDDs individually.

m Media patrol is not done for HDDs having not been
used to configure a disk array or for HDDs not
specified as spare. Specify unconfigured HDDs to hot
spare.

m Media patrol can detect media errors of HDDs early
and only repair HDDs being members of redundant
RAIDs. However, it does not check whether HDDs
are consistent with parity.

m The feature can run media patrol of specified HDDs at
the specified time only once (scheduled media patrol
is run periodically every specified start time). Media
patrol is not run consistently.

Follow the procedure below to provide media patrol.
1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the downward arrow at the right end of the Background Activities tab in the
Management Window and then click Start Media Patrol.

3. Click [Start].
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127.0.0.1 Media Patrol

(I N Update ~  Health Event ¥ | Background Activities ~ > G

2 Media Patrol Status

Media Patml i nat running.

The media patrol is started.

The progress of the media patrol appears in the Background Activities tab. If you click the link
of the displayed task being advanced, the current progress status appears. On the screen, you can
pause or stop the task.

127.0.0.1 Background Activities

> | Fh Update =  Health Event ~ | Background Activities ~ s

Running - 0

2 Background Activities

Media Patrol

(] ar Activity
Rebuid Rate
Logical Drive Initialization Rate

Meadia Patml Rate Low

Redundancy Check Rate Medium

Migration Rate Low

PDM Rata .Ihhdium — Click
Transition Rats Medium

Reassigned Block Threshod 32 Blocks

Ermor Block Threshold .31 Blocks

Media Patmol Enabled

Auto Rebuild Enabled

Last Media Pato| Start Time 06 13 2007 16:18:39

Last Media Patrol Stop Time .Ll‘: 13 2007 13:31:15

You can see the Progress bar.

127.0.0.1 Media Patrol

b Fi Update ~ Health Event ~ Background Activities e c ig

Media Patml Status Running

& Media Patrol Status

Media Patml Ovemll Pogress 0%

Cumant Physical Drive 10 1

Progmees on Cumant Physical Driva 1%
Number of Physial Drives Completed 1]
Number af Physical Drives Qusuad 2

Completad Physical Drives 1D

Quauad Physical Drives |02 23

Coor [ e |

The following items appear in the screen indicating the progress of the media patrol.

Media Patrol Status Indicates the status of media patrol.

Media Patrol Overall Progress | Indicates the progress of media patrol on all connected
HDDs.

Current Physical Drive ID Indicates the ID of the physical drive being subject to media
patrol.
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Progress on Current Physical
Drive

Indicates the progress of the current media patrol on a
physical drive.

Number of Physical Drives
Completed

Indicates the number of physical drives on which media
patrol has already been completed.

Number of Physical Drives
Queued

Indicates the number of physical drives on which media
patrol is to be done.

Completed Physical Drives IDs

Indicates the IDs of physical drives on which media patrol
has already been completed.

Queued Physical Drives IDs

Indicates the IDs of physical drives on which media patrol is
to be done.

NOTES:

m During media patrol, "Yielded" may appear in the
Media Patrol Status field. The media patrol is set to
have the lowest running priority by default. If an
access occurs during media patrol, the media patrol is
paused until the completion of the access. "Yielded"
appears in such a situation.

m After media patrol is completed, be sure to see the
event log to check whether one or more errors occur
during the media patrol. If a media error occurred, a
message indicating the occurrence appears before the
message showing that the media patrol is completed
without any problem.

m  While media patrol is run to a physical device, the
time scheduled to another media patrol of the physical
device may come. If so, the scheduled media patrol is

skipped.

m [f the power is off at the time when media patrol is
scheduled previously, the scheduled media patrol is

skipped.

3.9.1 Scheduling Media Patrol

NOTES:

m Media patrol is scheduled by default to be run at 0:00
a.m. on Wednesday every week just after installation
of WebPAM PRO.

m Media patrol is scheduled by default to be run at 0:00
a.m. on Wednesday every week just after installation
of WebPAM PRO.

®m You can set a single schedule of media patrol for a
single controller.
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To add schedule setting of media patrol, follow the procedure below.

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the arrow at the right end of the Scheduler tab in the Management Window and then

click Add BGA Scheduler.

If media patrol is already set, Media Patrol does not appear in the Scheduler Name option.

3. Set the following values and click [Next].

127.0.0.1 g d Activity
Settir hd Update ¥  Health Event ¥  Backg d A > T C
&2 New BGA Scheduler _
Scheduler Nama ] Media Patml (%) Redundancy Check
Enable This Schedule =
Recurmence Pattern (‘ daily & waakly « manthhy

Scheduler Name

Select the Media Patrol radio button.

Enable This Schedule Check the checkbox.

Recurrence Pattern

daily: Media patrol is run at the defined time everyday.
weekly: Media patrol is run on the defined day of every week.
monthly: Media patrol is run on the defined date every month.

4. Set the following values.

(The figure below appears when you select "weekly" as the Recurrence Pattern.)

127.00.1 g

d Activity

St =

Update ~ Health Event ~ Back d A

- * | Config i

2 Mew BGA Scheduler
Scheduler Name Media Patml
Enable This Schadule Enable

Run Time
j:lt] |

Start Time

0

Recurrence Pattern
Eve I wesks [1-52]

weaakly

- Sunday r Monday = Tuesday Wiednesday

[ Thuscay [ Friay [+ Saturday

Range of Recurrence

Start From I June

5 o

& NoErdDate  (recommend)

End On O Endiamsr | 1 times [1-255]
7 uni | sune | FERR B

Run Time - Start Time

menu.

Enter the start time. You can set the hour with the left pull-down
menu and the minute in five minutes with the right pull-down
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Recurrence Pattern The display screen varies depending on the Recurrence
Pattern selected in the previous screen.

[daily]

« [Every—days] (*unavailable)
[weekly]

 [Every—weeks] (*unavailable)

« Check the checkbox of the day of the week on which you
want to run media patrol.

[monthly]

« [Day of Month] Set the date on which you want to run media
patrol every month.

[The] (*funavailable)

« Check the checkbox of the month in which you want to run
media patrol.

Range of Recurrence | Start from: Start date
End on—No End Date: Select this option.
—End After: (*funavailable)

—Until: (*funavailable)

5. After the settings are completed, click [Submit].
Click [Back] to return to the previous screen. Click [Cancel] to cancel the settings.

If media patrol is scheduled, the screen display changes to the schedule list screen. The
scheduling just set is added to the list. Message "schedule was created successfully." appears at
the top of the tab.

127.0.0.1 ground Activity

Information Settings ~ Firmware Update ~ Health Event ~ Backg: d Activiti - ¥ [ Config i

& Schedule List

Type Recurrence Start Time Operational Status Target

LD: 1
Redundancy Check 1 Weekly 06 13 2007 02:00 Enabled Auto Fix: true

Paus= on Ermor faks
Media Patrol 1 Waekly 06 13 2007 00:00 Enabled PD: 1,23

The above procedure can make scheduling.

If the time reaches to the start time having been set, the media patrol is started. The redundancy
check is repeated at the interval entered in step 3.

Changing schedule setting

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the Scheduler tab in the Management Window and then click the link of media patrol
for which you want to change schedule setting.

The following procedure is the same as that for creating a schedule.
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Suspending (deleting) schedule setting

1. Click the subsystem (ST EX4650EL) icon in the Tree View.

2. Click the arrow at the right end of the Scheduler tab in the Management Window and then
click Delete Schedules.

3. Check the checkbox of the media patrol which you want to delete and click [Submit].

The confirmation dialog box asking whether the media patrol may be deleted appears. Click
[OK].

127.0 0.1 Delete g Activity
o Fit Update - Health Event - Background A it ot ¥ [= ig (]
&2 Schedule List
I_ Type Recurrence Start Time Operational Status
I— Redundancy Chack 1 Waskly 065 13 2007 02:00 Enabled
N Media Patrol | Waeakly 05 13 2007 00:00 Enabled
o | 6 |
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3.10 Rebuild

The rebuild feature can recover redundancy if a single HDD is defected in RAIL level 1, 10 or
5.

During rebuild, data read/write is enabled. However, the redundancy is lost until the rebuild
operation is completed.

If an HDD is defected, logical drives are entered into the critical state, of which you are notified.

IMPORTANT: Note that load is applied to the system to
decrease its processing rate during rebuild.

3.10.1 Hot Spare Rebuild

If a redundant logical drive is degraded, hot spare rebuild is done under where all the following
conditions match.

Spare drives are set. Spare drives of either of the following types are required:
« Spare drives set to global

« Spare drives dedicated for logical drive entered into degraded
state

Spare drives have capacity set | Spare drives should have capacities equal to or larger than
properly. those of defected physical drives.

When the above conditions are met, host spare rebuild is started automatically. (The physical
drives that is not configured to any disk arrays cannot be used as spare drives.)

3.10.2 Hot Swap Rebuild

Hot swap rebuild is done when the following conditions are met.

Auto Rebuild is enabled. Enable Auto Rebuild should be checked in the Settings screen
appearing in the Background Activities tab of subsystem ST
EX4650EL. See the description of the Background Activities tab in
"3.5.1 Subsystem (ST EX4650EL) icon" for details.

A defected physical drive is The new HDD should have a capacity equal to or larger than that
replaced with a new HDD on | of the defected physical drive.
the same slot.

If the above conditions are met, hot swap rebuild is started automatically.
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3.10.3 Manual Rebuild

For manual rebuild, follow the procedure below.
1. Click a degraded disk array in the Tree View.

2. Click the arrow at the right end of the Background Activities tab in the Management Window
and select Start Rebuild

127.0.0.1 Disk Array

‘g Usar Managament [ Information l Settings Create LD Delete LD Background Activities _' Transport

g SubsystemHost Mana: &2 Disk Array Information Start Migration
tbs.:mne Manage menf

Disk Army 1D Start Rebuild
el e Al Start
rooy FRM Start Physical Drive Rebuild
*EE ST EX4650EL Opamtianal Status Start Transition
—M Controllars Tatal Physieal Capacity 577568
Wy, Cantrolier | Gonfigurble Capacity 75058
o
¢4 Enchsures Frea Capacity 57.50G8
j= |
(5 4l Encbsur | Max Cantig uous Free Gapacity 575068
] Physkcal D
7 £ Media Patol Enabled
[ skt 1 Fu
PON Enabled
st 2 Fuy
Numbar of Physical Drivas 2
B st Fu
Humbar of Logkal Drivas 1
[ st Fud
Avaibbk RAID Leveks 01
&3 Physical Drives in the Disk Array
{1 BB Loakal Drive Device Modsl Type Configurable Capacity Operational Status

3. Specify source and target HDDs on rebuild.

127.0.0.1 Start Rebuild

Infermation Settings Create LD Delete LD Background Activities ~ [ Transport

&2 Rebuild Parameters

Souma Physical Drive IAnay | SeqMo 0: 33.75GE j
Tamat Physical Drive |ID2:33_?SGB |
[cuom |

Source Physical Drive Specify a normal physical drive used to configure a logical

drive in the critical state.

Target Physical Drive Specify the target HDD on rebuild.

4. Click [Submit].
During the rebuild operation, the progress appears in the Background Activities tab.

As soon as the rebuild is completed, the status display of logical drives is returned to the normal
state.

NOTES:

m  After rebuild is completed, be sure to see the event log
to check whether one or more errors occur during the
rebuild. If a media error occurred, a message
indicating the occurrence appears before the message
showing that the rebuild is completed without any
problem.

m To install a new HDD for replacement, wait for 90 sec
or longer after the removal of the defected HDD.
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m [f Enable Buzzer is checked in controller setting, the
buzzer rings with the logical drive being in the critical
or offline state or rebuilt. To turn on/off the buzzer,
check or uncheck the checkbox of Enable Buzzer in
the Controller Settings tab. See the description of the
Buzzer tab in "3.5.2 Controller" for details. Buzzer
ringing is automatically stopped when the logical
drive is recovered to the normal state.
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3.11 PDM

The PDM (Predictive Data Migration) feature always monitors HDDs configuring logical drives,
previously senses HDDs suspected to be defected and copies data in the HDDs to spare drives.
Difterent from the rebuild feature, PDM can be done without degrading of logical drives. After
the data copy, the status display of the source HDDs becomes Stale and they are recognized as
PFA error.

IMPORTANT:

m Before the PDM feature can be used, the following
must previously be set.

- Enable PDM is checked in the Settings tab of disk
array. (See the description of the Settings tab in "3.5.7
Disk Array.")

- Spare drives have already been created (if the
automatic PDM feature is used).

m [fan error occurred in any HDD in logical drive while
the PDM feature is being enabled, the data is copied
onto the spare drive automatically. Consequently, the
slot location initially assigned for a physical drive
configuring logical drives may be changed.
Consideration must be taken into account to use the
PDM feature.

PDM is automatically run under any of the following conditions.
- An SM.A.R.T. error occurs.

- The number of bad blocks exceeds the threshold (32).

- A fatal error occurs during media patrol.

PDM may also be run manually.
To start PDM manually, follow the procedure below:
1. Select a disk array for which you want to run PDM in the Tree View.

2. Click the arrow at the right end of the Background Activities tab and select Start PDM.
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®z Home (User:administrator)

£ User Management

B subsystem/Host Managemer|

by Software Management

=8

ST EX4650EL
£, Controlers
Wy, Controller 1
= é Enclosures
£ Enclsure |
Physical Drives

[ Siot 2 FUUITSU T

;:jg Disk Arrays
88 Dek Ay 0
& Logial Drives
ES Logial Drive 0
& spare Drives
5 @ Logical Drive Summary

| 127.0.0.1 Disk Array
Settings Create LD Delete LD Background Activities ~  Transport
&2 Disk Array Information Start Migration
Disk Array 1D o Start Rebuild
Alias BootDA Start PDM
Operational Status oK Start
Total Physical Capacity 33.87GB et A TEAl Ve EOR)
Configurable Capacity 33.75GB
Free Capacity 0 Byte
Max Centiguous Free Capacity 0 Byte
Media Patrol Enabled
FDM Disabled
Number of Physical Drives 1
Number of Legical Drives 1
Avaiable RAID Levek ]
&2 Physical Drives in the Disk Array
Device Model Type Confiuretic Operational Status
Capacity
PD1 FUJITSU MAX3036RC .SAS 3375GB OK
£ Loaical Drives in the Disk Arrav

[ skt 1 FUAITSUT)

[ skt 3 FuuITsU |
[ skt 4 FUIITSU T

3. Specify the following.

‘L'_- Home (User:administrator)

127.0.0.1 Start PDM

Delete LD Background Activities ¥ | Transport

B ST ExassEL

Yy Controlier 1

— = Settings = Create LD
38 User Wanagement
8 ot & PDM
Gy software Management Source Physical Drive IArmy 0 Seqlo0; 33.75GB Rl
=g ! Target Physical Drive | 1D2: 33.75GB Rl

Source Physical Drive

Specify the physical drive which is suspected to be defected
and from which data is desired to be copied.

Target Physical Drive

Specify a physical drive to which data is to be copied.

4. Click [Submit].

PDM is started. It may take much time depending on the capacity.

During the execution of PDM, you can check the progress.

5. When the processing is completed, the status display of source HDD becomes "Stale,PFA"
and the icon in the Tree View is marked with a red cross (). It is recommended to replace the
HDD with a normal one.
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127.0.0.1 Physical Drive

Information Settings

Force Online | Clear
43 User Management
G subsystem/Host Manage) £ Physical Drive Information
{h Software Management Physical Drive 1D 2
Location Encl1 Skt2
CIER ST EXassuEL Alas
g, Controliers Physical Capacity 3387GE
Mgy, Controlier 1 Canfigurable Capacity 3175GB
Enclosures Used Capacity SGB
4
L AT Block Size: 512 Bytes
Physical Drives
Operational Status Stake. PFA
[ siot 1 FUJITS T
- Configuration Status Stake Conlig
& sot2 FudITs :
) ot 3 FUITE Wods! |FUJITSU MAK3036RC
5 St 4 FUIITS Drive Interface SAS 3Gbis
Disk Arrays Serial Number DQQ9PE70019D
Disk Array 0 Firmwars Version 2903
~ B Logical Drives Protccol Version sPC
1 Fepeatixie @ Advanced Physical Drive Information
Disk Array 1
= Write Cache Disabled
Spare Drives
: ||| | Read Look Ahead cache Enabled
i B | {Hat
| i oiil]l = =
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3.12 Transition

At the occurrence of a fault, logical drives may be degraded and recovered by hot spare rebuild.
This results in separation of the configured slot positions of the logical drives. However,
creating spare drives of revertible type previously (see "3.15 Creating or Deleting Spare
Drives") allows logical drives to be returned to the original successive slot positions.

IMPORTANT: In the environment in which your system
is always subject to load, the process of transition may
take a long time and the performance may cause
performance decrement. In this case, the setting of
Revertible is recommended to be OFF when creating a
spare drive.

The transition is useful in the following situations.

<Example of auto transition>
1. Original state (RAIDS)

Create spare drives of revertible type. (See "3.15 Creating or Deleting Spare Drives" for
details.)

— Array Drives — Spare

| | ! |
I I I I Revertible
1 2 3 4

2. Occurrence of fault in PD2

A fault occurs in a physical drive among those configuring a disk array. The disk array is
entered into the degraded state (logical drives are entered into the critical state).
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Rebuild
Failed Drive to Spare

1 2 3 4

3. Hot spare rebuild is done by using PD4 to create a logical drive having PD1, PD3 and PD4 as
configured HDDs.

Array Drives

1 2 3 4

4. Replace the defected physical drive with a new physical drive having a capacity equal to or
larger than the capacity of the defected drive.

5. Transition is automatically started to move data from the spare drive to the new physical
drive.

6. When the transition is completed, the new physical drive becomes a member of the original
logical drive. The spare drive having saved the data temporarily returns to the original spare
drive.
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— Array Drives — Spare
1 2 3 4
<Example of manual transition>

1. Original state: RAID1

Create spare drives of revertible type. (See "3.15 Creating or Deleting Spare Drives" for
details.)

Array Drives Spare

| } |
I I I I Revertible
1 2 3 4

2. Occurrence of a fault in PD2

A fault occurs in a physical drive among those configuring a disk array. The disk array is
entered into the degraded state (logical drives are entered into the critical state).
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Rebuild
Failed Drive to Spare

1 2 3 4

3. Hot spare rebuild is done by using PD4 to create a logical drive having PD1 and PD4 as
configured HDDs.

4. To make free physical drive PD3 be a configured HDD of the original logical drive, you can
select PD3 manually in this state to run transition.

(1) Click the arrow at the right end of the Background Activities tab and select Start Transition.

| Qe N
R AR CE e | | 127.0.0.1 Disk Array =
- [ Information l Seftings = Create LD | Delete LD | Background Activities ~ | Transport
3 User Managsment =
£ SussystemiHost Manags & Disk Array Information Start Migration
tb Softwars Managsment Disk Array 1D Start Rebuild
I : Als Start PDM
[ ST ExdssuEL Operational Status oK Start Transition
¥, Contrallers Total Physical Capactty 67.75GB Start Spars v Tramsiion
Mgy, Controller 1 Configurable Gapacity 67.50GB
Fres Capacty 57.50G8
Max Contiguous Fres Capacity 57.50G8
Physical Drives
Media Patrol Enabled
B St 1 FUIT:
PDM Enabled
[ St 2 FuIIT:
B S Number of Physical Drives 2
[ Skt FUIIT: Number of Logical Drives 1
Disk Arrays Avaiabk RAID Levels 01
Disk Array 0 & Physical Drives in the Disk Array
SR Device Model T i it Operational St
E L@i::ﬂ Drive el ype o ity perational atus
5 Dk Ay | PD4 FUJITSU MAX3036RC sas 3375GB oK
2 e
J; Logeal Drkves =il[ [ o2 FUJITSU MAX3036RC sAS 3375GB oK
FD Gomn epiee . = |
7 E— || e =]

(2) Select the source and target physical drives as Source Physical Drive and Target Physical
Drive, respectively. Click [Submit].

127.0.0.1 Start Transition

Information Settings Create LD Delete LD A e T

&2 Transition Parameters

Source Physical Drive IArray 1 SeqNo1: 33.75GB :I

Target Physical Drive £ID3: 3375G8 -

During transition, the progress is displayed in the Background Activities tab.

At the completion of the processing, the spare drive is returned to the normal state.

-59-



NOTE: The “Operation Status” field may show
“Transition Running” although Transition has finished.
Check the messages regarding Transition in the
application log to find that the transition processing has
finished.
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3.13 Transport

The transport feature is used to move a disk array in the online state with its normal status
remaining unchanged.

1. Click a disk array for which you want to provide transport in the Tree View and click the
Transport tab.

PROMISE’® 5 Language | Show Event Frame |

TECHNOLOGY, IN

.‘\

| Logout |

127.0.0.1 Disk Array

Information Settings Create LD Delete LD Background Activities ¥ [ Transport i

8 User Management
£ sutsystemHost Managemer | | & Prepare disk drray for franspart
tb Software Management

Prepare disk drray for transport

EX4630EL

iy, Controllers
Moy, Controller 1

) ¢4 Enclsures

4 Enclosure |

= Physkal Drives ‘
m Shot 1 FUJITSU 1
[ siot 2 FuaiTsu 1
m Slot 3 FUJITSU 1!
D Slot4 FUJITSU 1

sk Arrays

DEk Array 0

=B Logical Drives

[ Logical Drive o

& i Spare Drives

& B% Logical Drive Summary |

|

] sl

2. Click [Submit].

3. The confirmation dialog box appears. Type "confirm" and click [OK].

. @ hitpsflocalhost @443 olx|
9y Please type CONFIRM to sure that you want to prepare the disk array for transport,

- I & Input

(13 2
confirm”.
¥ Cancel @ QK

4. Make sure that Operational Status is set to "Offline, Transport Ready." Pull out the HDDs
configuring the disk array from the mating slots.
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[»

Settings | Create LD | Delete LD | Background Activities -

Tmnsport Ready
67.75GB

67.50GE

5T.50GE

37.50GE

Enabled

Enabled
3

Number of Logical Drives 1
Availabk RAID Lavels 01

Model

FUJITSU MAX336RC 33.75GB

FUJITSU MAX3B6RC 33.75GB

Offlina, Transport Ready

5. Insert the pull-out HDDs into slots in the environment subordinate to a new disk array
controller N8103-105 and refresh the HDDs. Then a normal disk array is recognized.
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3.14 Initializing Logical Drive

A disk array can be initialized additionally after it is created.

Full initialization set all data bits in logical drives to zero. If logical drives are created, it is
recommended to run full initialization first.

IMPORTANT:

m Initialization erases all data completely. Be sure to
back up important data before initialization.

m  You may select a logical drive which you want to
initialize from the disk array menu. However, take the
following procedure for initialization to prevent an
undesired logical drive from being initialized by
mistake.

1. Select a logical drive to which full initialization is to be done in the Tree View.

2. Click the arrow at the right end of the Background Activities tab in the Management Window
and select Start Initialization.

127.0.0.1 Start Initialization

X i g Activities ¥ | Check Table

i Initialization Parameters

Logical Drive 10 1
Quick Initializatian I~
Quick Initialization Siza I 1 MEB
Initialization Pattarn in Hex hII.'[I.'[I]
[ rocet | suomi |
Quick Initialization If the checkbox is checked, quick initialization is run. If not

checked, full initialization is run.
Quick Initialization: Initializes master boot sectors only.

Full Initialization: Initializes the logical drive fully to bring
consistency.

Quick Initialization Size | Enabled in quick initialization. Specifies the block size for
initialization.

Initialization Patterns in Enabled in full initialization. Leave default 0 unchanged.
Hex

3. Click [Submit].
The confirmation dialog box appears. Type "confirm" and click [OK].

During initialization, the progress is displayed in the Background Activities tab.
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3.15 Creating or Deleting Spare Drives

3.15.1 Creating Spare Drives

IMPORTANT: The following HDDs cannot be used for

spare drives.

- HDD that has been configured to any disk array
- HDD with partitions.

Spare drives are used to protect a redundant logical drive when hard disk drives in the logical
drive are defected. That is, if a hard disk drive in a redundant logical drive is defected, rebuild
can be done to a spare drive to substitute for the defected hard disk drive for protecting the
logical drive. Creating spare drives are required to use the PDM or transition feature.

Follow the procedure below to create spare drives.

1. Click Spare Drives in the Tree View.

2. Click the Create tab in the Management Window.

127.0.0.1 Add Spare Drives
information | Create | Delete | Spare Check
& Create Spare Drives
Spam Type & Gobal  Dedicated
Revartbls ~
Enabl Media Patml [«
Availible Sakcted
102:33.75GE =] [2]
:33.7.
P hysical Drivas ID431568
[ =] E|
Availble Sekcted
100 =] s |
Dedicated Dik Arays
= J
[ oeee |
& New Hot Spare Drives
£ Physical Drive ID Capasity Revertible Media Patral Spare Type Dedicated 1o Disk Arrays
Na new spare drive avaikble.

3. Set the following.

Spare Type Global: Available to any disk arrays
Dedicated: Available only to specified disk arrays
Revertible Check the checkbox if the transition feature is used (see "3.12

Transition").

Enable Media Patrol

Check the checkbox.

Physical Drives

Select HDDs to be specified as spare drives from HDDs in the
Available frame on the left side and click [>>]. The HDDs are
moved to the Selected frame on the right.

Dedicated Disk Arrays

Specify disk arrays if Dedicated is selected as the spare type.
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127.0.0.1 Add Spare Drives

Information Create Delete Spare Check

&5 Create Spare Drives

Spam Typa & Gobal { Dedicated
Revertble 2
Enablk Media Patral 2
Available Sekctad
ID4:33.75GB 21| | 1o2az7sGe
Physical Drives
Avaible Sakectad
1D0: o |
Dedicated Disk Armays
=] E|
&5 New Hot Spare Drives
# Physical Drive ID Capacity Revertible Media Patrol Spare Type Dedicated to Disk Arrays

HNo new spame dive avaiahle

4. Click the Update button.

The specified spare drives are added to the list of New Hot Spare Drives at the bottom.

5. Click [Submit].

127.0.0.1 Spare Drives - Spare Drives were created successiully.

Information Create Delete Spare Check

&2 Spare Drive List
o Operational Siatus Physical Drive 1D Capacity Revertible Type Dedicated to Array

Spare 0 ]38 2 23.75GE ez Global

The spare drives are defined. The created spare drives appear additionally in the Information

tab.

IMPORTANT:

m The HDDs that are not configured to an logical drive
nor set as spare cannot be used as spare drives.

m  Media patrol is not done to the HDDs that are not
configured to array disk or set as spare. Specify
unconfigured disks as spare disks previously.

m  Set the capacity of dedicated spare to be the same as
that of the dedicated disk array.

-65-



3.15.2 Deleting Spare Drives

Follow the procedure below to delete spare drives.
1. Click Spare Drives in the Tree View.

2. Click the Delete tab in the Management Window.

127.0.0_1 Spare Drives

Information Create Delete Spare Check

&2 Delete Spare Drives

[~ SpareiD Operational Status Physical Drive 1D Capacity Revertible Type Dedicated to Array
o oK 2 337588 Yes Global
=y

Check the checkboxes of spare drives to be deleted and click [Submit].
The following popup appears. Confirm the information and click [OK].

The selected spare drives are deleted.
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3.16 Expansion

IMPORTANT:

m Before logical drives are provided with expansion, be
sure to back up the data in the disks. If an unexpected
error occurs during expansion, data in the disks may
be destroyed.

m In this feature, only RAIDS configured with three
physical drives can be expanded to that configured
with four drives.

m  For expansion, all physical drives should have the
same capacity.

m This feature can expand the capacity of the logical
drive. As seen from OS (Disk Management), the
capacity of the HDD looks become larger than before.
You can use this portion by newly creating a partition
in it. (The capacity of the existence logical drive is not
expanded.)

1. Click a disk array for which you want to provide expansion in the Tree View.

PROMISE J Language | Show-tyont | Logout |

TECHNOLOGY, INC

Frame

127.0.0.1 Disk Array

Infi it Settings = Create LD | Delete LD  Backgrownd Activities ~  Transport
g User Management . C
& Disk Arvay Information
/ {
g Subsystem/Host Managem: Disk Avrap 1D i
{b Software Management Alias EootDA
g 2T 00,1 || | Opexational status oK
5 ST Tatal Phyrsical Capacity 205 5268
4 Configuabls Capacity 205, 1468
iy, Controlers Ton Cinse 0Byt
Wy, Controler 1 Max Cantiguous Free Capacity 0 Bvte
S8 Enclosures Hedia Patsal Erabled
4 Enciosure 1 FDM Enabled
Physical Drives Nurnber of Physical Drives 3
s Muraber of Logical Drives 1
[ siet 1 maxTor -
Available RAID Lewels 05

& skt 2 MAXTOF

B st 3 maxTOF, & Physical Drives in the Disk Avray

D st 4 maxTor | | Device Model Type jEoanzushle Operational Status
_ | Capacity
B ook A PDI MAXTOR ATLASI0KS 73545 a8 52.33GE ox
PD2 MAXTOR ATLASIOKS 73545 548 48 3568 o

EZ Logical Drives 'PD3 MAXTOR ATLASI0KS_735AS sas 68 2GR ox
. R Logeal Drve 0| e
& spare Dri
Bl spmre Drves Denice Alias RAID Level Capacity Operational Status =

i Logial Dive Summary || IR, BostRAIDS RAIDS 136 76GB ox

E. & Available Spare Drives to the Disk Array =

-67 -



2. Click the arrow at the right end of the Background Activities tab in the Management Window
and select Start Migration.

0
EBootDA

Opezational Staws 13

Towl Bhysical Capacity 105 51GE
Canfiguble Capacity 205.14GE
Faee Capacity 0 Byte
Max Contiguous Free Capacity 0 Bte
Media Patrol Erabled
PDM Enabled
Wurmber of Physical Drives 3
‘ummber of Logical Drives 1
Available RAID Lewels 05

Model i
MAXTOR ATLASI0ES 73548 60.38GE
MAXTOR ATLASI0KS 73SAS 68 32GE

MAXTOR ATLASI0ES 73548 69.33GE

3. Select physical drives used for the expansion.

127.0.0.1 Disk Array Migration | Fielp_|

Information Settings Create LD Delete LD Transport

Availble Selected

Physical Drives

Click [>>] to move the physical drives to the Selected frame.

1270041 Disk Array Migration [ Felp_|

Information Settings Create LD Delete LD Transport

Availble Sekected

i 2> 1 1iD4135.89GB

Physical Drives

Click [Next].
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4. Set detailed information on the disk array.

127.001 Disk Array Migration | Felp_|
Information Settings Create LD Delete LD Transport
Alias BootRAIDS
RAID Leval [ RaiDs x|
Expand Capacity =
Capacity [13s.76 | =] wmaxz0s14c8 win: 136.78G8
e A L P o i P R e P P P A P
T Alias RAID Level Capacity Stripe Sector
- o F 7 o 7 7 - 7 o o 7
BN e
RAID Level RAIDS only
Expand Capacity | Check the checkbox to increase the capacity.
This item is grayed out if the disk array has no empty capacity.
Capacity To increase the capacity, specify the value.
Click [Update]. The state resulting from expansion is displayed graphically in the Capacity
Usage.
Click [Next].

5. The summary of the expansion to be run appears.

127004 Disk Array Migration | “Fielp_|
Information Settings Create LD Delete LD Transport.

Disk Array 10 0

Dik Array Alis BootDA

Number of Physical Drives 4

Physical Drive 1D 1234

Configurable Capacity 2735258

Free Capacity 91.17GB

Medla Patrol Enabled

PDM Enabled

Logical Drive 1D Alias RAID Level Capacity Stripe. | Sector

o BootRAIDS RAIDS 135.76G8 64KB |5128ytes

Click [Submit].
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6. The confirmation dialog box appears. Type "confirm" and click [OK].

@ Please type CONFIRM to make sure that you want fo start array migration.

|
X Caﬂ:e\l JOK |

The screen indicating the progress of the expansion appears.

127,001 Background Actiities | “Felp_|
Information Settings Create LD Delete LD Transport
DAO - Migration Running - 0 %

Click

You can see the Progress bar.

127001 Background Activites [ e
Information Settings Create LD Delete LD Transport
Disk Amay 1D 0
State Running
Caompletion Pemantage H

-70 -



3.17 Event

WebPAM PRO classifies every event occurred in a RAID system as an error, warning or
information to record it. This is effective to diagnose or solve faults occurred in the system.

IMPORTANT: The log times appearing on the WebPAM
PRO screen are later than the times at which the events
occur. See the application log of OS to check the event
occurrence times.

IMPORTANT:
m The log times appearing on the WebPAM PRO screen

are later than the times at which the events occur. See
the application log of OS to check the event
occurrence times.

When you start WebPAM PRO first time, messages

with the date of 1970s may be registered. This has no
effect on WebPAM PRO operation.

Whether the Event Frame is displayed or not can be alternated by WebPAM PRO Header [Show

Event/Hide Event].

| HEIENUA WETSIHE | ] ASIENUE 1o

PROMISE

TECHNOLOGY, INC.

)

ENTIENER English |

| Hide Event Frame |

s | Logout |

3 User Maragernent

127.0.0.1 Subsystem Information

8 s [Host M & Sub Inf
fbs.aﬁmummgzmzm Alfas
Vendoz
Model
HEL -
Seeial Hurnber
Contzoll
ontrellers Gt
Wy Contualler 1 Part Number

A prolguces

M Erclosuse 1

=3 ) pwsiad Drivns
B ster 1 FUnTST
[ s1et2 mazT0
[ s1et3 mazTO
B s1ot 411850

Disk A rrays

53 Disk A rray 0 (BooiDA

EE Logical Driff0

= B pisk v 1

Spare Drives

Resision Hurber

Manufactuzing Date

Huraber of JEOD Enclosuzes Connected
Murnber of Conteoller Present

System Date & Time

A3 Tia

Information | Settings ~ Fimeware Update ~ Health Event v Backgrownd Activiies ~  Schedler ~  Configuration

Prouise Technology,In:
ST ER4650EL
HO4DOT102300019
2000-0001-55FF-F931
F20846542000000

Az

03 03 2007 00:00:00

0

1

07 13 2007 11:04:47

B2 Logical Drives 7

ES: Logical Drives N

2000-0001-55FF-F931 PR3
2000-0001-55FF-F921  LD1

127.1 -0001-55FF-F921 DA 1

2 spare D0 =l

:nn

127001 |

V

LDl

Host IP| Al | wwN a0
HostIP WWN Device EventID Severity Timev
127.00.1 |2000-0001-55FF-F931 FD2 000000004 |info 2007 07 12 10:46:03

RNOTON0N  inda
|0x00090000 |infe
0300130000 infe
0x000D0000_infe

.ZUU'F 07 12 10:41:42

12007 07 12 10:41:42

Physical Disk s assigried as a global spaxe
Physical Disk is raatked oline
A e Logical deive has been created

2007 07 12 10°46:03

200707 12 10041:43  New disk array has been created

| Phyrsical Disk s ma

Al

KT — ]

ol

Up to 50 latest events are displayed.

[ kttnc-silae alhnct B4 2inrami cade arulatNisnlanMata @ n ama - 2NINNNNMTEEEEEGRT & rarartN-2ANANANT EEEEEQR1 Rnnda—C nntrallarf rimam—127 001 fkhardaars

[laeathnetaaam 8

Clicking [Save Events] allows events to be saved in a relevant file. Clicking [Delete Events]
causes all registered events to be deleted.
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If an event occurs, such a popup as shown below appears at the upper right corner of the
WebPAM PRO screen.

MNew Event X
Last Event: 127.0.01 2007 04 09 2130050
Physical Dizk has been inserted

NOTE: Sorting the events is unavailable.
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3.18 Collecting Configuration Information

Controller and array configuration information can be saved in a text format by specifying
destination. The feature is intended for maintenance. Collect configuration information in the
procedure below if you are directed by a maintenance engineer.

1. Click the subsystem (ST EX4650EL) icon in the Tree View.
2. Click the Configuration tab in the Management Window.
3. Scroll the displayed list and click [Save Configuration] at the lower right corner.

The File Download dialog box appears. Save the file to a proper place.

IMPORTANT: In the Microsoft Windows 2000
environment, when you attempt to save the configuration
information, message "An error occurred in the page"
may appear. Even if it is the case, the configuration file
has successfully been saved. This error message can be
removed by clicking any place on Management Window.
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Appendix A First Logon

Perform the following procedure to make settings for security:

1. The security alert dialog box appears.
Click [Examine Certificate...] to display the certificate.

o x|
Unahle ta verify the identity of Promise Technology Inc. as a trusted site.
== Possible reasons for this error

- Wour browser does not recognize the Cedificate Authority that issued the site's
cerificate

- The site's certificate is incomplete due fo a server misconfiguration

- ou are connected to a site pretending to be Promise Technology Inc., possibly 1o
obtain your confidential infarmation

Please notify the site's webmaster about this problem.

Befare accepting this cerificate, you should examine this site's certificate carefully. Are
you willing 1o to accept this cerificate for the purpose of identifying the Web site Promise
Technology Inc.?

Examine Cerificate...

" Accept this certificate permanently
& Accept this certificate tempaorarily for this session
(" Do not accept this cerificate and do not connect to this Web site

X Cancel

a3

2. The [Certificate Viewer] dialog box appears.
After confirming the description, click [Close].

*romize Technalogy i x|

Could not verify this certificate for unknown reasons.

Issued To

Common Mame (CM) Promise Technology Inc
Organization (O} Pramise Technology Inc
Organizational Unit (OU) A5G

Serlal Mumber 43.E4:00:67

Issued By

Cammon Name (CH) Pramise Technology Ihc
Crganization () Promise Technology Inc
Organizational Unit (OU) A5G

Validity

Issued On M7 Sa2NGT

Expires On et
Fingerprints

SHAT Fingerprint
MDS Fingerprint

&P close

3. To accept the certificate, click [Accept this certificate permanently] and click [OK].

To accept the certificate temporarily, click [Accept this certificate temporarily for this
session] and click [OK]. If you accept the certificate temporarily, the security alert
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window will be displayed at next logon.

oix|

Unable to verify the identity of Promise Technology Inc. as & trusted site

Fossihle reasons for this error.

- Your browser does not recognize the Cerificate Authority that issued the site's
cerlificate.

- The site's cetificate is incomplete due to a server misconfiguration.

- ou are connected to a site pretending to be Promise Technology Inc., possibly 1o
ohtain your confidential infarmation.

Please notify the site's webmaster about this problem.

Before accepling this certificate, you should examine this site's cerificate carefully. Are
you willing to to accept this cedificate far the purpose of identifying the Web site Promise
Technology Inc.?

Examine Cetificate...

(" Accept this certificate permanently
{& Accept this certificate temporarily for thig sesgion
(" Do not accept this cerificate and do not connect to this Weh site

X Cancel

The setting for security is completed.
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Appendix B Report Monitoring

To use Alert notification feature after installing NEC ESMPRO Manager, the following settings
are required. (This feature can be used only in the Windows environment.)

1. Untar the WebPAM PRO installation module.

Ex.) As the WebPAM PRO installation module is “WPPInst-1.00.tar.gz:
# tar -zxvf WPPInst-1.00.tar.gz

2. Start "nec\Linux\WebPAMPR\WPMALERT\WPPMANEN.EXE" in the Windows
environment.

Setting the alert registry .‘-\'

b ] Execute the alert reqgiatry,

Are you sure ?

3. Click [Yes].

NOTE: If you click [No], the operation terminates
without setting.

4. Click [OK].

Setting the alert registry @

Setting the alert reqgistry is completed,

Rehoot the syskem ko validate setting,

5. Reboot the system.
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Alert report messages and actions

After the installation of WebPAM PRO, the following messages registered with the name
"Promise Event Logger" are set as reported sources. To change the setting, redefine it by using
the report setting feature of the NEC ESMPRO Agent.

:E[;/ent Message Action
. No action required if the ID 517 message has not been
Battery temperature is above . L .
512 registered within 8 hours. If there is no ID 517 message,
the threshold . .
the battery is required to be replaced.
517 | Battery is charging This is for checking the ID 512 message.
Failure detected in battery. Check the battery and its life
526 | Battery is not accessible duration and replace it if any failure exists or it has little
time left to live.
The write policy of writeback | Check the battery if any failure exists.
529 | logical drive switched from
writeback to writethru
The write policy of writeback | Check the battery if any failure exists.
530 | logical drive switched from
writethru to writeback
) o An array became offline. Please replace the failed HDD
4101 | Logical drive initialization marks the \ g conact the customer or sales engineer for
logical drive offline . g
reconstruction..
Logical Drive Initialization is | Check HDD and cables and replace it if any failure exists.
4102 | aborted due to an internal
error
4108 Quick Logical drive initialization | An array became offline. Please replace the failed HDD
marks the logical drive offline and contact your customer engineer for reconstruction..
Quick Logical Drive | Check HDD and cables and replace it if any failure exists.
4109 | Initialization is aborted due to
an internal error
) _ , An array became offline. Please replace the failed HDD
4611 | Logical drive has been placed offline. | g ¢onact the customer or sales engineer for
Possible Data Loss . u g
reconstruction.
Physical drive became critical. Please replace the failed
4612 | Logical drive has been set to critical | HDD and execute rebuilding. If array has hot-spare drive,
rebuilding will be executed automatically.
5638 Media Patrol is aborted due to | Check HDD and cables and replace it if any failure exists.
an internal error
6658 | Physical Disk is marked as DEAD Replace the failed HDD.
6659 | Physical Disk has been reset Check HDD and cables and replace it if any failure exists.
e Physical Disk has been | Physical driver has been removed. Check HDD and cables
removed and replace it if any failure exists.
Bad sector is found on | Replace the HDD with bad sectors.
6671 . .
physical disk
675 | Previously configured disk is no Replace the failed HDD.
longer found
677 | A Pphysical disk has encountered PFA Replace the failed HDD.
condition
632 | Physical Disk is marked as DEAD Replace the failed HDD.
due to removal
633 | Physical Disk is marked as DEAD | Replace the failed HDD.

due to the failure of Reassign
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Event

D Message Action
664 | Physical Disk is marked as DEAD | Replace the failed HDD.
due to PFA condition of the disk
66g5 | Physical Disk is marked as DEAD | Replace the failed HDD.
due to forced offline state
RAID migration has | Physical disk error detected. If it cannot be fixed, replace
6149 | encountered a physical disk | the HDD.
error
RAID migration has | Migration aborted. Please contact the sales representative
6150 | encountered a physical disk | for reconstruction of the array.
error
6154 Array was made Incomplete | An error occurs during Migration. Please contact the sales
due to missing NV Watermark | representative for reconstruction of the array.
7681 | Rebuild is completed Rebuild is completed. Check the status of the logical drive.
7682 | Rebuild is paused Rebuild is stopped. Restart rebuilding as soon as possible.
7683 | Rebuild is resumed No specific action required.
7684 | Rebuild is stopped Rebuild is stopped. Restart rebuilding as soon as possible.
S Rebuild is aborted due to an | Rebuilding aborted. Please contact the sales representative.
internal error
7689 | Rebuild is queued No specific action required.
7696 | Auto rebuild can not start The capacity of unconﬁgureq physical drlve.1s not capable
of rebuild. Replace a drive with proper capacity.
7697 | Rebuild stopped internally Rebuilding aborted. Please contact the sales representative.
1542 Redundancy check is aborted | Check HDD and cables and replace it if any failure exists.
due to an internal error
Redundancy check | If any error occurs in HDD, replace that HDD. If no error
1543 | encountered inconsistent | occurs in HDDs, back up the system data and replace all
block(s) the HDDs.
1546 Redundancy check task is | Check HDD and cables and replace it if any failure exists.
stopped internally
8192 SMART error is received Replace the failed HDD.

The above table shows the event IDs in decimal. The events listed in the table are reported to
NEC ESMPRO Manager. The symbols such as %1 in messages are padding characters.
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