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CHAPTER 0

Preliminaries

1. {1,2,3,4}; {1,3,5,7}; {1,5,7,11}; {1,3,7,9,11,13,17,19};
{1,2,3,4,6,7,8,9,11,12,13,14,16,17, 18,19, 21, 22, 23, 24}

2.2-32.7,28.33.5.7-11
3.12,2,2,10, 1,0, 4, 5.
4. s=-3,t=2;s=8,t=-5

5. By using 0 as an exponent if necessary, we may write
a=p"---p* and b = pi* - - pp*, where the p’s are distinct primes
and the m’s and n’s are nonnegative. Then lem(a,b) = pi* - - p*,
where s; = max(m;,n;) and ged(a,b) = ptl1 . -p',;’“, where

t; = min(m;, n;) Then lem(a, b) - ged(a, b) = py"* ™™ - -p’;“‘”k = ab.

6. The first part follows from the Fundamental Theorem of
Arithmetic; for the second part, take a =4, b =6, ¢ = 12.

7. Write a = ngy + 71 and b = ngo + 9, where 0 < 71,79 < n. We may
assume that 71 > ro. Then a — b =n(q — q2) + (r1 — r2), where
r1 —ro > 0. If a mod n = b mod n, then ry = r9 and n divides a — b.
If n divides a — b, then by the uniqueness of the remainder, we then
have r;{ — ro = 0. Thus, r; = r9 and therefore ¢ mod n = b mod n.

8. Write as + bt = d. Then a's + b't = (a/d)s + (b/d)t = 1.

9. By Exercise 7, to prove that (a + b) modn = (a’ + b') mod n and
(ab) modn = (a’b’) mod n it suffices to show that n divides
(a+0b) — (a’ + V') and ab — a'b’. Since n divides both a — a’ and n
divides b — ¥, it divides their difference. Because a = ¢’ modn and
b = b’ mod n there are integers s and ¢ such that a = a’ + ns and
b=V +nt. Thus ab = (a' +ns)(b' + nt) = a'b/ + nsb' + a'nt + nsnt.
Thus, ab — a’t’ is divisible by n.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Write d = au + bv. Since t divides both a and b, it divides d. Write
s =mq+r where 0 <r < m. Then r = s — mgq is a common
multiple of both @ and b so r = 0.

Suppose that there is an integer n such that abmodn = 1. Then
there is an integer ¢ such that ab —ng = 1. Since d divides both a
and n, d also divides 1. So, d = 1. On the other hand, if d = 1,
then by the corollary of Theorem 0.2, there are integers s and ¢
such that as + nt = 1. Thus, modulo n, as = 1.

7(5n+3) —5(Tn +4) = 1

By the GCD Theorem there are integers s and t such that
ms + nt = 1. Then m(sr) + n(tr) = r.

It suffices to show that (p? + ¢? + r?) mod 3 = 0. Notice that for
any integer a not divisible by 3, @ mod 3 is 1 or 2 and therefore a
mod 3 = 1. So, (p? + ¢*> + r?) mod 3 = p? mod 3 + ¢* mod 3 + r?
mod 3 = 3 mod 3= 0.

2

Let p be a prime greater than 3. By the Division Algorithm, we can
write p in the form 6n + r, where r satisfies 0 < r < 6. Now observe
that 6n,6n + 2,6n + 3, and 6n + 4 are not prime.

By properties of modular arithmetic we have
(71990) mod 6 = (7 mod 6)1090 = 11900 — 1 Similarly,
(61991) mod 7 = (6 mod 7)1 = —11901 yod 7 = —1 = 6 mod 7.

Since st divides a — b, both s and ¢ divide a — b. The converse is
true when ged(s,t) = 1.

Observe that 892 mod 5 = 3?2 mod 5 and 3* mod 5 = 1. Thus,
8492 mod 5 = (3*)19032 mod 5 = 4.

If ged(a, be) = 1, then there is no prime that divides both a and be.
By Euclid’s Lemma and unique factorization, this means that there
is no prime that divides both a and b or both a and c. Conversely,
if no prime divides both a and b or both a and ¢, then by Euclid’s
Lemma, no prime divides both a and bc.

If one of the primes did divide k& = p1ps - - - pn, + 1, it would also
divide 1.
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21.

22.
23.

24.

25.

26.

27.

28.

29.

30.

31.

32.
33.

Suppose that there are only a finite number of primes p1,po, ..., pn-
Then, by Exercise 20, p1p2...p, + 1 is not divisible by any prime.
This means that pips...p, + 1, which is larger than any of

P1,D2, - - . Pn, 18 itself prime. This contradicts the assumption that
D1, P2, - - -, Pn 18 the list of all primes.

_7 3 .
58 T 38¢

—542¢ _ —5+42i4+4+5i _ —30 4 717Z~
4—-5; —  4-51 445t — 41 41
V2 V2.

5 T3¢

Observe that cosf +isinf = COS(%)” +1 sin(%)” = (COS% + isin %)”
Observe that

n(n+1 n n+1)(n+2
1424 4n+(nt1) = M0 L (04 1) = (n41)(241) = Lt

Let S be a set with n + 1 elements and pick some a in S. By
induction, S has 2" subsets that do not contain a. But there is
one-to-one correspondence between the subsets of .S that do not
contain a and those that do. So, there are 2 - 2" = 2"+! subsets in
all.

Use induction and note that
2nHlg2nt2 1 = 18(2m3%") — 1 = 18(2"3%" — 1) + 17.

Consider n = 200! + 2. Then 2 divides n, 3 divides n + 1, 4 divides
n—+2,..., and 202 divides n + 200.

Use induction on n.

Say pip2 - pr = qiq2 - - - qs, where the p’s and the ¢’s are primes.
By the Generalized Euclid’s Lemma, p; divides some ¢;, say q1 (we
may relabel the ¢’s if necessary). Then p; = ¢; and

P2 Pr = q2---qs. Repeating this argument at each step we obtain

pP2=qz,  ,pr =¢r and r = s.
47. Mimic Example 12.

Suppose that S is a set that contains a and whenever n > a belongs
to S, then n +1 € §. We must prove that S contains all integers
greater than or equal to a. Let T" be the set of all integers greater
than a that are not in S and suppose that 7" is not empty. Let b be
the smallest integer in 7' (if 7" has no negative integers, b exists
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34.

35.

36.

37.
38.

39.
40.
41.

42.

43.

because of the Well Ordering Principle; if T' has negative integers,
it can have only a finite number of them so that there is a smallest
one). Then b—1 € S, and therefore b= (b—1) + 1 € S. This
contradicts our assumption that b is not in S.

By the Second Principle of Mathematical Induction,
fn = fnfl + fnf2 < 2n—1 + 2n—2 = 2n—2(2 + 1) < 2",

For n = 1, observe that 13 + 23 4+ 33 = 36. Assume that

n3 + (n+1)3 + (n + 2)3 = 9m for some integer m. We must prove
that (n +1)% + (n +2)% + (n + 3)? is a multiple of 9. Using the
induction hypothesis we have that
n+12+n+22+n+32=9m—n+ (n+3)3 =
Im—nd+nd4+3-n*-3+3-n-9+3%=9m+9n?+27n+27.

You must verify the cases n =1 and n = 2. This situation arises in
cases where the arguments that the statement is true for n implies
that it is true for n + 2 is different when n is even and when n is
odd.

The statement is true for any divisor of 8% — 4 = 4092.

One need only verify the equation for n = 0,1, 2, 3,4, 5.
Alternatively, observe that n3 —n = n(n — 1)(n + 1).

Since 3736 mod 24 = 16, it would be 6 p.m.
5

Observe that the number with the decimal representation

agas . ..aiag is agl0? + agl0® + - - 4 a110 + ag. From Exercise 9
and the fact that ;10 mod 9 = a; mod 9 we deduce that the check
digit is (ag + ag + -+ - + a1 + ap) mod 9. So, substituting 0 for 9 or
vice versa for any a; does not change the value of

(ag + ag + -+ + a1 + ap) mod 9.

No

For the case in which the check digit is not involved, the argument
given Exercise 41 applies to transposition errors. Denote the money
order number by agas . ..ajagc where ¢ is the check digit. For a
transposition involving the check digit ¢ = (ag+ag+---+ag) mod 9
to go undetected, we must have ag = (ag + ag + -+ -+ a1 + ¢) mod 9.
Substituting for ¢ yields 2(ag + ag + - - - + ap) mod 9 = ag. Then
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44.

45.

46.
47.
48.
49.

50.

o1.

52.

93.

o4.

cancelling the ag, multiplying by sides by 5, and reducing module 9,
we have 10(ag +ag + ---+a1) = ag +ag + - -- + a; = 0. It follows
that c =ag + ag-- -+ a1 + ag = ag. In this case the transposition
does not yield an error.

4

Say the number is agay . ..a1ag = agl0® + a7107 + - - - 4+ a110 + aq.
Then the error is undetected if and only if

(a;10° — a}10%) mod 7 = 0. Multiplying both sides by 5 and noting
that 50 mod 7 = 1, we obtain (a; — a;) mod 7 = 0.

All except those involving a and b with |a — b| = 7.
4
Observe that for any integer k between 0 and 8, k& +9 = .kkk....

If n is not prime, we can write n = ab, where 1 < a < n and
1 < b < n. Then a and b belong to the set {1,2,...,n} but
0 = abmod n does not.

7

Say that the weight for a is i. Then an error is undetected if
modulo 11, ai +b(i — 1) + ¢(i —2) = bi+c(i — 1) + a(i — 2). This
reduces to the cases where (2a — b — ¢) mod 11 = 0.

Say the valid number is ajas...a19 and a; and a;41 were
transposed. Then, modulo 11, 10a; + 9as + - - - + a19 = 0 and

10a; +--- + (11 — i)ai+1 + (11 — (Z + 1))&1 +---4+ajp=>. Thus,
5=5—-0=

(10a1+- . '+(117i)ai+1+(117(i+1))ai+a10)7(10a1+9a2+- . '%Qlo).
It follows that (a;+1 — a;) mod 11 = 5. Now look for adjacent digits
x and y in the invalid number so that (x — y) mod 11 = 5. Since
the only pair is 39, the correct number is 0-669-09325-4.

Since 10a1 + 9as + - - - + a19 = Omod 11 if and only if
0= (—10a; — 9as — --- — 10a1p) mod 11 =
(a1 + 2a2 + - - - + 10a10) mod 11, the check digit would be the same.

7344586061
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95.

96.

o7.

58.

99.
60.

61.

62.

First note that the sum of the digits modulo 11 is 2. So, some digit
is 2 too large. Say the error is in position i. Then

10 =(4,3,0,2,5,1,1,5,6,8) - (1,2,3,4,5,6,7,8,9,10) mod 11 = 2i.
Thus, the digit in position 5 to 2 too large. So, the correct number
is 4302311568.

An error in an even numbered position changes the value of the
sum by an even amount. However,
(9-1+8-447-946-1+5-0+4-543-24+2-6+4+7) mod 10 = 5.

2. Since S is one-to-one, B((a1)) = B(a(az)) implies that
a(a1) = a(az) and since « is one-to-one, a1 = as.

3. Let c € C. There is a b in B such that f(b) = cand an a in A
such that a(a) = b. Thus, (Ba)(a) = B(a(a)) = B(b) = c.

4. Since « is one-to-one and onto we may define a~!(x) = y if and
only if a(y) = x. Then a~!(a(a)) = a and a(a~1(b)) = b.

a—a=0;if a — b is an integer k then b — a is the integer —k; if

a — b is the integer n and b — ¢ is the integer m, then
a—c=(a—"b)+ (b— c) is the integer n + m. The set of equivalence
classes is {[k]| 0 < k < 1, k is real}. The equivalence classes can be
represented by the real numbers in the interval [0, 1). For any real
number a, [a] = {a + k| where k ranges over all integers}.

No. (1,0) € R and (0,—1) € R but (1,—1) € R.

Obviously, a + a = 2a is even and a + b is even implies b+ «a is even.
If a +b and b+ c are even, then a +c = (a+b) + (b+ c) — 2b is also
even. The equivalence classes are the set of even integers and the
set of odd integers.

a belongs to the same subset as a. If ¢ and b belong to the subset
A and b and ¢ belong to the subset B, then A = B, since the
distinct subsets of P are disjoint. So, a and ¢ belong to A.

Suppose that n is odd prime greater than 3 and n 4+ 2 and n + 4 are
also prime. Then n mod 3 =1 or n mod 3 = 2. If n mod 3 =1 then
n + 2 mod 3 = 0 and so is not prime. If n mod 3 = 2 then

n + 4 mod 3 = 0 and so is not prime.
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63. The last digit of 3'%° is the value of 3'°C mod 10. Observe that 3'%°
mod 10 is the same as ((3* mod 10)?® mod 25 and 3* mod 10 = 1.
Similarly, the last digit of 2'%° is the value of 2% mod 10. Observe
that 25 mod 10 = 2 so that 2'°° mod 10 is the same as
(2° mod 10)?° mod 10 = 2%° mod 10 = (2°)* mod 10 =
2* mod 10 = 6.

64. Write the numbers in the form
11,11 + 100,11 + 1100,11 + 11100, ... and consider them modulo 4.

65. Apply v~! to both sides of ay = f37.



CHAPTER 1

Introduction to Groups

1. Three rotations: 0°, 120°, 240°, and three reflections across lines
from vertices to midpoints of opposite sides.

2. Let R = Ri29, R?> = Roao, F a reflection across a vertical axis,
F' = RF and F" = R?F

Ry R R> F F F"
Ry|Ry R R*> F F F"
R|R R> Ry FI' F' F
R’|R> Ry R F'" F F'
F|F F'" F' Ry R> R
F'\F' F F' R Ry R?
F'|F" F' F R’ R R

3. a. Vb R270 C. RQ d. ngo,H,Vv,D,D/ €. none

4. Five rotations: 0°, 72°, 144°, 216°, 288°, and five reflections across
lines from vertices to midpoints of opposite sides.

5. D,, has n rotations of the form k(360°/n), where k =0,...,n — 1.
In addition, D,, has n reflections. When n is odd, the axes of
reflection are the lines from the vertices to the midpoints of the
opposite sides. When n is even, half of the axes of reflection are
obtained by joining opposite vertices; the other half, by joining
midpoints of opposite sides.

6. A nonidentity rotation leaves only one point fixed — the center of
rotation. A reflection leaves the axis of reflection fixed. A reflection
followed by a different reflection would leave only one point fixed
(the intersection of the two axes of reflection) so it must be a
rotation.

7. A rotation followed by a rotation either fixes every point (and so is
the identity) or fixes only the center of rotation. However, a
reflection fixes a line.
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10.
11.
12.
13.

14.

15.

16.

17.
18.
19.
20.
21.
22.
23.

24.

. In either case, the set of points fixed is some axis of reflection.

. Observe that 1-1=1; 1(-1) = —1; (-1)1 = —-1; (-1)(-1) = 1.

These relationships also hold when 1 is replaced by a “rotation”
and —1 is replaced by a “reflection.”

reflection.

In Dy, HD = DV but H # V.
D,, is not commutative.

Ry, Rigo, H,V

Rotations of 0° and 180°; Rotations of 0° and 180° and reflections
about the diagonals.

Ry, Rigo, H, V

Let the distance from a point on one H to the corresponding point
on an adjacent H be one unit. Then translations of any number of
units to the right or left are symmetries; reflection across the
horizontal axis through the middle of the H’s is a symmetry;
reflection across any vertical axis midway between two H’s or
bisecting any H is a symmetry. All other symmetries are
compositions of finitely many of those already described. The
group is non-Abelian.

In each case the group is Dg.

Dog

cyclic

Das

Their only symmetry is the identity.

It is symmetric under a horizontal reflection.
180 degree rotational symmetry

Zs, Ds, Dy, Zo
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CHAPTER 2

Groups
1. ¢, d
2. a,c,d
3. none
4. a, c
5. 17 13; n — 1 3E2i = 37121' 3132 = 1% + %Z
. 1 2 -3 2 10
6. a. —31—7¢ b. 5 C'12l—8 6 d. [5 6]

10.

11.

12.
13.

The set does not contain the identity; closure fails.

(3—2)—1=0while3—(2—1)=2.

. Under multiplication modulo 4, 2 does not have an inverse. Under

multiplication modulo 5, {1,2,3,4} is closed, 1 is the identity, 1
and 4 are their own inverses, and 2 and 3 are inverses of each other.
Modulo multiplication is associative.

LRI b

First observe that taking the entries modulo 11

5 —6 5 5 : 2 6
3 9 ] = {8 2}. Also, modulo 11, the determinant of {3 5]
5
2

is —8 = 3. Finally, instead of dividing each entry of [g } by 3 we

must multiply each entry by 37! mod 11 = 4 and reduce modulo 11

to obtain {10 3|

Use Dy.
(a) 2a+3b; (b) —2a+2(=b+c¢); (¢) =3(a+2b) +2c=0
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14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

(ab)® = ababab and
(ab=2¢)72 = ((ab~2¢)™1)? = (¢ '%a™ )2 = ¢ '2a~ e b?a L.

Since the inverse of an element in G is in G, H C G. Let g belong
to G. Then g = (¢g71)~! and g~! belong to G. So, G C H.

The identity is 25.

First note that if 1 is in H then by closure all five elements are in
H. Then, since ged(p?, ¢P) = 1 and ged(p + g, pq) = 1, The corollary
of Theorem 0.2 shows that 1 belongs to H in all cases except case e.

H ={Ro, Riso}; K ={Ro, Ris0,H,V,D,D'}.
The set is closed because det (AB) = (det A)(det B). Matrix

e . 1 0. . .
multiplication is associative. [ 01 ] is the identity.

-1
Since [ a b ] = [ d b ] its determinant is ad — be = 1.
c d —c a

2=(mn-1)>2=1.

Using closure and trial and error, we discover that 9 - 74 = 29 and
29 is not on the list.

Consider zyr = zyz.

For n > 0, we use induction. The case that n = 0 is trivial. Then

note that (ab)"*! = (ab)"ab = a™b"ab = a" 16"+, For n < 0, note
that e = (ab)? = (ab)"(ab)™™ = (ab)"a~"b~" so that a"b" = (ab)".
In a non-Abelian group (ab)™ need not equal a™b".

The “inverse” of putting on your socks and then putting on your
shoes is taking off your shoes then taking off your socks. Use Dy for
the examples. (An appropriate name for the property

(abc)~t = c~'b~1a~! is “Socks-Shoes-Boots Property.”)

Suppose that G is Abelian. Then by Exercise 24,

(ab)~'=b"la ! =a b7 If (ab)™! = a~'b~! then by Exercise 24
e = aba~'b~!. Multiplying both sides on the right by ba yields

ba = ab.

By definition, a=!(a=!)~! = e. Now multiply on the left by a.
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27.

28.
29.
30.
31.

32.

33.

34.
35.

36.

37.

The case where n = 0 is trivial. For n > 0, note that

(a=tba)™ = (a=tba)(a=tba) - - - (a=tba) (n terms). So, cancelling the
consecutive a and a~! terms gives a~'b"a. For n < 0, note that

e = (a"1tba)"(a"1ba)™" = (a=1ba)"(a~1b~"a) and solve for
(a=1ba)™.

(araz---az)(a, apty - -agtat) = e

By closure we have {1,3,5,9,13, 15,19, 23,25,27,39,45}.

Z105; Zaa and Dag.

Suppose x appears in a row labeled with a twice. Say x = ab and
x = ac. Then cancellation gives b = c. But we use distinct elements
to label the columns.

1 5 7 11
11 5 7 11
505 1 11 7
7|7 111 5

1111 7 5 1

Proceed as follows. By definition of the identity, we may complete
the first row and column. Then complete row 3 and column 5 by
using Exercise 31. In row 2 only ¢ and d remain to be used. We
cannot use d in position 3 in row 2 because there would then be
two d’s in column 3. This observation allows us to complete row 2.
Then rows 3 and 4 may be completed by inserting the unused two
elements. Finally, we complete the bottom row by inserting the
unused column elements.

Use cancellation.

axb = c implies that = a~*(azb)b™! =atebt; a™?
that = a(a"'za)a™! = aca™".

xa = c implies

Observe that zabz ™! = ba is equivalent to zab = bazx and this is
true for x = b.

Since e is one solution it suffices to show that nonidentity solutions
come in distinct pairs. To this end note that if 23 = e and x # e,
then (z71)3 = e and z # x7!. So if we can find one nonidentity
solution we can find a second one. Now suppose that a and a~! are
nonidentity elements that satisfy > = e and b is a nonidentity
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38.
39.

40.
41.
42.

43.

44.

45.
46.

47.

48.

49.

element such that b # a and b # a~' and b> = e. Then, as before,
(b~1)3 =e and b # b~!. Moreover, b=! # a and b~! # a~!. Thus,
finding a third nonidentity solution gives a fourth one. Continuing
in this fashion we see that we always have an even number of

nonidentity solutions to the equation z3 = e.

To prove the second statement note that if 22 # e, then 7! # x
and (z71)2 # e. So, arguing as in the preceding case we see that
solutions to 22 # e come in distinct pairs.

In Dy, HR9oV = DRggH but HV # DH.

Observe that aa~'b = ba~'a. Cancelling the middle term a~! on

both sides we obtain ab = ba.
X =VRyoD'H.
If F1F> = Ry then F1F» = F1F; and by cancellation F} = Fo.

Observe that FlFQ = F2F1 implies that (FlFQ)(FlFQ) = Ro. Since
Fy and F are distinct and Fy F5 is a rotation it must be Rygg.

Since FRF is a reflection we have (FRF)(FRF) = Ry. Multiplying
on the left by F gives RFFRF = F.

Since F'RF is a reflection we have (FR¥)(FRF) = Ry. Multiplying
on the right by R~% gives FRFF = R=*. If D,, were Abelian, then

F R3600 jn ' = R3e00 /- But (R360°/n)71 = R3600(n—1)/n £ R3600 /n
when n > 3.

a. R® b. R c¢. R°F

Closure: (3™6™)(3%6!) = 3mT$6"**; multiplication of real numbers
is associative; identity: 3°6°; (3m6")~! = 3-™m6".

Since a? = b% = (ab)? = e, we have aabb = abab. Now cancel on left
and right.

Closure and associativity follow from the definition of
multiplication; a = b = ¢ = 0 gives the identity; we may find
inverses by solving the equations a +a’ = 0, b’ + ac’ +b =0,
d+c=0ford,bv,c.

If n is not prime, we can write n = ab, where 1 < a < n and
1 < b < n. Then a and b belong to the set {1,2,...,n} but
0 = abmod n does not.
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50.

o1.

92.

93.

54.

If a satisfies 2° = e and a # e, then so does a?, a3, a*. Now, using

cancellation we have that a2, a3, a* are not the identity and are
distinct from each other and distinct from a. If these are all of the
nonidentity solutions of 2° = e we are done. If b is another solution
that is not a power of a, then by the same argument b, b2, b® and b*
are four distinct nonidentity solutions. We must further show that
b2, b% and b* are distinct from a, a?, a?, a*. If b2 = o' for some i,
then cubing both sides we have b = b% = @', which is a
contradiction. A similar argument applies to b> and b*. Continuing
in this fashion we have that the number of nonidentity solutions to
x° = e is a multiple of 4. In the general case, the number of
solutions is a multiple of 4 or is infinite.

The matrix [ Z is in GL(2, Zs) if and only if ad # bc. This

b
d
happens when a and d are 1 and at least 1 of b and ¢ is 0 and when
b and c are 1 and at least 1 of @ and d is 0. So, the elements are

BRI
(34 22 o ot o

a a b b | [ 2ab  2ab

a a b b| | 2ab 2ab
and 2ab # 0 we have closure; matrix multiplication is associative;
from the product above we observe that the identity is

Since

[ ig %g ] and that the inverse of Z Z is
1/(4a) 1/(4a)
1/(4a) 1/(4a) |’

The group GL(2,R) has a different identity than the group G.

Let a be any element in G and write x = ea. Then
a 'z =a"1(ea) = (a7'e)a = a~'a = e. Then solving for = we

obtain x = ae = a.
Suppose that ab = e and let ¥’ be the element in G with the

property that bb’ = e. Then observe that
ba = (ba)e = ba(bb') = b(ab)b’ = beb! = (be)b) = bV = e.
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CHAPTER 3
Finite Groups; Subgroups

L [Z1o| = 12;|U(10)| = 4; [U(12)| = 4; |U(20)| = 8;[D4| = 8.
In Z1o, 0] = 1; 1] = |5] = |7] = 11| = 12;]2| = |10] = 6;|3]| = 19| =
4; 4] = 8] = 3;16] = 2.
In U(10), |1] =1; 13| =|7| = 4; |9] = 2.
In U(20), [1| =1; 3| = |7| = |13| = [17| = 4; |9]| = [11]| = |19| = 2.
In Dy, |Ro| = 1; |Roo| = |Ra2ro| = 4;
[Riso| = |H| = |V| = |D| = |D'| = 2.
In each case, notice that the order of the element divides the order
of the group.

2. In Q, (1/2) = {n(1/2)| n € Z} = {0, +1/2, +1,+£3/2,...}. In Q*,
1/2) ={(1/2)" ne Z} = {1,1/2,1/4,1/8,...;2,4,8,...}.

3. In @, |0] = 1. All other elements have infinite order since
r+x+---+2=0only when z = 0.

4. Suppose |a| =n and |a~!| = k. Then (a )" = (a®) "' =e7! =e.
So k < n. Now reverse the roles of a and a~! to obtain n < k. The
infinite case follows from the finite case.

5. In Z3p, 2428 =0 and 8 + 22 = 0. So, 2 and 28 are inverses of each
other and 8 and 22 are inverses of each other. In U(15),2-8 =1
and 7-13 =1. So, 2 and 8 are inverses of each other and 7 and 13
are inverses of each other.

6. a. 6] =2,]2| =6,]8] =3; b.[3] =48 =5,[11] =12
c. |5| =12, 4| = 3,]9] = 4. In each case |a + b| divides lem(|al, |b]).

7. (a*c?) " = b 420t = bPcta?.

8. If a subgroup of D3 contains Ro40 and F' it also contains
Ry, R§4O = Ri20, RogoF, and Ri99F, which is all six elements of Dg.
If F and F’ are distinct reflections in a subgroup of D3, then
FF' = Ry is also in the subgroup. Thus the subgroup must be Ds.
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9.

10.
11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

If a subgroup of D4 contains Ro7g and a reflection F', then it also
contains the six other elements

Ry, (R270)? = Riso, (R270)® = Roo, RoroF, RisoF and RgoF. If a
subgroup of D4 contains H and D, then it also contains HD = Rgg
and DH = Ro7g. But this implies that the subgroup contains every
element of Dy. If it contains H and V then it contains HV = Rigg
and R[).

{Ro, Roo, Ris0, R270}, {Ro, Rigo, H,V'}, and {Ry, Ris0, D, D'}.

If n is a positive integer, the real solutions of 2™ = 1 are 1 when n
is odd and +1 when n is even. So, the only elements of finite order
in R* are £1.

If aba = e, then b = a~2 so that b commutes with a.

H is a subgroup. To prove this we need only show that if a € H
then a=! € H. But if a=' ¢ H then the given property says that
a=(aH)1¢gH.

|f ()] =10 [g(x)| = 5[ f () + g()| = 10; |h(z)| =
10/ged(ay, az, . .., ap).

Since |a| = 7 we have a = a'*a = a'® = (a®)3.

No, let the group be Z3 and H = {1}. To see that H has the desired
property, observe that the only choice for a and bisa=1and b=1
and (—1) + (=1) = =2 =1 belongs to H but H is not a subgroup.

If a and b are distinct elements of order 2 then ab has order 2 and is
distinct from a and b. If ¢ is a fourth element of order 2 then ac, bc
and abc make at least 7 elements of order 2. D4 has exactly five
elements of order 2.

The possibilities are 1, 2, 3 and 6. 5 is not possible for if a® = e,

then e = a% = aa® = a. 4 is not possible for if a* = e, then

e =ab = a’a* = a?.
Suppose that m < n and @™ = a™. Then e = a"a™™ = o™~ ™. This
contradicts the assumption that a has infinite order.

If 2* = e, then e = (2*)? = 2% = 20 - 22 = 22, If 2° = ¢, then

e= (252 =219 =26.2% =2 |2| =3 or 6.
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21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

If a has infinite order, then e,a,a?,... are all distinct and belong
to G, so G is infinite. If |a| = n, then a’ = a/ where 0 <i < j <n
implies a/~* = e, which is a contradiction. Thus, e, a,a?,...,a" !
are all distinct and belong to G, so G has at least n elements.

(3) ={3,32,33,34,3% 35} = {3,9,13,11,5,1} = U(14). (5) =
{5,52,53 5% 55 56} = {5,11,13,9,3,1} = U(14). (11) = {11,9,1} #
U(14).

Since |U(20)| = 8, for U(20) = (k) for some k it must the case that
k=8 But1'=1,3*=1,7"=1,92=1,112 =1, 13* = 1,
174 =1, and 192 = 1. So, the maximum order of any element is 4.

Let A be the subset of even members of Z,, and B the subset of
odd members of Z,. If z € B, then x + A = {z + ala € A} C B, so
|A| < |B|. Also, x + B={xz +blbe€ B} C A, so |B| < |A].

Suppose that K is a subgroup of D,, that has at least one reflection
F'. Denote the rotations of K by Ry, Ro, ..., Ry. Then

R\ F,RyF, ..., R, F are distinct reflections in K. If F’ is any
reflection in K, then F'F = R; for some 4. But then F/ = R;F.
Thus K has exactly m reflections.

Suppose that a and b are two elements of order 2 that commute.
Then {e,a,b,ab} is closed and therefore a subgroup.

Observe that by Exercise 26 we have that for any reflection F' in
D,, the set {Ro, Riso, F, R1soF'} is a subgroup of order 4.

(2)

Let H = (k) and observe that because 6 = 30 4+ 30 — 54 belongs to
H we know 6 is a multiple of k. Thus the possibilities for H are
(6), (3) and (2). None of these can be excluded because each
contains 12, 30 and 54.

Suppose that H is a subgroup of D3 of order 4. Since D3 has only
two elements of order 2, H must contain Ryoy or Re4g. By closure,
it follows that H must contain Ry, R120, and Ra4y as well as some
reflection F'. But then H must also contain the reflection Rio0F'.
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31.

32.

33.

34.

35.

36.

37.

38.
39.

U4(20) = {1,9,13,17}; U5(20) = {1,11}; Us(30) = {1,11};

U10(30) = {1,11}. Uk(n) is closed because (ab) mod k = (a mod
k)(b mod k) = 1-1 =1 (here we used the fact that k divides n). H
is not closed since 7 € H but 7-7 =9 is not in H.

HNK #(, since e € HN K. Now suppose that z,y € H N K.
Then, since H and K are subgroups, we know zy~!' € H and
zy~l € K. Thatis, zy ' € HN K.

If x € Z(G), then z € C(a) for all a, so z € N C(a). If
acG
z € [ C(a), then za = az for all a in G, so x € Z(G).
acG
Suppose = € C(a). Then za = ax. So a™!(za) = a !(ax) = x.
Thus, (a~'x)a = x and therefore a 'z = xa~'. This shows
x € C(a™!). The other half follows by symmetry.

The case that k£ = 0 is trivial. Let = € C(a). If k is positive, then
by induction on k, za*t! = zaa® = axa® = aafx = a*T'x. The case
where k is negative now follows from Exercise 34. The statement
“If for some integer k, = commutes a”, then x commutes with a” is

false as can be seen in the group D4 with x = H,a = Rgp and k = 2.

Observe that 2 = (6% 6) x2 =6* (6 *2) = 6 * 5. The remaining
cases are similar.

a. C(1) = C(5) = G;C(2) = C(6) = {1,2,5,6}; C(3) = C(7) =
{1,3,5,7}:C(4) = C(8) = {1,4,5,8}.

b. Z(G) = {1,5}

c. |1 =1;12| = |4] = |5] = 16| = |8| = 2;|3] = |7| = 4. They divide
the order of the group.

If > = b2 and a® = b3, then a?a = b%b. Now cancel a® and b2.

a. First observe that because (S) is a subgroup of G containing S,
it is a member of the intersection. So, H C (S). On the other hand,
since H is a subgroup of G and H contains S, by definition

(S) C H.

b. Let K = {s{'s5*...sm | m > 1, s; € S,n; € Z}. Then because
K satisfies the subgroup test and contains S we have (S) C K. On
the other hand, if L is any subgroup of G that contains S then L
also contains K by closure. Thus, by part a, H = (S) contains K.
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40.

41.

42.
43.
44.
45.

46.

47.

a. (2) b. (1) c. (3) d. (ged(m,n)) e. (3).

Since ea = ae, C(a) # 0. Suppose that = and y are in C'(a). Then
ra = ax and ya = ay. Thus,

(zy)a = z(ya) = z(ay) = (zva)y = (ax)y = a(zy)

and therefore xy € C(a). Starting with za = ax, we multiply both
sides by 7! on the right and left to obtain z 'zaz™! = z lazz™!
and so az~! = 27 'a. This proves that 27! € C(a). By the

Two-Step Subgroup Test, C(a) is a subgroup of G.
Mimic the proof of Theorem 3.5.

No. In Dy, C(Rys0) = Dy.

Yes. Elements in the center commute with all elements.

Let H = {z € G| 2™ = ¢}. Since e! = e, H # (). Now let a,b € H.
Then a” = e and b" = e. So, (ab)™ = a™b" = ee = e and therefore
ab € H. Starting with a” = e and taking the inverse of both sides,
we get (a”)~! = e~!. This simplifies to (a=!)" = e. Thus, a~! € H.
By the Two-Step test, H is a subgroup of G. In Dy,

{z| 22 = e} = {Ro, Ri80, H,V, D, D'}. This set is not closed
because HD = Ry.

The C(a) C C(a?) is easy. To prove the other inclusion, observe
that a® = a so if x € C(a?), then

ra = xa’ = x(a®a?®) = (va?)a® = (a32)a® = a®(za?)

= a*(a’z) = (a®a®)x = a2 = ax.

For the second part of the exercise, try Dg.

Note that for any polynomial f(z) = apa™ + ay_ 12" ' 4 ---ag in G
we have 4f(z) = 4a,2" + 4a, 12" ' + -+ + 4ap = 0. Thus the
orders of elements of G are at most 4. No element has order 3
because 3a; = 0 mod 4 if and only if a; is 0. Since 2a; = 0 mod 4 if
and only if a; = 0 or 2 we have

2f(z) = 2a,2"™ + 2a, 12" + -+ + 2ag in G if and only if a; = 0 or
2 for all 7. Excluding the identity, this condition is necessary and
sufficient for an element to have order 2.
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48. For any integer n > 3, observe that the rotation Rzgq/, in D), has
order n. Now in Dy, let F' be any reflection. Then F' = Rgg/, I is a
reflection in D,,. Also |F'| = |F| =2 and F'F = Rgg/y, has order n.

49. Note that (ab)? = abab = a(ba)b = a(a®b)b = a*b? = ee = e. So, |ab]
is 1 or 2. But |ab| = 1 implies that a = b~ = b, which is false.

50. Note that b* = abaaba = ab’a = a(aba)a = b. Thus, b> = e. On the
other hand, b? # e for if so then b = b2 implies that b = e.

51. First observe that (a?)"/? = a™ = e, so |a%| is at most n/d.
Moreover, there is no positive integer ¢ < n/d such that
(ad)t = a¥ = e, for otherwise |a| # n.

52. |A| = 4, | B| = 3, |AB| = cc.

53. By induction we will prove that any positive integer n we have

S]]

The n =1 case is true by definition. Now assume
11 g |1k
0O 1] |0 1]
IR RN LT
0 1 101 0 1|
1T k|1 1] [1 k+1
01 0O 1] |0 1

11 ‘| has infinite order.

Then

So, when the entries are from R, 0 1

When the entries are from Z,, the order is p.
54. For the first part use induction; 6, oc.

55. For any positive integer n, a rotation of 360°/n has order n. If we
let R be a rotation of v/2 degrees then R™ is a rotation of V2n
degrees. This is never a multiple of 360°, for if v/2n = 360k then
v/2 = 360k /n, which is rational. So, R has infinite order.
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96.

o7.
98.
59.

60.

61.

62.

63.

64.
65.
66.

67.

68.

|2%] = 3; %] = 2; [2*| = 3; 2°| = 6;
W2 =yt =197 = [y = 1% = 9 [v*] = |y°] = 3.

(Ro), (Riso), (Roo), (D), (D"), (H), (V). (Note that (Rgo) = (R270)-)
(1),(2), (4), (7), (11), (14).

For every nonidentity element a of odd order, a~! is distinct from a
and has the same order as a. Thus nonidentity elements of odd
order come in pairs. So, there must be some element a of even
order, say |a| = 2m. Then |a™| = 2.

If |a| = 3, then {e,a, a?} is a subgroup. So, 8 elements of order 3
produce 4 subgroups of order 3. To show that there are no other
subgroups of order 3 note that a subgroup of order 3 can’t have an
element of order greater than 3. So, the only other possibility is to
have H = {e, a,b} where |a| = |b| = 2. But then ab is a fourth
element of H.

Let |g| = m and write m = ng + r where 0 < r < n. Then
g" =g = gm(gn)—q belongs to H. So, r = 0.

a. 2,2,4 b. 4,6,24 c. 2,4,8 d. 2,4, 8.

1€ H,s0 H#(. Let a,b € H. Then (ab~1)? = a?(b?)~!, which is
the product of two rationals. The integer 2 can be replaced by any
positive integer.

2,4, 16. |U(rs)| = |U(r)||U(s)| when ged(r,s) =1
[(3)] =4
{1,9,11,19}

a b a v
Let e d and J o d belong to H. By the One-Step

Subgroup Test it suffices to show that

a—a +b—Vb+c—d+d—d =0. This follows from
a+b+c+d=0=da +b + +d. If0isreplaced by 1, H is not a
subgroup since it does not contain the identity.

Say det A = 2™ and det B = 2". Then det (AB) = 2™ and
det A7 =27™.
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69.

70.

71.

72.

73.

74.

75.

76.

77,

78.

If 2¢ and 2° € K, then 2%(2°)~! =2¢7b ¢ K, since a — b € H.

Let f,g € H. Then (f-¢g~1)(2) = f(1)g7*(2) =1-1=1. The 2 can
be replaced by any number.

]

H is not closed.

O NI
N[ —

0 1 is not in H.

If a4+ bi and ¢+ di € H, then A

(atbi)(c+di)~ = exbiemdi - (bt Ceadl — (e pd)+(be—ad)i.
Moreover,

(ac+ bd)? + (bc — ad)? = a*c* + 2acbd + b*d? + b*c? — 2bcad + a?d>.
Simplifying we obtain,

(a2 +0?)c2 + (a®> +b2)d? = (a2 +b?) (2 +d?)=1-1=1. So, H is a
subgroup. H is the unit circle in the complex plane.

Since G is Abelian the set is closed and therefore a subgroup.
[(a,0)| < |al[b].

Since ee = e is in HZ(G) it is non-empty. Let hiz; and hazs belong
to HZ(G). Then
hlZl(hQZQ)_l = h12122_1h2_1 = h1h2_12:12:2_1 S HZ(G)

Since e is in H U gH, K is not empty. Suppose the x and y belong
to K. We will show that 2y~! is in K. If 2 and y belong to H,
then zy~!isin H. If x is in H and y is in gH, then we can write
xy~ ! in the form hy(gh2)~! where hy is in H and hs is in H. Thus,
since g = g~ ! we have

zy' = hi(ghe) ™t = hihy g™t = g7 byt = g(hahy ') is in gH. A
similar argument argument applies if  is in gH and y is in H.
Lastly, if both 2 and y are in gH then zy~! has the form
ghi(ghs)~' = gg~"hihy' = hihy ', which is in H. The argument is
valid for K = Z(G) U gZ(G).

By the corollary of Theorem 0.2 there are integers s and ¢ so that
1 =ms +nt. Then a' = a™*+" = ¢™5a™ = (a™)*(a")! = (a)™.

The argument given in Example 14 shows that the only rotations
that commute with F' are Ry when n is odd and Ry and R1g9 when
n is even. Now suppose that some reflection F’ in D,, commutes
with F. Consider the rotation R = FF’. Then F/ = FR and by



3/Finite Groups; Subgroups 23

79.

Exercise 44 of Chapter 2 we know that R~! = FRF. Then F’
commutes with F' if and only if FF' = F'F. This is the same as
F(FR) = (FR)F or R = R~'. And this holds if and only if R = Ry
or R = Rygp. So, for n odd, C(F) = {Ry, F'}. For n even,
C(F) = {Ry, Riso, F, FR1g0}. C(Ry) = C(R1s0) = Dy,. If R is
rotation in D,, other than Ry or R;go then C(R) is the subgroup of
all rotations.

1

a b . 1
a. Suppose that e d commutes with 10 . Then

[c d][l 0]_[1 O]lc d]-ThISImphesthat

a+b a| |a+c b+d

= . From this we have b = ¢ and
c+d ¢ a b

a = b+ d. For convenience, we solve the latter equality for d in

terms of ¢ and b and get d =a — b. SO’C<[1 é]) -

{[Z aib]|Wherea2—ab—b27é0;a,bER}.

a o [o 1
b. Suppose that [ e d ] commutes with 1 0o ] Then
a b|[o 1] Jo1][a b
c d 1 0| |10 c d |’
This implies that i ) i i
b al| |c d
d c| |a bl

From this we have b = ¢ and a = d. So,

C([(l) é])z{[z 2]|wherea2—b27ﬁ0;a,b€R}.
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Z commutes with every element of
GL(2,R). By part b we know that ¢ = b and d = a. So, any

b ] . Also,
a

c. Suppose that

element in the center of GL(2,R) has the form [ Z

el -l

This gives

So, b = 0. Thus,

80. Let g € G, g # e. If |g| = pm, then |¢g"| = p.
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CHAPTER 4
Cyclic Groups

10.
11.

12.
13.

. For Zg, generators are 1 and 5; for Zg generators are 1, 3, 5, and 7;

for Zoy generators are 1, 3, 7,9, 11, 13, 17, and 19.

. For (a), generators are a and a°; for (b), generators are b, b3, b°,

and b”; for (c), generators are ¢, ¢, ¢’, ¢, ¢!t '3, c!7, 19,
20 > = {20,10,0}; (10) = {10,20,0}
a2) = {a®,al%, a¥}; (@) = {al?, a2, a0}

(
(a?
(3) = {3,6,9,12,15,0};

(15) = {15,12,9,6,3,0}; (a3) = {a3,a%, a’,a'?,a', a’};
<a15> — {a157 alQ,ag,a6,a3,a0}.

(

(7

3) = {3,9,7,1}
) ={7,9,3,1}

. In any group, (a) = (a™!). See Exercise 11.

U(S) or Dg.
(a) All have order 5. (b) Both have order 3. (c) All have order 15.

. Six subgroups; generators are the divisors of 20.

Six subgroups; generators are a¥, where k is a divisor of 20.
3:1,3:3,3:5,3-T;a% (a)*, (”)°, (a®)".

By definition, a™! € (a). So, (a™1) C (a). By definition,
a=(at)"te(a"). So, (a) C (at).

(3),(3); 0% a™%.
Observe that (21) = {0,21,18,15,12,9,6,3} and
(10) = {0, 10, 20,6, 16,2,12,22,8,18,4,14}. Since the intersection of

two subgroups is a subgroup, according to the proof of Theorem
4.3, we can find a generator of the intersection by taking the
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14.

15.

16.
17.

18.
19.
20.

21.

smallest positive multiple of 1 that is in the intersection. So,

(21) N (10) = (6).

Similarly, (a?!) = {e, a?!, a'®,a'?,a'?,a a5 a3} and

(a'%) = {e,a'?,a%, a5, a'% a? a'?,a?? a8, a'®,a*, a'*}. Then again
by the proof of Theorem 4.3, we can find a generator of the
intersection by taking the smallest positive power of a that is in the
intersection. So, (a?!) N (a'?) = (af).

For the case (a™) N (a"), let k = lem(m,n). Write kK = ms and

k = nt. Then a* = (a™)* € (a™) and a* = (a")! € (a™). So,

(a®) C (a™)N (a"). Now let a” be any element in (a™) N (a™). Then
r is a multiple of both m and n. It follows that r is a multiple of k
(see Exercise 10 of Chapter 0). So, a” € (a*).

49. First note that the group is not infinite since an infinite cyclic
group has infinitely many subgroups. Let |G| = n. Then 7 and n/7
are both divisors of n. If n/7 # 7, then G has at least 4 divisors.
So, n/7 = 7. When 7 is replaced by p , |G| = p?.

lg| divides 12 is equivalent to ¢g'? = e. So, if a'? = ¢ and b'? = e,
then (ab=1)'2 = a'2(p'2)~! = ee~! = e. The same argument works
when 12 is replaced by any integer (see Exercise 45 of Chapter 3).

(0) C (120) C (60) C (30) C (15) C (5) C (1).

is odd or infinite. To see this note that if |a| = oo, then |a?| cannot
be finite and if |a| = n, by Theorem 4.2 we have
n = |a?| = n/ged(n,2) and therefore ged(n,2) = 1.

1.
(1), (7), (11), (17), (19), (29)

By Corollary 2 of Theorem 4.1 a nonidentity element of G must
have order 5, 7 or 35. We may assume that G has no element of
order 35. Since 34 is not a multiple of ¢(5) = 4, not all of the
nonidentity elements can have order 5. Similarly, not all of them
can have order 7. So, GG has elements of orders both 5 and 7. Say,
la] = 5 and |b| = 7. Then, since (ab)> = b® # e and

(ab)” = a” = a® # e, we must have |ab| = 35, a contradiction.

a. |a| divides 12. b. |a| divides m. c¢. By Theorem 4.3,
la] =1,2,3,4,6,8,12, or 24. If |a| = 2, then a® = (a®)* =e* =¢. A
similar argument eliminates all other possibilities except 24.
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22.

23.

24.
25.

26.

27.
28.

29.

30.

31.

Let G = {e,a,b}. Cancellation shows ab must be e. Thus
G = {e,a,a™'}.

Yes, by Theorem 4.3. The subgroups of Z are of the form
(n) ={0,4+n,£2n,+3n,...}, for n =0,1,2,3,.... The subgroups of
(a) are of the form (a") for n =0,1,2,3,....

Certainly, a € C(a). Thus, (a) C C(a).

D,, has n reflections each of which has order 2. D,, also has n
rotations that form a cyclic group of order n. So, according to
Theorem 4.4, there are ¢(d) rotations of order d in D,,. If n is odd,
there are no rotations of order 2. If n is even, there is ¢(2) =1
rotation of order 2. (Namely, Rig9.) So, when n is odd D,, has n
elements of order 2; when n is even, D, has n + 1 elements of order
2.

1 and —1 are the only generators of Z. Suppose that a* generates
(a). Then there is an integer ¢ so that (a*)! = a. By Theorem 4.1,
we conclude that kt = 1. So, k = +£1.

See Example 15 of Chapter 2.

The case that i = —j is Exercise 4 of Chapter 3. If (a’) = (a’), then
a’ = (a?)* = a7 for some k. Since a has infinite order this means
that ¢ = jk and therefore j divides i. Likewise, ¢ divides j. So,

i =47

1000000, 3000000, 5000000, 7000000. By Theorem 4.3, (1000000) is
the unique subgroup of order 8, and only those on the list are
generators; 1000000 43000000 ;5000000 7000000 By Theorem 4.3,
(@1000000) ig the unique subgroup of order 8, and only those on the
list are generators.

Observe that

a?ba=? = a(abaV)a"! = ab~ta"! = (aba"1)"t = (b71)~! = b. So,
a®? € C(b). Since a has odd order (a?) = (a) so that a € C(b). Thus,
aba=! = b and therefore b = b1

Let G ={ai,ag,...,ar}. Now let |a;| = n; and n = ning...ng.
Then a! = e for all ¢ since n is a multiple of n;.
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32.

(M
7N
(2) (3)
SN
) (6)
N,
(0)

33.

(1)

VRN
(p) (q)

\<PQ>/ \<q2
NS
(0)

)

34. (1)

28
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35.

36.

37.

38.

39.
40.

n.— 3 >

First suppose that G is the union of proper subgroups. If G were
cyclic, say G = (a), and G was the union of proper subgroups
Hq,H,,..., H,, then a must be in one of H; since the union
contains every element. But if a belongs to H; then G = (a) is a
subgroup of the proper subgroup H;. This is a contradiction.

Now suppose that G is not cyclic. Let a be any element in G. Since
G is not cyclic (a) is a proper subgroup of G. So, we can take (a)
as one of the members of the union. Continuing in this way we get
a union that contains all of G.

Suppose a and b are relatively prime positive integers and

(a/by = Q. Then there is some integer n such that

(a/b)™ = 2.Clearly n # 0,1, or —1. If n > 1, a™ = 2b™, so that 2
divides a. But then 2 divides b as well. If n < —1, then ™" = 2a™"
and as before 2 divides both a and b.

|4 8 12 16
4116 12 8 4
8112 4 16 8
12|18 16 4 12
164 8 12 16
The identity is 16. The group is generated by 8 and by 12.

For 6, use Zy7. For n, use Zgn-1.

lem(m, n)
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41.

42.
43.

44.

45.

46.
47.

48.

49.

50.

Let t = lem(m,n) and let |ab| = s. Then (ab)! = a’b’ = e, and
therefore s divides t. Also, e = (ab)® = a®b®, so that a® = b5, and
therefore a® and b~° belong to (a) N (b) = {e}. Thus, m divides s
and n divides s, and therefore ¢t divides s.

For the second part, let Rio9 denote a rotation of 120° and F be a
reflection in D3. Then (Ri20) N (F) = {Ro}, |Rizo| =3, |F| =2
but D3 has no element of order 6.

lab| could be any divisor of lem(]al, |b]).

Let |a| = m, b=n and d = ged(m,n). Then
lem(m,n) = mn/d, |a?| = m/d, and |b| = n. Then by Exercise 41,
la?b| = lem(m, n).

Since F'F’ is a rotation other than the identity and the rotations of
Doy form a cyclic subgroup of order 21, we know by Theorem 4.3
that |F'F’| is a divisor of 21. Moreover, F'F’ cannot be the identity
for then F'/F' = FF, which implies that F' = F. So, |FF'| = 3,7 or
21.

All divisors of 60.
Use the corollary to Theorem 4.4.

In an infinite group the number of elements of finite order n is a
multiple of ¢(n) or there is an infinite number of elements of order
n.

Since K has two reflections it has a non-trivial rotation. The order
of the subgroup of K consisting of rotations only must be 5 or 7
since it divides 35 and is proper. So, |K| = 10 or 14.

It follows from Example 15 in Chapter 2 and Example 10 in
Chapter 0 that the group H = (cos(360°/n) + isin(360°/n)) is a
cyclic group of order n and every member of this group satisfies
2™ — 1 = 0. Moreover, since every element of order n satisfies

2™ —1 =0 and there can be at most n such elements, all complex
numbers of order n are in H. Thus, by Theorem 4.4, C* has
exactly ¢(n) elements of order n.

Clearly 0 is in H. If m and n are in H then m has the forms 8m;
and 10ms and n has the forms 8n; and 10ns. Then m — n has the
forms 8mq — 8n1 and 10my — 10nq. So m —n isin H. So, H is a

subgroup of Z.
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ol.

52.

93.

o4.
95.
96.

o7.

o8.

99.

Let z € Z(G) and |x| = p where p is prime. Say y € G with |y| = ¢
where ¢ is prime. Then (zy)P? = e and therefore |zy| = 1,p or ¢. If
lzy| = 1, then x = y~! and therefore p = ¢. If |xy| = p, then

e = (zy)? = y? and ¢ divides p. Thus, ¢ = p. A similar argumernt
applies if |zy| = q.

If an infinite group had only a finite number of subgroups then it
would have only a finite number of cyclic subgroups. If each of
these cyclic subgroups is finite then the group would be finite since
every element is in the cyclic subgroup generated by itself. So the
group contains at least one infinite cyclic subgroup, call it {(a).
Then the subgroups (a), (a?), (a®), ... are distinct subgroups since
the least positive power of a in (a’) is a’ and a’ is not the least
positive power of a in any subgroup (a’) for j # i.

An infinite cyclic group does not have element of prime order. A

finite cyclic group can have only one subgroup for each divisor of its
order. A subgroup of order p has exactly p — 1 elements of order p.
Another element of order p would give another subgroup of order p.

2:4: a3, a®, a’.
1-4,3-4,7-4,9-4; 2%, ()3, (2M)7, (z*)°.

In group, the number of elements order d is divisible by ¢(d) or
there are infinitely many elements of order d.

D33 has 33 reflections each of which has order 2 and 33 rotations
that form a cyclic group. So, according to Theorem 4.4, for each
divisor d of 33 there are ¢(d) rotations of order d in D,,. This gives
one element of order 1; ¢(3) = 2 elements of order 3; ¢(11) = 10
elements of order 11; and ¢(33) = 20 elements of order 33.

The number of solutions to z'® = e in G is 15. To see this let H be
the unique subgroup of G of order 15. Then H also contains the
unique subgroups of G orders 1, 3, and 5. Since every element of G
that is a solution to z'® = e has order 1,3, 5 or 15 we know that H
contains all solutions and every element of H is a solution. The
same argument works when 15 is replaced by any positive integer n.

Let |(a)| =4 and [{b)| = 5. Since (ab)®’ = (a*)’(B°)* =€ e = e we
know that |ab| divides 20. Noting that (ab)* = b* # e we know that
lab| # 1,2 or 4. Likewise, (ab)!® = a? # e implies that |ab| # 5 or
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60.

61.

62.
63.

64.
65.

66.

67.

68.

10. So, |ab| = 20. Then, by Theorem 4.3, (ab) has subgroups of
orders 1, 2, 4, 5, 10 and 20. In general, if an Abelian group contains
cyclic subgroups of order m and n where m and n are relatively
prime, then it contains subgroups of order d for each divisor d of
mn.

1, 2, 3, 12. In general, if an Abelian group contains cyclic
subgroups of order m and n, then it contains subgroups of order d
for each divisor d of the least common multiple of m and n.

Say a and b are distinct elements of order 2. If ¢ and b commute,
then ab is a third element of order 2. If a and b do not commute,
then aba is a third element of order 2.

12

By Exercise 32 of Chapter 3, (a) N (b) is a subgroup. Also,
(a) N (b) C (a) and (a) N (b) C (b). So, by Theorem 4.3, |(a) N (b)| is
a common divisor of 10 and 21. Thus, |(a) N (b)| = 1 and therefore

(a) N (b) = {e}.
Mimic Exercise 53.

Similar to Exercise 63, |(a) N (b)| must divide both 24 and 10. So,
(a)N(b)] =1 or 2.

From Theorem 4.4 we know that a finite cyclic group has at most 1
element of order 2. Now observe that 27~! — 1 and 2" — 1 have
order 2.

If 2% = e, then |z| divides 8. If G is cyclic, then by Theorem 4.4, G
has exactly ¢(8) + ¢(4) + ¢(2) + ¢(1) =4+ 2+ 1 + 1 = 8 elements
with orders that divide 8. So, G is not cyclic. For the case z* = e,
if G is cyclic, then G has ¢(4) + ¢(2) + ¢(1) = 4 elements with
orders that divide 4. So, again G is not cyclic. If GG is a finite cyclic
group and n divides |G|, then there are exactly n elements in G
that are solutions of ™ = e. So, if there are more than n elements

x such that " = e, the group is not cyclic.

First note that if k is a generator then so is —k. Thus it suffices to
show that k # —k. But k = —k implies that 2k = 0 so that
n=lk|=1or2.
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69.

70.

71.

72.
73.

74.

75.

76.

Observe that |a®| = 12 implies that e = (a°)? = a® so |a| divides
60. Since (a®) C {a) we know that |(a)| is divisible by 12. So,
|{(a)| = 12 or 60.

If |at| = 12, then |a| divides 48. Since (a%) C (a) we know that |(a)|
is divisible by 12. So, |{a)| = 12,24, or 48. But |a| = 12 implies
la*| = 3 and |a| = 24 implies |a*| = 6. So, |a| = 48.

By Theorem 4.3, it suffices to find necessary and sufficient
conditions so that |z"| divides |z®|. By Theorem 4.2, we obtain
ged(n, s) divides ged(n, r).

Observe that a?®? = e = ¢*°. Thus |a| is common divisor of 280
and 440, and therefore |a| divides gcd(280,440) = 40. Since

|a??| = 20 implies that 20 divides |a| we have that |a| = 20 or 40.
But |a| = 20 implies that 20 = |a??| = |a?| = 10. So, |a| = 40.

ged(48,21) = 3; ged(48,14) = 2; ged(48,18) = 6.

Say b is a generator of the group. Since p and p™ — 1 are relatively
prime, we know by Corollary 3 of Theorem 4.2 that b also
generates the group. Finally, observe that (b)* = (b¥)P.

Bl

By Exercise 32 of Chapter 3, (a) N (b) is a subgroup (a) and (b). So,
|{(a) N (b)| divides 12 and 22. If follows that |(a) N (b)| = 1 or 2 and
since (a) N (b) # {e} we have that |(a) N (b)| = 2. Because (a®) is the
only subgroup of (a) of order 2 and (b'!) is the only subgroup of (b)
of order 2, we have (a) N (b) = (a%) = (b!!) and therefore a® = b'!.
because the addition is term wise and the set {0, 1,2} under
modulo 3 addition is associative. The identity is the polynomial
022 4 0z 4 0. The inverse of ax? + bz + c is a’x? + b'x + ¢/ where
a’,b and ¢ are the inverses of a,b, and ¢ modulo 3. Since there are
3 choices for each of a,b, and ¢, the group has 27 elements. Noting
that adding any polynomial in the group to itself 3 times results in
a polynomial with coefficients 0 modulo 3, we see that the largest
order of any element is 3 so GG is not cyclic.

First note that = # e. If 2% = 2%, then 22 = e. By Corollary 2
Theorem 4.1 and Theorem 4.3 we then have |z| divides both 2 and
15. Thus |z| = 1 and x = e. If 23 = 2%, then 2% = e and therefore



4/Cyclic Groups 34

e

78.

79.
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81.

82.

83.

84.

85.

86.

|z| divides 6 and 15. This implies that |x| = 3. Then
|23 = |z(23)}| = |2z| = 3. If 2% = 27, then 2* = ¢ and || divides
both 4 and 15, and therefore = = e.

Since reflections have order 2, any cyclic subgroup of order 4 must
be generated by a rotation. So, by Theorem 4 there is exactly one
cyclic subgroup of order 4.

Suppose that K is a subgroup of D,, of order 4 where n is odd. By
Exercise 5.1, K consists of 4 rotations or two rotations and two
reflections. Since the subgroup of D,, of all rotations is cyclic of
odd order, K cannot consist of 4 rotations nor have a rotation of
order 2. This rules out both cases for K.

Observe that D,, has n/2 non-cyclic subgroups of order 4 of the
form { Ry, Rig0, F, RisoF'} where F is a reflection. By Exercise 25 of
Chapter 3 these are the only non-cyclic subgroups of order 4.

By Exercise 78 there are exactly n/2 non-cyclic subgroups of order
4. By Theorem 4.3 there is no cyclic subgroup of order 4.

First observe that the set of all rotations is the only cyclic subgroup
of D, of order n. It follows from Exercise 25 of Chapter 3 that
when n is odd D,, has no non-cyclic subgroup of order n and when
n = 2m the only non-cyclic subgroups of D,, are the two of then
form {R, R?,... R™, RF, R?F,..., R"F} where |R| =m and F is a
reflection.

G is a group because it is closed. It is not cyclic becasue every
nonzero element has order 3.

Since m and n are relatively prime, it suffices to show both m and
n divide k. By Corollary 2 of Theorem 4.1, it is enough to show
that a* = e. Note that a* € (a) N (b), and since (a) N (b) is a
subgroup of both (a) and (b), we know that |(a) N (b)| must divide
both [(a)| and |(b)|. Thus, |(a) N (b)| = 1.

Note that n and n? — 2 are distinct elements of order 2 and appeal
to Theorem 4.4.

Note that among the integers from 1 to p” the p"~! integers

P,2p,...,p" 'p are exactly the ones not relatively prime to p.

In C* the solutions of #* =1 are +1, +i and | +1i| = 4.
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. a. Let zhyz~! and zhox~! belong to xHx~'. Then
(zhiz™ ") (zhor™")"! = xhihy 'z~ € xHz ™! also.

b. Let (h) = H. Then (rhz~!) = zHa 1.

c.
(whiz~ Y (xhex ™) = 2hihor ™! = zhohio~! = (zhex 1) (zhiz™t).

. Let z,y € N(H). Then
(zy VVH(zy ") ' = 2(y 'Hy)z~' = xHz~' = H. (Note that
yHy ' = H implies y " 'Hy = H.)

. Suppose cl(a) Ncl(b) # 0. Say zaz~! = yby~'. Then

(y~'z)a(y~tx)~! = b. Thus, for any ubu~! in cl(b), we have

ubu™! = uy tza(y~tz)lu! = (uy~tr)a(uy'z) ! € cl(a). This
shows that cl(b) C cl(a). By symmetry, cl(a) C cl(b). Because

a = eae! € cl(a), the union of the conjugacy classes is G.

. a. {e,a®} b. cl(a) = {a,a®} c. cl(b) = {b,ba’}
) = {e}
Yy = {e,a,a? a®} = (a®)
(@®) = {ed’}
Y = {e,b,a? ba®} = (ba?)
Y = {e,ba,a? ba®} = (ba?)
l)k k

. Observe that e = (rar~!)¥ = za¥z~! if and only if a* = e.

. If both ab and ba have infinite order, we are done. Suppose that
|ab| = k. Then e = (ab)(ab) - - - (ab) [k factors]. Thus,
ba = bea = b((ab)(ab) - - - (ab))a = (ba)**!. This shows that
(ba)* = e so that |ba| < |ab|. By symmetry, |ab| < |bal.

. By Exercise 4 of Chapter 3, Exercise 24 of Chapter 2, and the
previous exercise we have |ab| = |(ab) ™| = [b~ta"!| = [a= b7 Y.

35

. By Exercise 22 of Chapter 4 we may write H in the form {e, a,a?}.

Let G = {e,a,a? b}. By cancellation, ab cannot be a,a? of b. So,
ab=e and b= a"! belongs to H.
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10.

11.

12.

13.

14.

15.

16.

In Dy, take a = Rgp, b= H, and ¢ = D.

If there is an element z in G such that zaxz = b then azaxr = ab and

¢ = ax. If there is an element ¢ in G so that ab = ¢?, let x = a~'c.

1

~1| = |a|, so that zaz™! = a or

By Exercise 5, for every x in G |rax
ra = ar.

|| = [y| = 2; |zy| = oc. Nol
1 of order 1, 15 of order 2, 8 of order 15, 4 of order 5, 2 of order 3.

Let |G| = 4. If G has an element of order 4, G is cyclic. G cannot
have an element of order 3 for if so then G has the form

{e,z,2%,y}. But cancellation shows zy ¢ G. The remaining case is
handled by Exercise 35 of Chapter 2.

Let |G| = 5. Let a # e belong to G. If |a| = 5, we are done. If

la| = 3, then {e, a,a?} is a subgroup of G. Let b be either of the
remaining two elements of G. Then the set {e,a,a?,b, ab, a®b}
consists of six different elements, a contradiction. Thus |a| # 3.
Similarly |a| # 4. We may now assume that every nonidentity
element of G has order 2. Pick a # e and b # e in G with a # b.
Then {e,a,b,ab} is a subgroup of G. Let ¢ be the remaining
element of G. Then {e, a,b,ab,c,ac,be,abc} is a set of eight distinct
elements of G, a contradiction. It now follows that if a € G and

a # e, then |a| = 5.

Suppose that G is an Abelian group of order 6 but has no element
of order 6. G cannot have an element a of order 5 for letting b
denote the element not in (a) we know that G would contain
e,a,a?,a’, a*, b and ab, which is too many. Moreover, G has no
element a of order 4 for then G would contain e, a, a2, a3, b, ab and
a®b, which is too many. So, we may assume that all nonidentity
elements of G have orders 2 or 3. Since the number of elements of
order 3 is divisible by ¢(3) = 2 we know that G must have at least
one element of order 2. Now note that G cannot have two elements,
say a and b, of order 2. For if so, then letting ¢ be any element not
in {e,a,b,ab} we have that G would contain the elements

e,a,b,ab, c,ac,bc, which is too many. So, G must have an element a
of order 2 and an element b of order 3. Then ab has order 6.
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a™(b")~t = (ab1)", so by the One-Step Subgroup Test G" is a
subgroup. For the non-Abelian group, use D3 with n = 3.

Let £ = a4+ bv/2 and y = ¢+ dv/2 belong to G. First note that

1 c d
- - 2¢C.
c? — 2d? 02—2d2\f€G

Now show that zy~! € G. (How do we know ¢ — 2d? # 07)

Y

Suppose G = H U K. Pick h € H with h ¢ K. Pick k € K with
k¢ H. Then, hk € G but hk ¢ H and hk ¢ K.
U®) ={1,3}u{1,5}U{1,7}.

If |a| = m and |b| = n, then (ab=!)™" = e. The elements of finite
order do not always form a subgroup in a non-Abelian group. (See
Exercise 8 of this set.)

If |a| = p* and |b| = p" with k < r, say, then
(ab_l)pr =a? (bpr)_l =€ 50 |ab_1| divides p".

1, 3, 5, and 15. To see this observe that
a'® = (a*)* = (bab)* = ba*b = bbabb = a. So, a'® = e and therefore
la| divides 15.

Because ba? = ab and a® = b? = e imply that ba = a?b, every
member of the group can be written in the form a’t’. Therefore,
the group is {e,a,a?, b, ab, a®b}.

e a a? b ab a’b

e e a ad? b ab a°b
a a a®> e ab a* b
a’® | a® e a a*b b ab
b b a®b ab e a® a
ab | ab b a* a e a?
a’b|a’b ab b @ o« e

D3 satisfies these conditions.

If x commutes with a then a belongs to the subgroup C(z). By
closure, a* belongs to C(x) and therefore x and (a*) commute .
Now suppose that = and a* commute. Then a* belongs to C(z)
and by closure (a*) C C(z). By the Corollary to Theorem 0.2,
there are integers s and ¢ such that 1 = ns + kt. Thus,

a = a™tH = (a")%(a*)* = (a*)* also belongs to C(z).
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30.
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33.

zy = yz if and only if zyz~ty~' =e. But
(zy)a—ty™! !

=z Y ay)y t=ece=c.
If a/b € H and ¢/d € K, then ac € HN K. No, (v/2) N (1) = {0}.

Let € N(gHg™'). Then z(gHg Y)2~! = gHg'. Thus

g legHg 'o~lg =g lagH (¢ 'xg)~! = H. This means that

g lzg € N(H). So x € gN(H)g~*. To show

gN(H)g~' C N(gHg ') let = gng~! where n € N(H). Then
w(gHg M = (gng ") (gHg ") (gn~'g™") = gnHn 'g~! =
gHg™'. So,z € N(gHg™!).

Let s and ¢ be such that ms +nt = 1. Then
g=g"t" = (g™ (g") = (¢™)°.

In D1 let a be a reflection and let b be a rotation other than the
identity. Then |a| =2, |b| = 11 and |ab| = 2 because ab is a
reflection.

2

Solution from Mathematics Magazine." “Yes. Let a be an arbitrary
element of S. The set {a" | n =1,2,3,...} is finite, and therefore
a™ = a" for some m,n with m > n > 1. By cancellation we have
a’@ = a, where r(a) =m —n+1> 1. If z is any element of S,
then aa" @1z = a"(@z = gz, and this implies that a"(®)—1
Similarly, we see that za"@~1 = 2 and therefore the element

e = a"(@~1 i an identity. The identity element is unique, for € is
another identity, then e = ee’ = €. If 7(a) > 2 then a”"(®~2 is an
inverse of a, and if r(a) = 2 then a? = a = e is its own inverse.
Thus S is a subgroup.”

Tr = .

Let H be the union. If z,y € H then there are ¢ and j so that
x € H; and y € H;. Say ¢ < j. Then z,y € H; and therefore
vy te H; CH.

{1,2n — 1,2n+ 1,4n — 1}. Since the square of each of these is 1
they are relatively prime to 4n.

! Mathematics Magazine 63 (April 1990): 136.
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41.

Since e! = e, H is not empty. Let a and b belong to H. Then there
are odd integers m and n such that ™ = e and ™ = e. Then mn is
odd and (ab=1)™" = (a™)"(b")"™ = e"e ™ = ee = e s0 ab~ ! is in
H. H is a subgroup when “odd” is replaced by “even” because

e? = e is in H and the argument given for odd exponents remains

valid.

H contains the identity. If A, B € H, then

det (AB~1) = (det A)(det B)~! is rational. H is not a subgroup
when det A is an integer, since det A™! = (det A)~! is an integer
only when det A = +1.

Let H be the nontrivial proper subgroup of G and pick g € G so
that g ¢ H. Then G = (g). That |G| = p? follows from Theorem
4.3 and Exercise 42 of Chapter 4.

First suppose that G is not cyclic. Choose x # e and choose

y & (x). Then, since G has only two proper subgroups

G = (z) U (y). But then zy € (y) so that (x) C (y) and therefore
G = (y) and G is cyclic. To prove that |G| = pq, where p and ¢ are
distinct primes or |G| = p?, where p is prime we first observe that
G is not infinite since an infinite cyclic group has infinitely many
subgroups. If |G| is divisible by at least two distinct primes p and
q, then |G| = pgm. If m > 1, then G would have nontrivial proper
subgroups of order p, ¢, and m. So, m = 1. If |G| = p™, where p is
prime, then by Theorem 4.3, G has exactly n — 1 nontrivial proper
subgroups and therefore n = 3.

In Dg, take a = Rgo and b = Rys9. Then |a?| = [b?| but |a| # |b].

If T'and U are not closed, then there are elements x and y in T" and
w and z in U such that xy is not in T and wz is not in U. It
follows that xy € U and wz € T. Then zywz = (zy)wz € U and
xywz = xy(wz) € T, a contradiction since T and U are disjoint.

If @ has order p, then (a) has p — 1 elements of order p. So, there is
an element b not in (a) that also has order p. Then (a) U (b) has
2(p — 1) > p elements of order p.

Let G be the group of all polynomials with integer coefficients
under addition. Let Hy be the subgroup of polynomials of degree at
most k together with the zero polynomial (the zero polynomial
does not have a degree).
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42.

43.

44.

45.

46.

47.

48.

Observe that
b=a"3ba® = a 20" 1baa® = a 2b%a? = ata " 1b%aa = a1bta = b8,

In the general case we can say |b| divides 2¥ — 1.
Take g = a.

We first prove that if a,b € H then ab = ba. Let |a| = m and

|b| = n and let ms; + 3t; = 1 and nsy + 3t = 1. Then

a = amsla3t1 — (a?;)tl and b = bn52+3t2 — bn32b3t2 — (b3)t2' SO,

ab = (at1)3(bt2)3 — (bt2)3(at1)3 — (btz)SbnSQ(ah)?)amsl = ba. Now
that we know that elements from H commute it follows that |ab|
divides lem(]al, |b]) and from this we have that H satisfies the
subgroup test. This argument is valid for all positive integers.

Let S = {s1,s2,53,...,5;} and let g be any element in G. Then the
set {gs7 ', g8y, gsgl, .. ,gslzl} consists of k distinct elements so it
and S have at least one element in common. Say gsi_1 = s;. Then

g = 8;8;.

)
ab) = f(xa) = f(x) so ab € H. Finally, if a € H, then
f(z) = f(za=ta) = f(xa™!) so that a=! € H. When G is the reals

Let K = {x € G | |z| divides d}. By Exercise 15 of Chapter 4 K is
a subgroup. Let z € H. By Theorem 4.3 |x| divides d. So, H C K.
Let y € K, |y| =t and d = tq. By Theorem 4.3, H has a subgroup
of order ¢t and G has only one subgroup of order t. So, (y) C H.

Suppose that there is an element b such that |b| does not divide |a|.
Then there is some prime-power divisor p™ of |b| such that p" does
not divide |a|. Let |a| = p¥m, where ged(p,m) = 1. Then k < n.
Let |b| = p™t. Consider @’ = a?" and b = b'. Then |d/| = m and

|b'| = p™. Since ged(p,m) = 1,|d't/| = mp™ > |a|, we have a
contradiction. For the non-Abelian example, consider Ds.
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49. To check associativity, note
(axb)xc=((a+b)—1)xc=a+b—-1+c—-—1=a+b+c—2and
ax(bxc)=ax(b+c—1)==a+(b+c—1)—1=a+b+c—2. To
determine the identity e, we observe that a x e = a if and only if
a+e—1=a. Thus 1 is the identity (it is obvious that the
operation is commutative). If a~! exists, we have must
axa ' =a+a!'—1=1, and therefore a~'is —a + 2. To find a
generator, observe that for any positive integer
k, a* = ka — (k — 1). So, for positive k and a = 2, we have
2% = k + 1. One can also check that 2¥ = k + 1 when k=0 or
negative. Thus 2 generates all integers.

50. {1,2n—1,2n+1,4n — 1}
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CHAPTER 5

Permutation Groups

15)(14 13)(12)(68)(67); 8 = (23847)(56) =
2485736) =

\./
/\
~— \/\/\_/

b. (124)(35)(6) c. (1423)

. By Theorem 5.3 the order is lem(3,

a (3,3
b. By Theorem 5.3 the order is lem(3,4
By Theorem 5.3 the order is lem(3,2

) = 3.
) = 12.
2) = 6.
) = 6.

&0

By Theorem 5.3 the order is lem(3,6
e. [(1235)(24567)| = |(124)(3567)| = lem(3,4) = 12.
f. |(345)(245)] = [(25)(34)| = lem(2,2) = 2.

6. 6; 12
7. By Theorem 5.3 the order is lem(4,6) = 12.
8. [(123)(45678)| =

9. We find the orders by looking at the possible products of disjoint
cycle structures arranged by longest lengths left to right and denote
an n-cycle by (n).

(6) has order 6 and is odd;
(5)(1) has order 5 and is even;
(4)(2) has order 4 and is even;
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10.
11.

12.

13.

14.

15.

16.

17.

gj SN—
=
o
0
o
=
(oW
[}
=
N
o
B
(oW
=
]
(o}
&

AN N AN N N
N N Qo | Lo |

So, for Sg, the possible orders are 1, 2, 3, 4, 5, 6; for Ag the possible
orders are 1, 2, 3, 4, 5.

We see from the cycle structure of S7 shown in Example 4 that in
Az the possible orders are 1, 2, 3, 4, 5, 6, 7.

21.

(135) =(15)(13) even; (1356) = (16)(15)(13) odd; (13567) =
(17)(16)(15)(13) even; (12)(134)(152) = (12)(14)(13)(12)(15) odd;
(1243)(3521) = (13)(14)(12)(31)(32)(35) even.

Say S = {s1,...,sp} and ¢ is one-to-one from S to S. Then
(1), -..,0(sy) are all distinct and all in S so ¢(S) = S. On the
other hand, if ¢(s;) = ¢(s;) for some i # j, then ¢(S) has at most
n — 1 members. The mapping from Z to Z that takes x to 2z is
one-to-one but not onto.

To prove that o is 1 — 1 assume «a(x1) = a(x2). Then
z1 = a(a(r1) = aa(xe) = x2. To prove that « is onto note that for
any s in S, we have a(a(s)) = s.

(1), (12), (34), (56), (12)(34), (12)(56), (34)(56), (12)(34)(56).
These eight elements form a subgroup.

An n-cycle is even when n is odd since we can write it as a product
of n — 1 2-cycles by successively pairing up the first element of the
cycle with each of the other cycle elements starting from the last
element of the cycle and working towards the front. The same
process shows that when n is odd we get an even permutation.

If a1, 9,...,a, are 2-cycles and @ = a1 - - - oy, then
1

QO = QpQp—1 2.

An even number of two cycles followed by an even number of two
cycles gives an even number of two cycles in all. So the Finite
Subgroup Test is verified.
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18.

19.

20.

21.

22.

23.

24.

25.
26.

27.

28

even; odd.

Suppose that a can be written as a product on m 2-cycles and
can be written as product of n 2-cycles. Then juxtaposing these
2-cycles we can write a8 as a product of m +n 2-cycles. Now
observe that m + n is even if and only if m and n are even or both
odd.

(+1) - (+1) = (+1) (-1 - (-1
even - even = even odd - odd = -even

I
+
—

(+1) - (=1) = (-1 (-1) - (+1) = (-1
even - odd = odd odd - even = odd

(AHMPRS)(BDGC)(EJLNF)(I)(KO)(QU)(TWV)(XZY)

If @ and § are disjoint 2-cycles, then |af| = lem(2,2) = 2. If o and
B have exactly one symbol in common we can write oo = (ab) and

B = (ac). Then aff = (ab)(ac) = (acdb) and |af| = 3.

If all members of H are even we are done. So, suppose that H has
at least one odd permutation ¢. For each odd permutation  in H
observe that o is even and, by cancellation, different 8s give
different of8s. Thus, there are at least as many even permutations
are there are odd ones. Conversely, for each even permutation £ in
H observe that of is odd and, by cancellation, different 8s give
different of8s. Thus, there are at least as many odd permutations
are there are even ones.

By Exercise 23, either every element of H is even or half are even
and half are odd. In the latter case, H would have even order.

The identity is even; the set is not closed.

If o can written as the product of m 2-cycles and 5 can be written
as a product n 2-cycles, then a~'3~'af can be written as the
product of n +m +n +m = 2(m + n) 2-cycles.

Clag) = {an, a9, a3, 04}, C(a12) = {1, ay, aq2}.

7-6-5-4-3/5
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29.

30.
31.

32.

33.

34.

An odd permutation of order 4 must be of the form (ajasasay).
There are 6 choices for ay, 5 for a4, 4 for as, and 3 for ay. This
gives 6 -5 -4 - 3 choices. But since for each of these choices the
cycles (ajazazay) = (agaszagar) = (agaqaiaz) = (agasazay) give the
same group element we must divide 6-5-4 -3 by 4 to obtain 90. An
even permutation of order 4 must be of the form (ajazasas)(asag).
As before, there are 90 choices (ajasasay). Since (azag) = (agas)
there are 90 elements of the form (ajasagay)(asag). This gives 180
elements of order 4 in Sg.

A permutation in Sg of order 2 has three possible disjoint cycle
forms: (ajaq), (a1a2)(asas) and (ajag)(asaq)(asag). For (ajaz)
there are 6 - 5/2 =15 distinct elements; for (aja2)(asaq) there are
6-5-4-3 choices for the four entries but we must divide by 2-2 -2
since (aja2) = (a2a1), (agas) = (asas) and

(a1a2)(azas) = (asas)(aiaz). This gives 45 distinct elements. For
(a1a2)(agay)(asag) there are 6! choices for the six entries but we
must divide by 2 -2 -2 - 3! since each of the three 2-cycles can be
written 2 ways and the three 2-cycles can be permuted 3! ways.
This gives 15 elements. So, the total number of elements of order 2
is 75.

Any product of 3-cycles is even whereas (1234) is odd.

Since % = (8*)7 = ¢, we know that |3| divides 28. But 5* # ¢ so
|8 # 1,2, or 4. If | 3| = 14, then § written in disjoint cycle form
would need at least one 7-cycle and one 2-cycle. But that requires
at least 9 symbols and we have only 7. Likewise, |3| = 28 requires
at least one 7-cycle and one 4-cycle. So, || = 7. Thus,

B =% = (B*)?% = (2457136). In Sy, B = (2457136) or

B = (2457136)(89).

Observe that § = (123)(145) = (14523) so that
B% =gt =p~t = (13254).

Observe that if we start with a 9-cycle (ajasasasasagaragag) and
cube it we get (ajaqa7)(azasag)(asagag). So, we can let

o = (124586739). But

(157)(283)(469) = (157)(469)(283) = (283)(157)(469) so these give
us (124586739), (142568793) and (214856379).

anlnp—1 - a2a1
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35.

36.
37.

38.

39.

40.
41.
42.
43.
44.

45.

46.

47.

Let a, 8 € stab(a). Then (af)(a) = a(B(a)) = a(a) = a. Also,
a(a) = a implies a *(a(a)) = a~(a) or a = a~(a).

Since || = 21, we have n = 16.

Since o™ = (1,3,5,7,9)™(2,4,6)™(8,10)™ and the result is a
5-cycle we deduce that (2,4,6)™ = € and (8,10)"™ = €. So, 3 and 2
divide m. Since (1,3,5,7,9)" # € we know that 5 does not divide
m. Thus, we can say that m is a multiple of 6 but not a multiple of

30.

Let 8,y € H. Then (67)(1) = B(v(1)) = B(1) = 1;

(67)(3) = B(v(3)) = B(3) = 3. So, by Theorem 3.3, H is a
subgroup. |H| = 6. The proof is valid for all n > 3. In the general
case, |[H| = (n — 2)!. When S, is replaced by A,, |H| = (n—2)!/2.

An element of order 5 in Ag must be a 5-cycle. There are
6-5-4-3-2="720 ways to create a 5-cycle. But the same 5-cycle
can be written in 5 ways so we must divide 720 by 5 to obtain 144.

((1234)); {(1), (12), (34), (12)(34)}

3,7,9

Let a = (12) and 3 = (13).

Let a = (123) and 3 = (145).

Ro = (1)(2)(3); Ri20 = (123); Roao = (132); (12); (13); (23).

Observe that (12) and (123) belong to S, for all n > 3 and they do
not commute.

Observe that (123)(124) # (124)(123).

Let a and 3 belong to H. Then «(1) is 1 or 2, and «(2) is the
unused choice between 1 and 2 for a(1). Likewise, 5(1) is 1 or 2,
and (3(2) is the unused choice between 1 and 2 not used 3(1). Thus
af(l) = a(l) or af(1) = «(2). This means that a5(1) = a(1) or
a(2) and these are 1 or 2. The same argument applies to a3(2). To
find |H| observe that in matrix form we have 2 choices (1 or 2) for
the image of 1, the second entry must be the choice of 1 or 2 not
used as the image of 1, and (n — 2)! choices for the remaining n — 2
images. So, |H| = 2(n —2)!
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48.

49.

50.

o1.

92.

93.

54.

95.

56.

For any permutation « in S7, o? is even whereas (1234) is odd. For
the second part we can take x = (1432), (1432)(567), (1432)(576)

Theorem 5.2 shows that disjoint cycles commute. For the other
half, observe that (ab)(ac) = (acb) whereas (ac)(ab) = (abc).

If & and 8 have two symbols in common write o« = (b1b;) and

ﬁ = (blbg e bt) Then OZBOZ = (blbi+1bi+2 e btbibgbg e bifl) (b1
and b; switch places) which is a t-cycle. If a and 8 have exactly one
symbol in common write a = (ab;) and 5 = (b1b2...b;). Then

afa = (biby...bji—1abi41...b:) (b; is replaced by a) . If @ and
are disjoint, then afa = .

Let 8 = 182 ... Br where each (; is a cycle. Because

aBa~t =apifBse...Brat = (afra ) (aBea™t) ... (afra™!) the
problem is reduced to showing that if v is a t-cycle for some ¢ then
oz'yofl is a t-cycle. Now write @ = ajas ... as where each o is a
2-cycle. Then aya™ = ajas... (asyas) ... asa; since each a; has
order 2. Now by Exercises 50 we can replace asyas by a cycle the

same length as 7. Repeated use of this argument finishes the proof.

Say (3 can be written with m 2-cycles and a with n 2-cycles.
Then B~ 'af can be written with 2m +n  2-cycles.

Examining S, for each n up to 8 as in Example 4 we see that .S,
has no element of order greater than 2n. For n = 9 we have
|(12345)(6789)| = 20.

The case where n = 2,4, or 6 is done by examining cases as in
Example 4 of this chapter. Note that the permutation (12345)(678)
is in both Ag and Ajg and has order 15. For n > 12 observe that
(1,2,---,n=>5)(n—4,n—3)(n —2,n— 1) is in A,, and has order
2(n — 5), which is greater than n.

The cases where n =1,3,5,7,9, or 11 are done by examining cases
as in Example 4 of this chapter. For n > 13 observe that
(1,2,...,n—=6)(n—5,n—4,n—3,n—2)(n—1,n) is in A4,, and has
order 4(n — 6), which is greater than 2n when n > 13.

The cases where n < 16 are done by examining cases as in Example
4 of this chapter. For n > 16 observe that
(L,2,....n=T7)(n—6,n—5n—4,n—3)(n—2,n—1) is in A, and
has order 4(n — 6), which is greater than 2n when n > 13.
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o7.
o8.

99.

60.

61.

62.
63.

64.

65.

66.

67.

Ry, Rigo, H, V.

216° rotation; reflection about the axis joining vertex 1 to the
midpoint of the opposite side.

The permutation corresponding to the rotation of 360/n degrees,
(1,2,...,n), is an even permutation so all rotations are even.

n mod 4 = 1.

Cycle decomposition shows any nonidentity element of As is a
5-cycle, a 3-cycle, or a product of a pair of disjoint 2-cycles. Then,
observe there are (5-4-3-2-1)/5 = 24 group elements of the form
(abcde), (5-4-3)/3 =20 group elements of the form (abc) and
(5-4-3-2)/8 =15 group elements of the form (ab)(cd). In this last
case we must divide by 8 because there are 8 ways to write the
same group element (ab)(cd) = (ba)(cd) = (ab)(dc) = (ba)(dc) =
(cd)(ab) = (ed)(ba) = (dc)(ab) = (dc)(ba).

One possibility is ((1234)(5678)).
One possibility is {(1), (12)(34), (56)(78), (12)(34)(56)(78)}.

a9, ag, and ay have order 2; as, ag, . .., @12 have order 3. The
orders of the elements divide the order of the group.

Any element from A, is expressible as a product of an even number
of 2-cycles. For each pair of 2-cycles there are two cases. One is
that they share an element in common (ab)(ac) and the other is
that they are disjoint (ab)(cd). Now observe that (ab)(ac) = (abc)
and (ab)(cd) = (cbd)(acd).

Suppose « # € and «a € Z(S,,). Write « in disjoint cycle form
(arag...)... where a; # az. Let ag be different from a; and ay and
let 5 = (a1)(azgas). Then (af)(a1) = ag while (Ba)(a1) = as.

That a % o(b) # b* o(a) is done by examining all cases. To prove
the general case, observe that o%(a) * o'T1(b) # o'(b) * 0**1(a) can
be written in the form o%(a) * o(0*(b)) # o*(b) * o(c’(a)), which is
the case already done. If a transposition were not detected, then
o(ar) *---xol(a;) * o (a1) * - x 0™ (ay) =

o(ay) * -+ xo'(ajr1) * o (a;) * - - - x 0™(ay,), which implies

oi(a;) * o a41) = o' (aip1) * o (a;).
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68.
69.

70.

71.

72.

73.

74.

75.

76.

7.

5

By Theorem 5.4 it is enough to prove that every 2-cycle can be
expressed as a product of elements of the form (1%k). To this end
observe that if a # 1,b # 1, then (ab) = (1a)(1b)(1a).

Let o denote the permutation of positions induced by a shuffling.
Label the positions ace to king as 1 through 13. We are given that
ol — 12345 6 7 89 1011 12 13| _

8§ 12 6 7 9 11 13 4 2 1 10 3 5

(1,8,4,7,13,5,9,2,12,3,6,11, 10).

Since |a?| = 13 we know that || = 13 or 26. But S;3 has no
elements of order 26. So, |o| = 13. Thus,
a=at=(1,2,8,12,4,3,7,6,13,11,5,10,9).

If @ has odd order k and « is an odd permutation then ¢ = o

would be odd.

From the elements on the diagonal in Table 5.1 we see that when
G = A4, H contains ag and aqs but their product.

Observe that every element of H is an even permutation so

H C A4. Elements of A4 have order 3, 2 or 1. For any « in A4 of
order 3, () = (a?) C H. The only elements in A4 of order 2 are
the products of two disjoint 2-cycles—(ab)(cd) = (acbd)?, which
belong to H. A similar argument applies to K.

Observe that (1234)(56) belongs to Ag but is not in H. For if
(1234)(56) = a2, then |a| = 12 and Sg has no element of order 12.

By case-by-case analysis H is a subgroup for n = 1,2,3 and 4. For
n > 5, observe that (12)(34) and (12)(35) belong to H but their
product does not.

B = (1423); v = (234). To see this we compute (y5)(1) two ways.
Using 70 = (1243) we obtain (y3)(1) = 2. From we have

(vB)(1) =~v(B(1)) = v(4). So, v(4) = 2. Now continue in this way.
Another correct answer is 5 = (14)(23); v = (24).

The product of an element from Z(A4) of order 2 and an element of
Ay of order 3 would have order 6. The product of an element from

Z(Ay) of order 3 and an element of A4 of order 2 would have order
6. But A4 has no element of order 6.
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78
79
80

81

82.

83.

. See Exercise 35.
. See Exercise 35.

. By definition, H C A,,. To prove A, C H, let @ = ajas - - agp.
Then Then o« = ajag - - - g1 gen « - - Q.

. Labeling the four tires 1, 2, 3, 4 in clockwise order starting with 1
being the tire in the upper left-hand corner, we may represent the
four patterns as
a = (1324) top left-hand pattern
B = (1423) top right-hand pattern
~v = (14)(23) bottom right-hand pattern
0 = (13)(24) bottom left-hand pattern
Notice that a~! = 8 and that § = o?y. Thus, we need only find the
smallest subgroup of 4 containing « and «. To this end, observe
that the set {e,a, a?, a3, v, ay, a?y, a3~} is closed under
multiplication on the left and right by both « and ~. (Here we have
used the fact that ya = a®y.) This implies that the set is closed
under multiplication and is therefore a group. Since avy # ya, the
subgroup is non-Abelian.

12.

Then a permutation such as (23) in S,, for n > 3 could also be
written as (11)(23) so it would be both even and odd. In fact, (11)
could be appended to every permutation written in cycle form
making it both even and odd.
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CHAPTER 6

[somorphisms

1. Let ¢(n) = 2n. Then ¢ is onto since the even integer 2n is the
image of n. ¢ is one-to-one since 2m = 2n implies that m = n.
d(m+n) =2(m+n) =2m+ 2n so ¢ is operation preserving.

2. An automorphism of a cyclic group must carry a generator to a
generator. Thus 1 — 1 and 1 — —1 are the only two choices for the
image of 1. Solet «:n — n and 8 :n — —n. Then

Aut(Z) = {a, B}.

3. ¢ is onto since any positive real number r is the image of \/r. ¢ is
one-to-one since \/a = v/b implies that a = b. Finally,

¢(xy) = /Ty = Iy = ¢(x)(y)-
4. U(8) is not cyclic while U(10) is.
5. Define ¢ from U(8) to U(12) by ¢(1) =1; ¢(3) = 5; ¢(5) =

qb(?) = 11. To see that ¢ is operation preserving we observe that
¢(la) = ¢(a) = d(a) - 1 = ¢(a)¢(1) for all a;

P(3-5)=¢(7) =11=5-7=¢(3)9(5);

¢E3 7) =5 ;—7:5'11=¢(3)¢(7);

¢

5.7)=¢(3)=5="7-11 = ¢(5)p(7).

6. If 8 is an isomorphism from G onto H, and « is an isomorphism
from H onto K, then af is an isomorphism from G onto K. That
af3 is one-to-one and onto is done in Theorem 0.7. If a,b € G, then
(aB)(ab) = a(B(ab)) = a(B(a)B(b)) = a(B(a))a(B(b)) =
(aB)(a)(aB)(b).

7. Di5 has an element of order 12 and S4 does not.

8. Properties of real numbers assure that the mapping is one-to-one
and onto R and that log;o(ab) = logip(a)+ logio(b) is a property of
logs.
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9.

10.

11.

12. A

13.

14.

15.

16.

17.

Since Te(x) = ex = x for all z, T, is the identity. For the second
part, observe that Ty o (Ty)™! =T, = Ty,~1 = Ty 0 T,—1 and cancel.

Suppose « is an automorphism of G. Then a(ab) = (ab)~! and
a(ab) = a(a)a®d) =a b7t Soa b7t = (ab)"! =b"ta"! forall a
and b in G. Taking the inverse of both sides proves that G is
Abelian.

If G is Abelian, then for all ¢ and b in G, we have
(ab)™! = (ba)™! = a='b~t. Thus a(ab) = a(a)a(b).

That « is one-to-one and onto follows directly from the definitions.

For any x in the group, we have (¢py¢p)(x) = ¢g(on(z)) =
¢g(hah™!) = ghah™lg~! = (gh)z(gh) ™" = ¢gn(w).

ut(Z: ) Aut(Zy) =~ Zy;
Aut( ~ Aut(Zy) = Aut(Zs) =~ Zo;
Aut(Zlo) Aut(Zs) =~ Z4 (see Example 4 and Theorem 6.5);
Aut(Z12) = Aut(Zg) (see Exercise 5 and Theorem 6.5).

®R, and ¢r,, disagree on H; ¢p, and ¢y disagree on Rgg; ¢r, and
¢p disagree on Rgo; @Ry, and ¢ disagree on Rgo; @Ry, and ¢p
disagree on Ryo; ¢ and ¢p disagree on D.

By Theorem 6.5, we know |Aut(Zs)| = |U(6)| =2. Soa:n —n
and B : n — —n are the only two automorphisms of Zg.

Let o € Aut(G). We show that ™" is operation preserving:
a Yzy) = a (z)a"(y) if and only if

ala™Hzy)) = ala ($)oz_1(y)). That is, if and only if

ry = a(a 1 (z))a(a"(y)) = zy. So a~! is operation preserving.
That Inn(G) is a group follows from the equation ¢g¢n = dgn.

Let ¢ be an isomorphism from G to H. For any  in Aut(G) define
a mapping from Aut(G) to Aut(H) by I'(8) = ¢8¢~ 1. Then T is

1-1 and operation preserving. (See Theorem 0.8 and Exercise 6). To
see that I is onto observe that for any 7 in Aut(H), I'(¢~1v¢) = v

Since b = ¢(a) = ap(1) it follows that ¢(1) = a~ b and therefore
¢(r) = a~1bx. (Here ! is the multiplicative inverse of a mod n,
which exists because a € U(n).)
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18.

19.

20.

21.

22.

23.

24.
25.

26.

27.

28.

29.

30.

Note that ¢ must take R3gp0/, to an element of order n. Since the
reflections have order 2 we know ¢(Rggp0/y,) is a rotation. Thus,

¢(H) = ¢((Rz00/n)) € K.

Note that both H and K are isomorphic to the group of all
permutations on the four symbols, which is isomorphic to Ss. The
same is true when 5 is replaced by n since both H and K are
isomorphic to S;,_1.

Observe that (2), (3),... are distinct and each is isomorphic to Z.

Recall when n is even, Z(Dn) = {RQ, ngo}. Since R180 and gf)(ngo)
are not the identity and belong to Z(D,,) they must be equal.

This follows directly from the subgroup tests.

Zgo contains cyclic subgroups of orders 12 and 20 and any cyclic
group that has subgroups or orders 12 and 20 must be divisible by
12 and 20. So, 60 is the smallest order of any cyclic group that
subgroups isomorphic to Z12 and Zgg.

¢(z) = x; ¢(x) = 9z; P(x) = 132; ¢(z) = 17z
See Example 15 of Chapter 2.

It is enough to prove that the mapping is one-to-one. If a3 = b3,
then a” = b?. Now use the fact that 2* = 1 for all 2 in U(16). In
general, z — z" is an automorphism of U(16) when n is odd.

That « is a one-to-one follows from the fact that r~! exists module
n. The operation preserving condition is Exercise 9 of Chapter 0.

The mapping [ (1) Cll 1 — @ is an isomorphism to Z when a € Z

and to R when a € R.

By Part 2 of Theorem 6.2, we have ¢(a”) = ¢(a)” = v(a)™ = v(a")
thus ¢ and v agree on all elements of (a).

Observe that ¢(11) = 11¢(1) = 13 and since 11 is relatively prime
to 50, 117! exists modulo 50. Thus, we have
p(1) =1171.13=41-13 = 33 and ¢(x) = ¢(z - 1) = x¢(1) = 33x.
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31.

32.

33.

35.

34.
35.

36.

37.

The inverse of a one-to-one function is one-to-one. For any g € G
we have ¢~1(4(g)) = g and therefore ¢! is onto. To verify that
¢! is operation preserving see the answer to Exercise 15 of this
chapter.

Since ¢(K) contains ¢(e), ¢(K) # 0. Also,
#(a)((b)) " = d(a)p(b™) = p(ab™") € ¢(K).

Ty(x) = T,(y) if and only if gz = gy or = y. This shows that T} is
a one-to-one function. Let y € G. Then Ty(g~'y) =y, so that T} is
onto.

To prove that ¢ is 1-1 observe that ¢(a + bi) = ¢(c + di) implies
that a — bi = ¢ — di. From properties of complex numbers this gives
that a = c and b = d. Thus a + bi = ¢ + di. To prove ¢ is onto let
a + bi be any complex number. Then ¢(a — bi) = a + bi. To prove
that ¢ preserves addition and multiplication note that

d((a+bi)+ (c+di)) =¢((a+c)+ (b+d)i)=(a+c)— (b+d)i=
(a —bi) + (¢ — di) = ¢(a+ bi) + ¢(c + di). Also,

¢((a+bi)(c+di) = ¢((ac —bd) + (ad+ be)i) = (ac — bd) — (ad + be)i
and ¢(a + bi)p(c+ di) = (a — bi)(c — di) = (ac — bd) — (ad + bc)i.

U(20) has three elements of order 2 whereas U(24) has seven.

To prove that ¢ is 1-1 observe that ¢(a + bi) = ¢(c + di) implies
that a — bi = ¢ — di. From properties of complex numbers this gives
that a = c and b = d. Thus a + bi = ¢+ di. To prove ¢ is onto let
a + bi be any complex number. Then ¢(a — bi) = a + bi. To prove
that ¢ preserves addition and multiplication note that

¢((a+bi) + (c+di)) = p((a+c)+ (b+d)i) =(a+c)— (b+d)i =
(@ —bi) + (c —di) = p(a+ bi) + ¢(c+ di). Also,

((a+bi)(c+di) = ¢((ac — bd) + (ad + be)i) = (ac — bd) — (ad + be)i
and ¢(a + bi)¢p(c + di) = (a — bi)(c — di) = (ac — bd) — (ad + bc)i.

a 2b

Map a + bv/2 — b a4 ] . This map preserves both addition and

multiplication.

First observe the Z is a cyclic group generated by 1. By property 3
of Theorem 6.3, it suffices to show that @) is not cyclic under
addition. By way of contradiction suppose that Q@ = (p/q). But
then p/2q is a rational number that is not in (p/q).
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38. D4 has 5 elements of order 2, the quaternion group has only 1.

39. The notation itself suggests that

a

. a —b
dla+bi) = l b ]
is the appropriate isomorphism. To verify this note that

a+c —(b+d)

Blla+bi) +(ctdi)) = | oo T

a —b

b a

Also, ¢((a + bi)(c + di)) = ¢((ac — bd) + (ad + be)i) =

l(acbd) f(ad+bc))- [a —b lc d]
d c

(ad+bc)  ac—bd) b oa
o(a+ bi)op(c+ di).

40. ¢((ary... an) + (b1y..., b)) = (—a1,...,—an) = (=b1,...,—by)
implies (a1,...,a,) = (b1,...,by)) so that ¢ is 1-1. For any
(a1,...,an), we have ¢(—ay,...,—a,) = (a1,...,a,) so ¢ is onto.
gi)((al +b1,...,an + bn)) = (*(al + bl), e *(an + bn)) =
(—at,...,—ap)(=b1,...,=bp) = d((a1,...,an)) + ¢((b1,...,bn)) -
¢ reflects each point through the origin.

+ [ c —d] = ¢(a + bi) + ¢(c + di).

41. Yes, by Cayley’s Theorem.

42. (ab)? = ab? shows that the mapping is O.P. To show it is 1-1, note
that a? = b2, implies e = a?b~2 = (ab™!)? so that |ab~!| =1 or 2.
Thus, a = b. Since G is finite, 1-1 implies onto. For Z under
addition, g — 2¢ is not onto.

43. Observe that ¢4(y) = gyg~! and
d:9(y) = 2gy(29) " = zgyg~ "2~ = gyg~ ", since z € Z(G). So,
¢g = ¢zg'

44. For any x € C(a) let ¢(x) = grg~t. To verify that

grg~' € C(gag™") observe that (gzg~")(gag™") = (gag")(gzg™")
if and only if grag~—' = gaxg~! if and only if xa = ax. So, ¢ is a
function from C(a) to C(gag™!). To see that ¢ is onto we let
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45.

46.
47.

48.
49.

50.

ol.

52.

93.

54.

95.

56.

y € C(gag~!) and observe that ¢(¢ 'yg) = g(¢ yg)g~! =y and
that (¢ 'yg)a = a(g~'yg) if and only if

9(97'yg)a)g™" = gla(gyg)g " if and only if ygag—" = gag™'y if
and only if y(gag™') = (gag™!)y if and only if y € C(gag™"). This
proves that ¢ is onto. Finally

o(xy) = gryg™' = grg~'gyg™" = ¢(x)¢(y) so ¢ is an isomorphism.

1

¢g = ¢p, implies grg~! = hah™! for all . This implies

h=tgx(h~lg)~1) = z, and therefore h=1g € Z(Q).
¢y = o if and only if h~1g € Z(G).

By Exercise 45 ¢, = ¢, implies y~'z is in Z(S,) and by Exercise
66 in Chapter 5, Z(S,,) = {€}.

This follows directly from property 3 of Theorem 6.2.

Since both ¢ and v both take e to itself, H is not empty. Assume a
and b belongs to H. Then ¢(ab™!) = ¢(a)p(b~1) = ¢(a)p(b) ! =
y(a)y(b)™t = y(a)y(b~1) = y(ab~!). Thus ab~!is in H.

For any integer n, H = {g € G| 8"(g) = g} is a subgroup of G. This
is a special case of Exercise 22 where ¢ = ™ and + is the identity
automorphism.

Since ¢(e) = e = e~ !, H is not empty. Assume that a and b belong
to H. Then ¢(ab) = ¢(a)d(b) =a b~ =b"ta"! = (ab)~!, and H

is closed under multiplication. Moreover, because

d(at) = ¢(a)~! = (a=!)~! we have that H is closed under inverses.

Clearly ¢ is 1-1 and onto. Observe that ¢(ab) = (ab)™! =b"ta~!
and ¢(a) * (b)) =a~t xb~! =b"ta"!. So, ¢(ab) = d(a) * ¢(b).

Say |a| = n. Then ¢} (x) = a"za™ = z, so that ¢ is the identity.
For example, take a = Rgg in Dy. Then |¢,| = 2.

The mapping ¢(x) = (3/2)x is an isomorphism from G onto H.
Multiplication is not preserved. When G = (m) and H = (n) the
mapping ¢(z) = (n/m)z is an isomorphism from G onto H.
Observe that gf)(D) = gf)(RgoV) = ¢(R90)¢(V) = Ro7gV = D' and
¢(H) = ¢(RooD) = ¢(Rgo)$(D) = RoroD' = H.

as = (0)(157842)(36): as = (0)(18)(27)(36)(45).
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o7.
8.

99.

60.

61.

62.

63.

(RoRgoR1go Ra70)(HD'V D).

By part 2 of Theorem 6.2, n¢(1/n) = ¢(1) so that
#(1/n) = (1/n)¢p(1). Also, by Part 2 of Theorem 6.2,

¢(m/n) = me(1/n) =m(1/n)p(1) = (m/n)(1).

The mapping ¢(x) = 22 is one-to-one from Q% to Q% since a? = v?

implies a = b when both a and b are positive. Moreover,

¢(ab) = ¢(a)p(b) for all a and b. However, ¢ is not onto since there
is no rational whose square is 2. So, the image of ¢ is a proper
subgroup of Q.

The argument given in Exercise 40 shows that an isomorphic image
of @ has the form a@) where a is a nonzero rational. But a@Q = Q.

Suppose that ¢ is an automorphism of R* and a is positive. Then

6(a) = 6(v/av/a) = 6(v/a)b(v/a) = ¢(v/a)? > 0. Now suppose that

a is negative but ¢(a) = b is positive. Then by the case we just did
a= ¢ Y ¢p(a)) = ¢~ 1(b) is positive. This is a contradiction.

Consider first the cycle that begins with e. That cycle is
(e,eg,eq?,...,eg" 1) Now if x is some element of G not appearing
in the first cycle then we have the cycle (z,zg,zg?%,...,xg"1).
Continue in this fashion.

Say ¢ is an isomorphism from @ to RT and ¢ takes 1 to a. It
follows that the integer r maps to a”. Then

a=¢(1) =¢(si) = (2 +---+1)=¢(L)* and therefore

as = #(1). Thus, the rational r/s maps to a’/*. But a"/* # a™ for
any rational number r/s.
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CHAPTER 7

Cosets and Lagrange’s Theorem

10.

11.

12.

. H={a1,x, 03,04}, asH = {5, 08, a6, a7},

agH = {ag, a11, a12, a10}-

. 24/4=6

. H14+ H,2+ H. To see that there are no others notice that for any

integer n we can write n = 3¢ + r where 0 < r < 3. So,
n+H=r+3¢g+H=r+ H, where r =0,1 or 2.

b—aecH
a. 114+ H =17+ H because 17— 11 =6 is in H;
b. -1+ H =5+ H because 5 — (—1) =6 is in H;
c. T+ H # 23 + H because 23 — 7 = 16 is not in H.
.0+ (n),14+(n),....n—14+(n);n

Since 8/2 = 4, there are four cosets. Let H = {1,11}. The cosets
are H,7H,13H,19H.

. {a®)| = 3 so there are 15/3 = 5 cosets. They are (a®), a(a®), a®(a®),

a®(a®), a*{a®).

. Since |a*| = 15, there are two cosets: (a*) and a{a*).

Let F and F” be distinct reflections in Ds. Then take H = { Ry, F'}
and K = {Ro, F'}.

Let ga belong to g(H N K) where a is in H N K. Then by definition
ga isin gH NgK. Now let x € gH N gK. Then x = gh for some

h € H and = = gk for some k € K. Cancellation then gives h = k.
Thus z € g(H N K).

By Lagrange’s Theorem |H| = 5,31 or 155. But |H| = 5 implies
that all non-identity elements in H have order 5 and |H| = 31
implies that all non-identity elements in H have order 31.
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13.

14.

15.

16.

17.

18.

19.

20.
21.

22.

23.

24.

25.

Suppose that h € H and h < 0. Then hR™ C hH = H. But hR™" is
the set of all negative real numbers. Thus H = R*.

The coset containing c 4 di is the circle with center at the origin

and radius v/ cZ + d2.

By Lagrange’s Theorem the possible orders are 1, 2, 3, 4, 5, 6, 10,
12, 15, 20, 30, 60.

84 or 210.

By Lagrange’s Theorem, the only possible orders for the subgroups
are 1, p and g. By Corollary 3 of Lagrange’s Theorem, groups of
prime order are cyclic. The subgroup of order 1 is (e).

Note that ¢(n) = |U(n)| then use Corollary 4 of Lagrange’s
Theorem and mimic the proof of Corollary 5 of Lagrange’s
Theorem.

By Exercise 18 we have 5% mod 7 = 1. So, using mod 7 we have
519 =56.50.52.5=1-1-4-5=6; 7* mod 11 = 2.

Note that n — 1 € U(n) and has order 2.

By Corollary 4 of Theorem 7.1 g" = e. Then since we know that |g|
is a common divisor of both m and n. So, |g| = 1.

Since |H N K| must divide 12 and 35, |[H N K| = 1.

By closure (234)(12) = (1342) belongs to H so that |H]| is divisible
by 3 and 4 and divides 24. But if |H| = 12 then the even
permutations in H would be a subgroup of A4 of order 6, which is
does not exist (see Example 5).

Let h be any element in H. By assumption there is a k € K so that
ah = bk. From aH C bK we have that b 1aH C K. In particular,
b='a =b"lae € K. Since K is a group we have that
a~'b=(b"ta)"' € K. Then h = o~ 'bk € K.

Since G has odd order, no element can have order 2. Thus, for each
x # e, we know that x # 1. So, we can write the product of all

elements in the form ealaflagagl ceeapat

n =€
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26.

27.

28.

29.

30.

31.

32.

33.

34.

First suppose G is infinite. If € G and |z| = oo, then (2?)
contradicts the hypothesis. So we may assume all elements have
finite order. Then (z) contradicts the hypothesis for any x # e.
Next assume G is finite and e # € G. Then (z) = G (otherwise
(x) is nontrivial and proper). Now use Theorem 4.3.

Let H be the subgroup of order p and K be the subgroup of order
q. Then H U K has p+ q — 1 < pq elements. Let a be any element
in G that is not in H U K. By Lagrange’s Theorem, |a| = p, g, or
pq. But |a| # p, for if so, then (a) = H. Similarly, |a| # q.

Let e # g € G. Then |g| =5 or 25. If |g| = 25 for some g, then G is
cyclic. If there is no such g, then |g| = 1 or 5 for all g.

The possible orders are 1, 3, 11, 33. If |z| = 33, then |z'!| = 3 so we
may assume that there is no element of order 33. By the Corollary
of Theorem 4.4, the number of elements of order 11 is a multiple of
10 so they account for 0, 10, 20, or 30 elements of the group. The
identity accounts for one more. So, at most we have accounted for
31 elements. By Corollary 2 of Lagrange’s Theorem, the elements
unaccounted for have order 3.

Let e £ g € G. If |g| =8, \g4| =2. If |g| =4, |¢*| = 2.

No. By Lagrange’s Theorem, the elements of a group of order 55
must have orders 1, 5, 11, or 55. By Theorem 4.4 a cyclic group of
order 55 cannot have exactly 20 elements of order 11. So, a group
with exactly 20 elements of order 11 must have exactly 34 elements
of order 5. This contradicts the Corollary to Theorem 4.4.

For any positive integer n let w, = cos (%’r) + ¢ sin (%’T) The finite
subgroups of C* are those of the form (w,). To verify this, let H
denote any finite subgroup of C* of order n. Then every element of
H is a solution to " = 1. But the solution set of 2" =1 in C* is

{wn)-

Observe that |G : H| = |G|/|H]|, |G : K| = |G|/|K]|,
|K : H| = |K|/|H]|. So, |G: K||K : Hl =|G|/|H| = |G : H|.

2520
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35.

36.

37.

38.

39.

40.

41.

42.

Since the reflections in a dihedral group have order 2, the
generators of the subgroups of orders 12 and 20 must be rotations.
The smallest rotation subgroup of a dihedral group that contains
rotations of orders 12 and 20 must have order divisible by 12 and
20 and therefore must be a multiple of 60. So, Dgg is the smallest
such dihedral group.

If some element does not have prime-power order, then by
Lagrange’s theorem it must have order 10, 20, 50 or 100. But in
each of the last three cases Theorem 4.4 guarantees the existence of
an element of order 10.

Let a have order 3 and b be an element of order 3 not in (a). Then
{a)(b) = {a'b’| i = 0,1,2, j =0,1,2} is a subgroup of G of order 9.
Now use Lagrange’s Theorem.

Suppose that |G| = pm where p is prime and |Z(G)| = m. Let

a € G, but a ¢ Z(G). Since C(a) contains both a and Z(G) we
know that m is proper divisor of |C(a)| and |C(a)| divides pm. It
follows that C'(a) = G and a € Z(G).

In D3, let H={Ry, F}, and a = b = Ryg. Then

Rio0H = {R120, F'}, HR120 = {R120, F"}, and

Ri20H N HRy20 = {Ri120}. (See the Cayley Table for D3 on the
inside back cover.)

Suppose G is a group of order 63. Let a be any non-identity
element in G. By Lagrange’s Theorem, |a| = 63,21,9,7, or 3. If

la| = 3, we are done. If |a| = 63, then |a?!| = 3; if |a| = 21, then
la”| = 3; and if |a| = 9, then |a3| = 3. So, if any of these cases occur
we are done. Thus we may assume that all 62 non-identity elements
in G have order 7. But by the Corollary to Theorem 4.4, the
number of elements of order 7 must be a multiple of 6.

Let a € G and |a| = 5. Then by Theorem 7.2 we know that the set
(a)H has exactly 5 |H|/|{a) N H| elements and |(a) N H| divides
|{(a)| = 5. It follows that |(a) N H| =5 and therefore (a) N H = (a).

Suppose the a* = bv*. By the Corollary to Theorem 0.2 there are
integers s and t such that 1 = ns + kt. Then by Corollary 4 of
Lagrange’s Theorem we have

a = g"stht — (an)s(ak)t — (akz)t —_ (bn)s(bk)t — pnstht — . To prove
that the mapping is an automorphism when the group is also
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43.

44.

45.

46.

47.

48.

49.

50.

Abelian note that by Exercise 10 of Chapter 5 a 1-1 mapping from
a finite set to itself is onto. Lastly, observe that (ab)* = a*b*.

Certainly, a € orbg(a). Now suppose ¢ € orbg(a) Norbg(b). Then
c= a( ) and c=pB(b) for some « and 3, and therefore

(Bta)(a) = (a( )) = B71(c) = b. So, if z € orbg(b), then
x=(b) = ( la)(a)) = ( B~ ta)(a). This proves

orbg(b) C orbg(a). By symmetry, orbg(a) C orbg(b).

Since reflections have order 2 the subgroup must consist entirely of
rotations and the subgroup of all rotations is cyclic.

a. stab(1) = {(1), (24)(56)}; orbe(1) = {1,2,3,4}
b. stabg(3) = {(1), (24)(56)}; orbe(3) = {3,4,1,2)
c. stabg(5) = {(1), (12)(34), (13)(24), (14)(23)}; orba(5) = {5, 6}

Let |G| = 12 and let a € G be a nonidentity element. By
Lagrange’s Theorem, |a| = 12,6,4,3, or 2. If |a| = 12, then |a%| = 2.
Similarly, if a has order 6 or 4 then there is an element of order 2.
So, we may assume that all 11 nonidentity elements have order 3.
But elements of order 3 come in pairs (if |a| = 3, then |a?| = 3).
Since this is a contradiction, one of the earlier cases must occur.

Consider the mapping from G to G defined by ¢(z) = z?. To prove
that it is one-to-one assume that 22 = y? and let |G| = 2k + 1.
Then o = ze = ga?itl = g26+2 = (g2)b+1 = (y2)h+1 = o242 =
yy** 1 = ye = . By Exercise 12 of Chapter 5, ¢ is also onto.

It follows from Lagrange’s Theorem that |H N K| =1 or ¢. Since
|K| = qr and |G : H| = r, there must be distinct elements k; and ko
in K such that kyH = koH. Thus ky 'kiH = H and

ky'ky € HNK. So, |[HN K| # 1.

By Corollary 3 of Lagrange’s Theorem a group of order 5 is cyclic.
Suppose G is a group with distinct subgroups (a) and (b) of order
5. Because 5 is prime, the identity is the only element common to
the two subgroups groups. This implies that the 25 elements of the
form a'b’ where i,j € {0,1,2,3,4} are distinct.

Observe that |orba,(5)| = 5. Now use the Orbit-Stabilizer Theorem
to show that |stabg, (5)] = 12. Note that the same argument
applies to stab g, (7) for ¢ = 1,2,3, and 4.
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ol.

92.

93.

54.

95.

Suppose that H is a subgroup of As of order 30. We claim that H
contains all 20 elements of A5 that have order 3. To verify this
assume that there is some « in As of order 3 that is not in H.
Then As = H U aH. It follows that o?H = H or a® = aH. Since
the latter implies that o € H, we have that o> H = H, which
implies that a? € H. But then (a) = (a?) C H, which is a
contradiction of our assumption that « is not in H. The same
argument shows that H must contain all 24 elements of order 5.
Since |H| = 30 we have a contradiction.

Suppose that H is a subgroup of As of order 20. We claim that H
contains all 24 elements of A5 that have order 5. To verify this
assume that there is some « in As of order 5 that is not in H.
Then As = HU aH U o?H. To see that the coset o>H is not the
same as H note that o?H = H implies that (a?) C H and

(a) = (a?).) Moreover, a®H is not the same as aH for then o € H.
It follows that o®H is equal to one of the cosets H, oH or o’H. If
o®H = H then o® € H and therefore (o) = (®) C H, which
contradicts the assumption that a is not in H. If a>H = aH then
o? € H and therefore () = (o) C H, which contradicts the
assumption that « is not in H. If o H = o?H then o € H which
contradicts the assumption that « is not in H. The same argument
shows that H must contain all 24 elements of order 5. Since

|H| = 20 we have a contradiction. An analogous argument shows
that As has no subgroup of order 15.

Observe that a(a;) = a1, o(a;) = aito,..., o¥(a;) = a; where
all subscripts are taken mod k.

Since e is in H, K is not empty. Note that every element of K can
be written in the from a’h where i = 0 or 1 and h € H. To verify
that the One-Step Subgroup test is fulfilled observe that
aihl(ajhg)*l where ¢ and j are 0 or 1 and h; and hy are in H can
be written in the form aihlhgla_j = ai(hlhgl)a_j = "I hg for
some hz € H. Since i —j = —1,0 ,or 1 and a=! = a, a’hy(a’hy)~!
is in K. In the general case, K = HUaH Ua’?HU---Ua* 'H is a
subgroup.

Suppose that H is a subgroup of S5 of order 60. An argument
analogous to that given in Exercise 51 in this chapter shows that H
must contain all 24 elements in S5 of order 5 and all 20 elements in
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56.

o7.

28.
99.

60.

61.

62.

S5 of order 3. Since these 44 elements are also in A5 we know that
|As N H| divides 60 and is greater than 30. So, H = As.

If |Z(A4)] > 1, then A4 would have an element of order 2 or order 3
that commutes with every element. But any subgroup generated by
an element of order 2 and an element of order 3 that commute has

order 6. This contradicts the fact shown in Example 5 that A4 has

no subgroup of order 6.

Suppose that B € G and det B = 2. Then det (A~!B) = 1, so that
A~'B € H and therefore B € AH. Conversely, for any Ah € AH
we have det Ah = (det A)(det h) =2-1=2.

The circle passing through @, with center at P.

It is the set of all permutations that carry face 2 to face 1.

{Ro, H}; {Ro, D'}; {Ro, H}

{Ro}; {Ro}s {Ro}-

If aH = bH, then b='a € H. So det (b~'a) = (det b~!)(det a) =
(det b=1)(det a) = (det b)~'(det a) = 1. Thus det a = det b.

Conversely, we can read this argument backwards to get that det a
= det b implies aH = bH.

a 12 b 24 ¢ 60 d 60
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63. To prove that the set is closed note that a3? = (13) = 52a3,
a?3? = (14)(23) = p%a?, and o3p% = (24) = f%a.

64. The order of the symmetry group would have to be 6 - 20 = 120.

65. Since the order of GG is divisible by both 10 and 25 it must be
divisible by 50. But the only number less than 100 that is divisible
by 50 is 50.
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CHAPTER 8

External Direct Products

1. Closure and associativity in the product follows from the closure
and associativity in each component. The identity in the product is
the n-tuple with the identity in each component. The inverse of

(917927 o 7gn) is (gl_lug2_17 v )grzl)'

2. Every nonidentity element in the group has order 2. Each of these
generates a distinct subgroup of order 2.

3. The mapping ¢(g) = (g, ex) is an isomorphism from G to
G @ {ey}. To verify that ¢ is one-to-one, we note that ¢(g) = ¢(g')
implies (g,er) = (¢', e) which means that g = ¢’. The element
(9,em) € G® {ey} is the image of ¢g. Finally, ¢((g,em)(¢',en)) =
¢((99' enen)) = ¢((99'.en)) = 99" = ¢((g9,em))d((¢'sem)). A
similar argument shows that ¢(h) = (eg, h) is an isomorphism from
H onto {eq} ® H.

4. (g,h)(¢g',h') = (¢',h)(g, h) for all g,¢’, h,h" if and only if g¢' = ¢'g
and hh/ = h'h, that is, if and only if G and H are Abelian. A
corresponding statement holds for the external direct product of
any number of groups.

5. To show that Z @ Z is not cyclic note that (a,b+ 1) & ((a,b)).
6. Zg ® Zy contains elements of order 8, while Z;, & Z4 does not.

7. Define a mapping from G @ G5 to G2 ® G1 by ¢(g1,92) = (92,91)-
To verify that ¢ is one-to-one, we note that ¢((g1,92)) = ¢((91,95))
implies (g2, 91) = (g4, ¢}). From this we obtain that g1 = ¢} and
g2 = g5. The element (g2, g1) is the image on (g1, g2) so ¢ is onto.
Finally, ¢((g1,92)(91, 92)) = ¢((9191, 9295)) = (9293, 9191) =

(92, 91)(92: 91) = ¢((91, 92))9((91, 93))- In general, the external
direct product of any number of groups is isomorphic to the

external direct product of any rearrangement of those groups.
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8.

10.

11.

12.

13.

14.

15.

16.

No, Z3 @ Zg does not have an element of order 27. See also
Theorem 8.2.

. Yes, By Theorem 8.2.

Zy has 6 elements of order 9 (the members of U(9)). Any of these
together with any element of Z3 gives an ordered pair whose order
is 9. So Z3 & Zg has 18 elements of order 9.

In both Z4 ® Z4 and Zggpo000 D Z400000, |(a, b)| = 4 if and only if
la| =4 and |b| = 1,2 or 4 or if |b] =4 and |a| =1 or 2 (we have
already counted the case that |a| = 4). For the first case, we have
®(4) = 2 choices for a and ¢(4) = ¢(2) + ¢(1) = 4 choices for b to
give us 8 in all. For the second case, we have ¢(4) = 2 choices for b
and ¢(2) + ¢(1) = 2 choices for b. This gives us a total of 12.

In the general case observe that by Theorem 4.4 that as long as d
divides n the number of elements of order d in a cyclic group
depends only on d.

Zh9, Zg D Zo, Dg, Ay. The first two are Abelian and the second two
are not. Zyo is cyclic and Zg & Z5 is not. Dg has an element of
order 6 and A4 does not.

Z,s and Z, & Zy.

The group of rotations is Abelian and a group of order 2 is Abelian;
now use Exercise 4.

Define a mapping ¢ from C to R ® R by ¢(a + bi) = (a,b). To
verify that ¢ is one-to-one note that ¢(a + bi) = ¢(a’ + b'i) implies
that (a,b) = (a/,V'). So, a = a’ and b =" and therefore

a+bi =a +b'i. The element (a,b) in R @ R is the image of a + bi
so ¢ is onto. Finally,

d((a+bi)+ (a +Vi) =¢((a+d)+ (b+V)i)=(a+d,b+ V)=
(a,b) + (a',b') = ¢(a+ bi) + ¢p(a’ + V'1).

Let o : G1 — Go and 8 : H;y — Hs be isomorphisms. Then
v:G1® Hy — G2 @ Hy given by 7((g1, 1)) = (a(g1), B(h1)) is an
isomorphism. A corresponding statement holds for the external
direct product of any number of groups.
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17.

18.
19.
20.
21.

22.
23.

24.

25.

By Exercise 3 in this chapter G is isomorphic to G @ {ey} and H is
isomorphic to {eg} @ H. Since subgroups of cyclic groups are
cyclic, we know that G @ {ey} and {eg} @ H are cyclic. In general,
if the external direct product of any number of groups is cyclic,
each of the factors is cyclic.

(10) & (10); (20) & (5).

(m/r) @ (n/s).
Observe that Zg @ Zy = Zy ® Zg =~ (3) @ (2).

Since ((g,h)) C (g) ® (h), a necessary and sufficient condition for
equality s that lm(|gl, [h]) = (g, 1)] = [{g) ® ()| = |gl|h]. This is
equivalent to ged(|g], |h|) = 1.

48; 6

|(a,b,c)| = lem{]al, |b], |c|} = 3, unless a = b = ¢ = e. In general,
the order of every nonidentity element of Z, ® Z, ® --- ® Z,, where
p is prime, is p.

Observe that |(a,b)| = 2 if and only if |a| =1 or 2 and |b| =1 or 2
but not both |a| =1 and [b| = 1. So, there are
(m+2)(n+1)—1=mn+m+ 2n+ 1 elements of order 2.

Define a mapping ¢ from M to N by ¢ (l Z 2 ]) = (a,b,c,d).

To verify that ¢ is one-to-one we note that

o T esca-won

Thusa=a',b=10V,c= ¢, and d = d’'. This proves that ¢ is

one-to-one. The element (a,b,c,d) is the image of Z S0 ¢ is

a b

onto. Finally, ¢ ([ d

o

a+a b4V

¢<l c+cd d+d

=(a+d,b+V,c+,d+d)=
a b

(a,b,c,d)—i-(a',b’,c’,d’):ng([C d >+¢< CCL/ ZI‘|>

Let R¥ denote R®R @ --- @ R (k factors). Then the group of
m X n matrices under addition is isomorphic to R™".
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26.

27.

28.
29.
30.

31.
32.
33.
34.

35.
36.
37.

38.
39.

Dg. Since S3 @ Z5 is non-Abelian, it must be isomorphic to A4 or
Dg. But S3 @ Z5 contains an element of order 6 and A4 does not.

Since (g, g)(h,h)~' = (gh~!,gh™"), H is a subgroup. When
G =R, G @ G is the plane and H is the line y = x.

{(0,0), (2, 1)}
(3,0)); {3, 1)), ((3,2)), ((0,1))
)

(1,0)), ((1,1)), {(1,2)), ((1,3)), ((0,1)), (2, 1)),
(0,0),(2,0),(0,2),(2,2)}

|(1,1)] = lem{30,20} = 60.
lem(6,10,15) = 30; lem(ng,na,...,ng).
((1,1,1)),((5,1,1)),((1,3,1))

In general, if m and n are even, then Z,, @ Z,, has exactly 3
elements of order 2. For if |(a,b)| = 2, then |a| =1 or 2 and || =1
or 2 but not both a and b have order 1. Since any cycle group of
even order has exactly 1 element of order 2 and 1 of order 1 there
are only 3 choices for (a,b).

(400) & (50) = {0,400} & {0, 50, 100, 150}
(4) ®(0) ® (5)

In R*®R* (1,-1), (—1,1) and (—1, —1) have order 2 whereas in
C* the only element of order 2 is —1. But isomorphisms preserve
order.

Zg@Zg

Define the mapping from G to Z @& Z by ¢(3"6") = (m,n). To
verify that ¢ is one-to-one note that ¢(36") = ¢(3°6") implies that
(m,n) = (s,t), which in turn implies that m = s and n = ¢. So,
3m6™ = 3%6'. The element (m,n) is the image of 36" so ¢ is onto.
Finally, ¢((3™6")(3%6")) = ¢(3"T56" 1) = (m + s,n+t) =

(m,n) + (s,t) = ¢(3™6™)p(3°6") shows that ¢ is operation
preserving.

When G = {3™9"| m,n € Z} the correspondence from G to Z & Z
given by ¢(3™9™) = (m,n) is not well-defined since

$(329%) # ¢(3°9") and 3290 = 9 = 3091,
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40.
41.
42.

43.

44.

45.

46.

47.

48.
49.
50.
ol.

52.
93.

o4.

la;| = oo for some 1.
D3 & Dy has 10 elements of order 6 whereas D15 @ Z5 has only 4.
4

U(35) ~ U(5) @ U(7) ~ Ux(35) x Us(35) =
{1,8,22,29} x {1,6,11,16,26,31}.

Observe that U(40) O Zg ~ U(S) @ U(5) DL LoD LoD Ly D Zg
and U(72) @ Zys~U9)@UB) @ Zs = Z B Zs ® Z2 ® Zy so they
are isomorphic.

C* has only one element of order 2 whereas Zs @ Zs has three
elements of order 2.

If exactly one n; is even then x is the unique element of order 2.
Otherwise z is the identity.

Each cyclic subgroup of order 6 has two elements of order 6. So,
the 24 elements of order 6 yield 12 cyclic subgroups of order 6. In
general, if a group has 2n elements of order 6 it has n cyclic
subgroups of order 6. (Recall from the Corollary of Theorem 4.4 if

a group has a finite number of elements of order 6 the number is
divisible by ¢(6) = 2).

Use the observation that (h, k)" = (h™, k™).
Aut(U(25)) ~ Aut(Zy) ~ U(20) ~ U(4) @ U(5) = Zo ® Z4.
S3

In each position we must have an element of order 1 or 2 except for
the case that every position has the identity. So, there are 2% — 1
choices. For the second question, we must use the identity in every
position for which the order of the group is odd. So, there are

2t — 1 elements of order 2 where ¢ is the number of ny,no,...,ns
that are even.

210D L120D Ze = LoD Ls D Z12® Ze = LoD Zeo D Ze =~ Zeo D Le D L.

No. Z1g ® Z12 ® Zg has 7 elements of order 2 whereas
Z15 ® Z4 ® Z12 has only 3.

z — (xr mod 4,z mod 3).
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95.

56.

o7.

58.

99.

60.

61.

Using the fact that an isomorphism from Z9 is determined by the
image of 1 and the fact that a generator must map to a generator,
we determine that there are 4 isomorphisms.

Since ¢(2,3) = 2 we have 8¢(2,3) = 16 = 1. So,

Since (2,0) has order 2, it must map to an element in Z15 of order
2. The only such element in Zj5 is 6. The isomorphism defined by
(1,1)x — 5z with x = 6 takes (2,0) to 6. Since (1,0) has order 4, it
must map to an element in Zq5 of order 4. The only such elements
in Z12 is 3 and 9. The first case occurs for the isomorphism defined
by (1,1)xz — 7z with x = 9 (recall (1,1) is a generator of Z, ® Z3);
the second case occurs for the isomorphism defined by (1,1)x — 5z
with £ = 9.

First observe that any non-identity element in Z5 @ Z5 has order 5
and any two subgroups of order 5 overlap in only the identity. Thus
(a1) where a; is any non-identity element in Z5 & Z5 has order 5. A
second subgroup of order 5 is (ag) where ag is any element not in
(a1). A third subgroup of order 5 is (a3) where a3 is any element
not in (a1) or (az). Continuing this way until we reach (ag) we have
used all 25 elements in Zs & Z5.

Since a € Z,, and b € Z,, we know that |a| divides m and |b]
divides n. So, |(a,b)| = lem(|a|, |b]) divides lem(m,n).

Map az? + bz + ¢ to (a,b,c). In general,
{an_12" t+ - +aol an_1,...,a0 € Zp} under addition modulo m
is isomorphic to Z,, @ - -- @ Z,, (n copies).

Up to isomorphism, Z is the only infinite cyclic group and it has 1
and —1 as its only generators. The number of generators of Z,, is
|U(m)| so we must determine those m such that |U(m)| = 2. First
consider the case where m = p”, where p is a prime. Then the
number of generators is p"~!(p — 1). So, if p > 3 we will have more
than 2 generators. When p = 3 we must have n = 1. Finally,
|U(2")] = 2! = 2 only when n = 2. This gives us Z3 and Zy.
When m = pips - - - pr, where the p’s are distinct primes we have
|U(m)| = U (p)||U(p2)|---|U(pk))|- As before no prime can be
greater than 3. So, the only case is m =2-3 = 6.
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62.

63.

64.
65.
66.
67.

68.
69.

70.
71.

72.

73.

74.

75.

76.

Identify A with (0,0), T with (1,1), G with (1,0) and C with (0,1).
Then a string of length n of the four bases is represented by a
string of Os and 1s of length 2n and the complementary string of
aias...ao, is ajas ... as, + 11... 1.

Each subgroup of order p consists of the identity and p — 1 elements
of order p. So, we count the number of elements of order p and
divide by p — 1. In Z, ® Z, every nonidentity element has order p
so there are (p?> —1)/(p — 1) = p + 1 subgroups of order p.

Z P Ds.
U(165) ~U(11) & U(3) DUB) ~ Z1g® Zy @ Zy.

U(165) ~ U(15) @ U(11) =~ U(5) & U(33) ~ U(3) ® U(55) ~
UB)aU((B)®U(11).

Use the fact that Aut(Zy) =~ U(20) = U(4) @ U(5) =~ Zy @ Zy.

We use the fact that Aut(Z7o9) =~ U(720) ~ Zo & Zy & Zg & Zy. In
order for (a,b,c,d) to have order 6 we must have |¢| = 6 and a, b,
and d have orders 1 or 2. So we have 2 choices for each of a, b, c,
and d. This gives 16 in all.

Use the fact that U(27) ~ Z;s.

U(900) ~ Zy @ Zg @ Zap so the element of largest order is the
lem(2, 6, 20) = 60.

Up™) @ U(q") = Zym_pym-1 © Zgn_gn—1 and both of these groups
have even order. Now use Theorem 8.2.

Observe that U(55) = U(5) @ U(11) = Z4 & Zy1p and U(75) ~
U(3)€BU(25) R LD Loy LoD L DLy L1gD Ly~ Zy D L.

U(144) =~ U(16) @ U(9) = Zo ® Z4 ® Zs;
U140) ~ U(4) @ U(5) ® U(T) ~ Zo ® Z4 & Ze.

By the Finite Subgroup Test, the set is closed since a?b? = (ab)?.
The set is proper because 12 = (n — 1)2.

Since U(55) ~ Z4 ® Z10, 220 = 1 for all z in U(55). Thus, a® = b3
implies (a®)” = (b3)7 or a = b. So, all cubes in U(55) are distinct.
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e

78.

79.

80.

81.

82.
83.

84.

85.

86.

87.

88.
89.

We need to find relatively prime m and n so that both |U(m)| and
|U(n)| are divisible by 5. Since for every odd prime p we have
\U(P*)| = p*~1(p — 1), we can choose m = 52 and n = 11. Then
U(mn) =U(275) =~ U(25) ® U(11) = Zyg & Z19, which contains
(4@ (2) ~ Zs © Zs.

U100(700)
This is the same argument as in Exercise 77 with 5 replaced by 3.

So,m=9and n =7 gives us U(63) ~ U(9) @ U(7) = Zs & Zs,
which contains (2) @ (2) ~ Z3 & Zs.

Observe that

Zo® Zy® Zogm~ Zu® Zo® Zo ~ Zy & Zag ~ U(5) @ U(27) ~ U(135).
Since U(pq) = U(p) @ U(q) =~ Zp—1 & Z,—1 if follows that k =
lem(p— 1,9 — 1).

Um(n) is a subgroup of Uy (n).

In the first case there are 2¥ — 1; in the second case there are
2k+2 —1.

1 1

Observe that neither p™ — p"™~
for any prime p.

= 14 nor p" — p"~ " =T is possible

We need a prime-power p* so that p*~1(p — 1) is divisible by 14.
Obviously, 72 is one choice.

Suppose U(m) ~ Z; & Z4 and write m = 2'n where n is odd. Then
U(m) =~ U(2%) @ U(n). Since U(2') =~ Zy @ Zyi—2 for t > 3, we have
t < 4. Let p be a prime such that pf|n but p**! Jn. Then U(n)
contains an element of order pF — p*~1. Thus pF — p#~! divides 4.
This implies that p¥ =3 or 5 and m = 2¢ -3, 2t - 3. 5 where ¢ < 4.
But none of these yields Z, & Z4.

We need p* and ¢!, where p and ¢ are distinct primes and both
p*~1(p—1) and ¢'~!(¢ — 1) to be divisible by 4. One such choice is
p=>5and ¢ =13. The U(65) =~ U(5) ® U(13) = Z4 ® Z12, which
contains (1) @ (3) =~ Z4 @ Z4.

None. Step 3 of the Sender part of the algorithm fails.

Since 5-29 = 1 mod 36, we have that s = 29. So, we need to
compute 3429 mod 2701. The result is 1415, which converts to NO.
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SUPPLEMENTARY EXERCISES FOR CHAPTERS 5-8

. Consider the finite and infinite cases separately. In the finite case,
note that |H| = |¢(H)|. Now use Theorem 4.3. For the infinite
case, use Exercise 2 of Chapter 6.

. See Theorem 6.2, part 3.
. Observe that ¢(a~ 'y 'ay) = (¢(2)) " (¢(y)) " (¢(2))(6(y)), s0 &

carries the generators of G to the generators of G'.

. When K is characteristic, and automorphism of G is an
automorphism of K, which in turn, is an automorphism of N when
N is characteristic.

. All nonidentity elements of G and H have order 3. Since G is
Abelian and H is non-Abelian, G % H.

. Suppose HK is a group and x € HK. Then 2! € HK so we may
write 7! = hk where h € H and k € K. Then

r=@ H =0kt =kh e KH.

Thus HK C KH. Now suppose x € KH, say x = kh. Then
z~!=h"1k~! € HK. But then 2 € HK also.
Next suppose HK = KH and let x,y € HK. Say © = hk and
y = h'k'. Then

ry = hkh'k' = h(kh)K' = h(K"K")K' = hh"K"K € HK.
(Remember that HK = KH does not mean kh' = h'k.) Also,

et = (hk) ' = kW =k € HK.

. Let a and b be distinct nonidentity elements in G of order 2. Let
H, = {e,a,b,ab}. Note that H; is a subgroup of G and the product
of all its elements is e. If H; = G, we are done. If not, then let ¢ be
an element of G not in Hy. Then Hs = H; U cH; is a subgroup of
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10.

11.

12.

13.

G and the product of all the elements in Hy is ¢! =e. If Hy = G,
we are done. If not, then let d be an element of G not in Hy. Then
Hs = Hs UdH> is a subgroup of G and the product of all the
elements in H3 is d® = e. Continuing in this way finishes the proof.

Dy @ Z3 has an element of order 12 but S; does not.

. Let = and y belong to H. Then x = a’z; and y = a/ 2o where

0<i,7 <4 and z and 29 are in Z(G). So,
zy ' =d'zi(al20) " = a" I 2125t where i — j € {0,1,2,3} and
21250 € Z(G). In the general case

H=2Z(G)UaZ(G)Ua?Z(G)U---Ua*"1Z(G) is a subgroup of G.

Observe that the exponent of a finite group is the least common
multiple of the order of all the elements of the group.

For U(n) to have exponent 2 every nonidentity element must have
order 2. If a prime p divides n and p > 3, then U(n) has an element
of order p — 1 so the only primes that can divide n are 2 and 3.
Since U(3™) has an element of order 3™~!, 32 cannot divide n.
Since U(2™) has an element of order 2”~2 when m > 3 and U(2) is
the identity we know the only possible powers of 2 that can divide
n are 2, 4 and 8. Thus, we have shown that n must have the form
3%2% where s =0 or 1 and t = 0,1,2, or 3. This gives us
n=1,2,4,8,3,6,12, or 24. But U(1) and U(2) have exponent 1 so
we are left with U(n), where n = 4,8,3,6,12,24.

H N K is a subgroup of both H and K so |H N K| divides |H| and
|K|. Thus |[H N K| =1.

Observe that

a+bi:\/a2—|—b2<

+ a b
to R™ and WL + WY
expressed in the desired form.

a b
+ i | and va? + b? belongs
Va2 +b> Va2 + b2 ) &
i € T. So every element can be

Now suppose that 7127 = roz9, where 71 and 7o belong to R™ and
z1 and zo belong to T'. Then rlrgl = Zszl € T. Since T is the
unit circle in the complex plane, the only real numbers in T" are 1
and —1. Then, because r175 Lis real and 71 and ro are positive, we
have 7’17“2_1 = 1 and therefore r1 = r9 and 21 = 29.
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14.

15.

16.

17.

18.

19.

20.

21.
22.

23.

24.

Suppose ¢ : R* — Q* is an isomorphism. Let r € R* be such that
¢(r) = 2. Then

2 =¢(r) = p(Ir/rr) = (d(Ir))".
But there is no rational number whose cube is 2.

Suppose ¢ : @ — R is an isomorphism. Let ¢(1) = xg. By property
2 of Theorem 6.2, for any nonzero integer b, we have

zo = ¢(by) = bo(3) so that ¢(3) = 320. Also,

P(%) = ag(}) = azzo = $x0. So, if z¢ is irrational, then 1 is not in
the image and if g is rational the v/2 is not in the image.

In R under addition every nonzero element has infinite order. In
R* under multiplication —1 has order 2.

In @, the equation 2x = a has a solution for all a. The
corresponding equation 22 = b in Q* does not have a solution for
b=2.

Since G is non-Abelian, zy # yx. Cancellation shows zy # e, =, 2,

or Y.

Suppose 2P~2 = 1. Since |U(p)| = p — 1, we have that 2P~! =1 for
all x € U(p). So, cancellation, x = 1.

(91,n91)(g2,n92) " = (91,n91)(—g2, —n(g2))

= (91 —92,n(91 —g2)) € H.
H is the line y = nx in the real plane.

(3) @ (4).
Fix (ai,...,ay). Then
(1, ymp)(at, .. an) = (a1, .o an) (@1, ..o 2p)

if and only if for i = 1,...,n we have x;a; = a;z; for all z; in G;.
That is, if and only if a; € Z(G;) fori=1,...,n.

218, Lo ® 43 @ Z3, Do, D3 & Z3. To see that these are not
isomorphic note that Zig is cyclic and the others are not,
Zy @ Z3 @ Z3 is Abelian and the last two are not, Dg has an
element of order 9 and D3 & Z3 does not.

12
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38.
39.
40.
41.

42.

Say a = ajas---a, and B = biby...b,,, where the a’s and b’s are
cycles. Then af~! = ajas---a,b,t--- b1_1 is expressed as a product
of a finite number of cycles.

Elements of Z(G)H have the form zh where z € Z(G) and h € H.
Observe that (z1h1)(z2h2) = z120h1he € Z(G)H and
(zh)"t=h"17t =271t € Z(@).

D11 & Z3 has 11 elements of order 2 whereas D3 @ Z11 has only 3.
Count elements of order 2.

D33 has 33 elements of order 2 whereas D3 @ Z11 has only 3.

See Exercises 25-27.

If [Inn(G)| = 1, then for all a in G, * = ¢y(x) = axa™?, so that
xa = ax. Conversely, if G is Abelian, ¢, is the identity.

Observe that U(1000) ~ U(8) & U(125) ~ Z4 & Z100 and use
Theorem 8.1.

Us0(450) ~ U(9) ~ Zg

{(0,0,0),(10,0,0), (0,0, 30), (10,0,30) }

(4,10)

Z4 ® Z15 has an element of order 4 whereas Zg @ Z1¢ does not.
D12 has 13 elements of order 2 whereas Z3 & D, has only 5.

A pyramid with a regular pentagonal base.

20; (8,7,(3251))

H is not closed.

Let H = {x € Z,;» ® Z,2| «” = (0,0)}. Then |H| = p? and every
nonidentity element of (Z,2 © Z,2)/H has order p.

It suffices to show that o(i1ia...ix) = (0(i1)o(i2)...o(ix))o.
Obviously, we need only check that o(iiz...7x) and
(0(i1)o(i2) ...o(ix))o agree on all i;. Observe that

(O’(ilig . lk)(lj) = U(ij+1) while

(((i1)o(i2) ... o(ik))o)(ij) = o(ij1). (When j =k, we use 1
instead j + 1).
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43.
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45.

46.
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48.
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ol.

92.

93.

o4.

(12)(34)(56789).

For the matrix form see the rows in the Cayley table for Dg in
Chapter 1 headed by Rgg and 7. In cycle form,

Too = (Ro, Roo, Riso, Raro)(H, D', V, D); Ty =

(Ro, H)(Rgo, D)(R1s0,V)(Ra70, D").

There are 7!/6 elements that are 6-cycles. There are
(7-6-5/3")(4-3)/2 disjoint cycles of the form (ajasas)(asas) and
(7-6-5/3)(4-3)/2(2-1)/2 disjoint cycles of the form
(araga3)(aqas)(agar). This makes 1260 in all.

S3 @ Sy has an element of order 12 but Sg does not.

Since |3%| = 15, we know that |3| = 15 or 30. But Ag has no
element of order 30, so || = 15. Then
B = B¢ = (8%)?® = (17395)(286)

(2,5)+ H = {(2+ z,3x + 5|z € R}. Notice the second coordinate is
triple the first minus 1. Thus they satisfy the equation y = 3z — 1.

Say the points in H lie on the line y = max. Then
(a,b) + H={(a+z,b+mz) | v € R}. This set is the line
y—b=m(x—a).

Certainly every member of ystabg(1) sends 1 to k. If 3 sends 1 to
k, then 413 € stabg(1), so that 3 € stabg(1)y.

aH = bH implies a='b € H. So (a='b)™! = b~la € H. Thus,
Hb 'a=H or Hb~' = Ha!'. These steps are reversible.

Let H = (a) be a cyclic subgroup of G of largest order. If H # G,
let b belong to G but not belong to H. If ged(|al, |b]) = 1, then
(a) @ (b) is cyclic subgroup of larger order than H. So, there is a
prime p that divides both |a| and [b|. Let ¢ € (a) have order p and
let d € (b) have order p. Then G contains (c) @ (d). This is a
contradiction.

Since |(a, b)| = p if and only if (a,b)? = (aP,bP) = (e, e) and not
both a and b are the identity, counting the identity, there are p
choices for a and p choices for b. So, excluding the case the

a = e = b there are p? — 1 choices for (a,b).

Use the previous exercise.
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61.

First observe that by Theorem 8.1 every element of Z,» ® Z,> has
order 1, p, or p?. From Exercise 53, Zp2 @® Zy2 has p? elements of
order 1 or p. So, there are p* — p? elements of order p?. Since a
cyclic group of order p? has ¢(p?) = p® — p generators, the number

of cyclic groups of order p? is (p* — p?)/(p? — p) = p(p + 1).
One possibility is Ag & Z5.7.92.

By Theorem 8.3, U(pq) =~ U(p) ® U(q), so an element 2™ in U(pq)
corresponds to an element (27, z%) € U(p) ® U(q). It follows from
Corollary 4 of Theorem 7.1 that («7,z%) = (1,1), the identity of
Ulp) @ U(g)-

Dg has an element of order 6 but S4 does not.

First observe that (n,n—1,...2,1)(12)(123...n) = (1n). Also,
(In)(123...n) = (123...n — 1). So, by induction, (12) and
(123...n) generate S,—1. This means that every 2-cycle not
involving n can be generated. Now note that (1k)(1n)(1k) = (kn),
so all 2-cycles are generated.

Since o is an (n — 1)-cycle in S, there is some ¢ between 1 and n so
that o(i) = . Say 8 has order 2 and commutes with o. First
consider the case that (i) # i. Then,

o(8(1)) = (08)(i) = (B0) (i) = B( (7)) = B(0). But o fixes only i
and i # (B(i). Next consider the case that (i) = ¢. Since n is even
and § can be written as a product of 2-cycles, 8 must fix some

j #i. Then o(j) = 0(8()) = (0A)) = (B0)(j) = B0 (7)) So, B
fixes o(j). But because 8 commutes with o it commutes with all
powers of . It follows that 3 fixes 02(j),03(5),...,0" (j). This
implies that 3 is the identity.

Let 8 have order 2. In disjoint cycle form, 3 is a product of
transpositions, and since n is odd there must be some ¢ missing
from this product. Thus, §(i) = i. Pick j so that 5(j) # j. Since o
is an n-cycle, some power of o, say o, takes i to j. If 3 commutes
with o, it commutes with o as well. Then

(0'B)(i) = o' (B(i)) = o' (i) = j, whereas

(Ba)(i) = B(ol(i)) = B(j) # j. This proves that o' # [ot.
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62.

63.

Let g € C(12) and suppose that 5(1) is not 1 or 2. Evaluating
(12)5(12) = B at 2 on the left we have that 2 goes to B(1).
Evaluating (12)3(12) = /8 at 2 on the right we have that 2 goes to
B(2). A similar contradiction occurs if 5(2) is not 1 or 2. This
proves that C'(12) C H. Conversely, if 5 € H, then in disjoint cycle
form /3 consists of the two 1-cycles (1)(2) and cycles disjoint from
(12) or the 2-cycle (12) and cycles disjoint from (12). In either case
B commutes with (12).

Write o as (ajag - - - ay,). Then for each entry a; in the cycle o™
takes a; to a;1m where the subscript ¢ + m is taken mod n. So, the
cycle decomposition of ¢™ has the cycle

(a1, a14m> @142m; - - -, A1 4 (r—1)m) Where 7 is the smallest positive
integer such that 1 = (1 + 7m) mod n. Thus r is the smallest
positive integer with the property that rm = 0 mod n. But
n/ged(m, n) is the smallest such integer. The same argument
applies to all the other cycles in ¢”. Since the sum of the lengths
of the cycles in the decomposition of ¢™ is n and each cycle in the
decomposition of ¢™ has length n/ged(m,n) there must be
ged(m,n) cycles.
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CHAPTER 9

Normal Subgroups and Factor Groups

10.

11.

12.

. No. LetA:[

. No, (13)(12)(13)~! = (23) is not in H.

. For every acin S,,, aA,a~! is even.

. HRgo = RoroH; D R270 = RooD; RooV = V Rarg

. Solving (12)(13)(14) = «(12) for a we have a = (12)(13)(14)(12).

Solving (1234)(12)(23) = «(1234) for o we have o = (234).

. Sayi<jandh€HiﬂHj. ThenheHng.--Hj_lﬂHj:{e}.

1 0 1 0
0 —1 1 1
is in GL(2,R) but BAB~! is not in H.

andB:[ ].ThenAisinHandB

H contains the identity so H is not empty. Let A, B € H. Then
det (AB1) = (det A)(det B)~! € K. This proves that H is a
subgroup. Also, for A € H and B € G we have det (BAB™!) =
(det B)(det A)(det B)™! =det A € K so BAB~! € H.

. If k divides n, then (k)/(n) is a cyclic group of order n/k. So it is

isomorphic to Z,, .

.Letz e G. lf x € H,thenxH = H = Hz. If v ¢ H, then xH is the

set of elements in GG, not in H and Hz is also the elements in G,
not in H.

a asH # Has. b It proves that coset multiplication is not a
binary operation.

In G/H the element (1,1)H has order 4, so G/H ~ Z;. In G/K
the elements (1,1)K, (3,3)K, and (2, 3)K have order 2, so
G/K ~ Ly D Lo.

Let G = (a). Then G/H = (aH).
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13.
14.
15.
16.

17.

18.
19.

20.

21.

22.
23.

24.
25.
26.

27.

28.

Observe that aHbH = abH = baH = bHaH.

4

Since (4Us(105))% = 16U5(105) = Us(105), |4Us(105)| = 2.
3

H = {0+ (20),4 + (20),8 + (20),12 + (20), 16 + (20)}.
G/H = {0+ (20) + H,1+ (20) + H,2 + (20) + H,3 + (20) + H}

60/4 =15
40/10 = 4

Let H = U5(20). Then U(20)/H = {H,3H,9H,7H} is a cyclic
group generated by 3H. The Cayley table for U(20)/H is identical
to the Cayley table for the subgroup (3) of U(20) with ¢ replaced
with ¢H.

By Theorem 9.5 the group has an element a of order 3 and an
element b of order 11. Then |ab| = 33.

00; no, (1,1) + ((2,2)) has order 2.

Since (1,1) + ((4,2)) has infinite order, (Z & Z)/((4,2)) is infinite.
It is not cyclic because (6,3) 4+ ((4,2)) has order 2 and any infinite
cyclic group is isomorphic to Z, which has no elements of finite
order other than the identity.

Zy B Zy.
Since the element |[3H| of G/H has order 8, G/H ~ Zs.
o @ 2.

Since H and K have order 2 they are both isomorphic to Z, and
therefore isomorphic to each other. Since |G/H| =4 and [3H| =4
we know that G/H ~ Z4. On the other hand, direct calculations
show that each of the three nonidentity elements in G/K has order
2,80 G/K =~ Zy ® Zo.

Lo © Za; Zy.
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29.

30.

31.

32.

33.

34.

35.

36.

37.

38.
39.

If H is a subgroup of A4 @ Z3 of order 18, then the factor group
(A4 ® Z3)/H exists and has order 2. Then, for every element

(B,k) € Ay @ Z3 we have ((8,k)H)? = (8%,2k)H = H. Thus, H
contains every element of A4 @ Z3 of the form (52, 2k), where

B € Ay and k € Z3. However, in A4 there are nine distinct elements
of the form 2 and in Z3 there are three of the form 2k. This
means that H has at least 27 elements.

U(165) = Uy5(165) x Uy1(165) = Uss(165) x Us(165) =
U55(165) X U3(165).

Certainly, every nonzero real number is of the form +r, where r is a
positive real number. Real numbers commute, and
R™N{1,-1} = {1}.

First observe that every proper subgroup of Dy is Abelian. Now
use Theorem 9.6 and Exercise 4 of Chapter 8.

In the general case that G = HK there is no relationship. If
G = H x K, then |g| = lem(|h|, |k|) provided the |h| and |k| are
finite. If |h| or |k| is infinite, so is |g].

Since 1 =35+ (—=2)7, m = (3m)5 + (—2m)7. No, since

35 € HN K. Suppose H is any subgroup of index 2. Then, since
|R*/H| = 2, we have a? € H for all @ € R*. This implies that

R™ C H. If there is some a € H with a < 0, then since —a € H we
have a~!(—a) = —1 € H also. But this implies that R* C H.

For the first question, note that (3) N (6) = {1} and
(10) N (3)(6) = {1}. For second question, observe that 12 = 37162
so (3) x (12) # 0.

Certainly, R™ has index 2.

Say |g| = n. Then (¢gH)"™ = ¢"H = eH = H. Now use Corollary 2
to Theorem 4.1.

3, 6, 15, 30.

Let z € C(H) and g € G. We must show that gzg~! € C(H). That
is, for any h in H, gxg~'h = hgxg~'. Note that in the expression
(grg h(gzg™)~! = grg~thgr~1g~! the terms z and 2~! cancel
since g~'hg € H and = commutes with every element of H. Then
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40.

41.

42.

43.
44.
45.

46.

47.

48.
49.

50.
ol.

1

we have (gzg™')h(gzg™) "t = gug~thgz~lg™! = g9~ hgg™! = h.

So, gzg~t' € C(H).

Let ¢(h) € ¢(H) and let § = ¢(g) where g € G. Then go(h)g—! =
¢(9)o(h)p(g)~" = ¢(9)p(h)p(g™") = ¢(ghg™") € p(gHg™") = ¢(H).

Suppose that H is a proper subgroup of @ of index n. Then Q/H
is a finite group of order n. By Corollary 4 of Theorem 7.1 we know
that for every x in () we have nx is in H. Now observe that the
function f(z) = nz maps @ onto Q. So, Q@ C H.

Let g € G. Then there is an element b in G so that

gH = (bH)? = b>H. Thus g = b?h for some h € H. But there is a c
in H such that h = ¢ So, g = (bc)?. The proof is valid for any
integer.

Take G = Zg, H = {0,3}, a =1, and b = 4.
Because xHz~!' and H are both subgroups of the same order.

G and the trivial subgroup are normal. By Lagrange’s Theorem all
other subgroups have order p or 2. By Exercise 9 of this chapter

By Example 14 of Chapter 3, Z(D13) is the identity. Then by
Theorem 9.4, Di3 is isomorphic to Inn(D;3).

Since N C NH C G, we have |G : N| = |G : NH||NH : N|. Thus,
|G:H|=1or |[NH: N|=1. It follows that G= NH or NH = N.

Use Example 3 in Chapter 8 and the G/Z Theorem (Theorem 9.3).

By Lagrange’s Theorem, |Z(G)| = 1,p, p?, or p>. By assumption,
|Z(G)| # 1 or p? (for then G would be Abelian). So, |Z(G)| = p or
p?. However, the “G//Z” Theorem (Theorem 9.3) rules out the
latter case.

Use the G/Z Theorem.

If H is normal in G, then tNAN(xN)~! = zha='N € H/N, so
H/N is normal in G/N. Now assume H/N is normal in G/N. Then
whz !N = xNhN(xN)~' € H/N. Thus xhz !N = W'N for some
h' € H and therefore zhz~' € H. So, zhx~! = h'n for some n € N.
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92.

93.

54.

95.

96.

o7.

58.

59.

60.
61.

Say |aH| has finite order n. Then H = (aH )" = a™H so that a" is
in H. But this implies that |a"| and therefore |a| is finite. Thus
o = H.

Say H has an index n. Then (R*)" ={2" |z €e R*} C H. If n is
odd, then (R*)" = R*; if n is even, then (R*)" = R*. So, H = R*
or H=R".

a. In Exercise 4 of Supplementary Exercises for Chapters 1-4,
replace e by 1, a by i, a® by —1, a® by —i, b by —k, ba by —j,
ba? by k, and ba® by j.

b. Use part a of this exercise and part a of Exercise 4 of
Supplementary Exercises for Chapters 1-4.

c. |1 i j k
L[1 4 j k
ili 1k j
jli k1
klk j i 1

By Exercise 9, we know that K is normal in L and L is normal in
Dy. But VK = {V, Ro7o} whereas KV = {V, Rgo}. So, K is not

normal in Dy.

r(HNN)z™ ' =zHz ' NnazNx~! = HN N. The same argument
works for the intersection of any family of normal subgroups.

In Sz, let H=1{(1),(12)} and K = {(1),(13)}. Then the set
HK = {(1),(13),(12),(12)(13)} = {(1), (13), (12), (132) } does not
contain (13)(12) = (123).

By Exercise 55, NM is a subgroup. Also
aNM = (xN)M = (Nz)M = N(zM) = N(Mzx) = NMzx.

Let H = (a”*) be any subgroup of N = (a). Let 2 € G and let
(a*)™ € H. We must show that z(a*)"2x~! € H. Note that
:E(ak)mx_l — x(akm)x_l — ($a$_1)km — (ar)km — (ak)rm c <ak>.
(Here we used the normality of N to replace zax~! by a”.)

Use Theorem 9.4.

ged(|z],|G|/|H]|) = 1 implies ged(|zH|, |G/H]|) = 1. But |zH]|
divides G/H. Thus |xH| =1 and therefore zH = H.
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63.
64.

65.

66.

67.

68.

69.

70.

71.

a. Observe that for any ¢ in G,

1 1

9@ty ay)g Tt = (g2 g gy g ) (gmg D (gyg ) € S

b. Observe that 2G'yG’ = yG'zG" if and only if 2~y lay € G.
c.) Observe that ztNyN = yNzN implies 2~ 'y 'zyN = N. Thus
rly ley € N.

d. Let h € H and g € G. Then ghg~'h™' € G' < H so that
ghg™\ ¢ Hh = H.

By Corollary 4 of Theorem 7.1, 2N = (xN)™ = N, so 2™ € N.

Let C the collection of all subgroups of G of order n. Then, since
|H| = n implies |[zHxz ™| = n, we have

t(NgecH)z™ = NpgeczHz ™' = NpecH.

Suppose that Aut(G) is cyclic. Then Inn(G) is also cyclic. So, by
Theorem 9.4, G/Z is cyclic and from Theorem 9.3 it follows that G
is Abelian. This is a contradiction.

It follows from Example 5 of this chapter and Theorem 7.2 that
|H|=|HNK]|.

Say |gH| = n. Then |g| = nt (by Exercise 37) and |g*| = n. For the
second part observe that every nonidentity element of Z has infinite
order while 1 + (3) has order 3 in Z/(3).

The mapping ¢ : g — xgz~* for all ¢ is an automorphism of G' so
N = ¢(N) =xNz~ L.

Note DK and VC are two of the four cosets but their product is
not one of the four. So, closure fails. This does not contradict
Theorem 9.2 because K is not normal.

Suppose that H is a subgroup of Sy of order 12 distinct from Ay4.
Then Example 5 in this chapter and Theorem 7.2 HA4 = S4 and
|[HA4| =12 -12/|H N Ay4|. It follows that |[H N A4| = 6. But this
contradicts Example 5 of Chapter 7.

First note that |G/Z(G)| = |G|/|Z(G)| = 30/5 = 6. By Theorem
7.3, the only groups of order 6 up to isomorphism are Zg and Ds.
But G/Z(G) can’t be cyclic for if so, then by Theorem 9.3, G
would be Abelian. In this case we would have Z(G) = G.
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74.
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76.
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79.

Let g € G and let H = {e,h}. Then {g,gh} = gH = Hg = {hg, g}.
So, gh = hg.

If A5 had a normal subgroup of order 2 then, by Exercise 72, the
subgroup has a nonidentity element that commutes with every
element of As. An element of As of order 2 has the form (ab)(cd).
But (ab)(cd) does not commute with (abc), which also belong to As.

Since G/H has two elements, call them H and aH. Let |H| =n
and let g1, 92, ..., g2, be some listing of the elements of G. To show
that g1g2 - - - gop, is not in H it is enough to show that

9192 - ganH # H. Note that g1g2 - gonH = g1HgoH - - - g2 H and
that exactly n terms of this product are H and exactly n are aH,
since these are the only two distinct cosets of H in G. So,
g1HgoH - - gonH = (aH)™ = aH since n is odd and aH has order 2
in G/H.

To prove that H is normal, observe that zgPz~! = (zgz~1)P.
Moreover, for any g € G we have (¢H)? = g*H = H.

The set H U gH U g?H has 12 elements and is closed.

Since H has index 2 in G is it a normal subgroup of G and

|G/H| = 2. Tt follows that for every a in G we have (aH)? = H. If
a is an element of G of order 2n 4 1, then

H =a®"'H = ((aH)?)"aH = aH. Thus, a is in H.

Suppose that Z(G) is a maximal subgroup of a group G and let

a € Gbut a¢g Z(G). Since (a)Z(G) is a subgroup of G (see
Example 5) we have G = (a)Z(G). Because C(a) contains (a) and
Z(@G) we also have, C'(a) = G. But this means a € Z(G).

Observe that for any = in G the inner automorphism ¢, of G that
maps H to the subgroup = !Hx and |z~ 'Hz| = |H|. So,
v Hr =H.
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80. First observe that G' and exactly 4 elements of order 5 and elements
of order 25 come in multiples of ¢(25) = 20 (see the Corollary of
Theorem 4.4). So, elements of order 5 or 25 account for at most 84
elements of G. By Lagrange’s Theorem every element other
element of G must have order 2, 4, 10, 20, 50 or 100. It now follows
from Theorem 4.3 that G has a subgroup K of order 2. a group
with an element of order 10, 20, 50 or 100 also has a subgroup of
order 10 and a subgroup group of order 25 has a subgroup of 2. By
Exercise 79 of this chapter H is normal and by Example 5 HK is a
subgroup. By Theorem 7.2 we have |H K| = 10.
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CHAPTER 10

Group Homomorphisms

1. Note that det (AB) = (det A)(det B).
2. Observe that |ab| = |a||b].
3. Note that (f+g) =f"+¢.

4. Let E denote any even permutation and O any odd. Observe that
Q(EE) = ¢(E) =0=0+0=¢(E) + ¢(E). ¢(EO)=¢(0)=1=
04 1=¢(F)+ ¢(O). The other cases are similar.

5. Observe for every positive integer r we have (zy)" = z2"y" so the
mapping is a homomorphism. When 7 is odd the kernel is {1} so
the mapping is one-to-one and an isomorphism. When n is even the
kernel is {£1} and the mapping is two-to-one.

6. Recall, [(f+9g)= [ f+ [g. Kernel = {0}. No.

7. (00)(9192) = 0(d(9192)) = 0(#(91)P(92)) = 7 (d(91))o(¢(g2)) =
(0¢)(g1)(c¢)(g2). It follows from Theorem 10.3 that
|G /Ker ¢| = |H| and |G/Ker o¢| = |K|. Thus.
[Ker 0¢ : Ker | = |Ker 0¢/Ker ¢| = |H|/|K].

8. See Exercise 20 of Chapter 5. The kernel is the set of even
permutations in G. When G is S,, the kernel is A,, and from
Theorem 10.3 we have that S,,/A,, is isomorphic to {+1,—1}. So,
A, has index 2 in S,, and is normal in S,,. The kernel is the
subgroup of even permutations in G. If the members of G are not
all even then the coset other than the kernel is the set of odd
permutations in G. All cosets have the same size.

9. ¢((g,)(g', 1)) = d((99', hh')) = 99" = ¢((g,1))d((g', 1)) The
kernel is {(e,h) | h € H}.



10/Group Homomorphisms 90

10

11.

12.

13.

14.

15.

16.

17.

18.

19.

20

. See Exercise 9 of Chapter 1. The kernel is the subgroup of
rotations in (G. If the members of G are not all rotations then the
coset other than the kernel is the set of reflections in G. All cosets
have the same size.

The mapping ¢ : Z S Z — Z, & Z; given by

#((x,y)) = (z mod a,y mod b) is operation preserving by

Exercise 9 in Chapter 0. If (z,y) € Ker ¢, then = € (a) and y € (b).
So, (z,y) € ((a,0)) x ((0,b)). Conversely, every element in

((a,0)) x ((0,b)) is in Ker ¢. So, by Theorem 10.3,

Z®Z — Zg® Zy is isomorphic to ((a,0)) x ((0,b)).

x — z mod k is a homomorphism with kernel (k).

(a,b) — b is a homomorphism from A & B onto B with kernel

A @ {e}. So, by Theorem 10.3, (A ¢ B)/(A @ {e}) ~ B. Chapter 5.
The kernel is the set of even permutations in G. When G is S, the
kernel is A,, and from Theorem 10.3 we have that S, /A, is
isomorphic to {+1,—1}. So, A4, has index 2 in S,, and is normal in
Sn. The kernel is the subgroup of even permutations in G. If the
members of G are not all even then the coset other than the kernel
is the set of odd permutations in GG. All cosets have the same size.

Observe that ¢(6 + 7) = ¢(1) = 3 while ¢(6) + ¢(7) =8+ 1=09.

By property 6 of Theorem 10.1, we know
¢~1(9) = 23 + Ker ¢ = {23,3,13}.

Observe that such a mapping would be an isomorphism and
isomorphisms preserve order.

Suppose ¢ is such a homomorphism. By Theorem 10.3,

Ker ¢ = ((8,1)),((0,1)) or ((0,1)). In these cases, the element
(1,0) + Ker ¢ in (Z16 ® Z2)/Ker ¢ has order either 16 or 8. So,
(Z16 ® Z2)/Ker ¢ is not isomorphic to Z4 @ Zy.

No, because of part 3 of Theorem 10.1. No, because the
homomorphic image of a cycle group must be cyclic.

Since |Ker ¢| is not 1 and divides 17, ¢ is the trivial map.

. 0 onto Zg; 4 to Zs.
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21.

22.

23.

24.

25.

26.

27.

28.

29.

By Theorem 10.3 we know that |Z39/Ker ¢| = 5. So, |Ker ¢| = 6.
The only subgroup of Z3g of order 6 is (5).

Let |¢(g)| = 8. By Theorem 10.1 part 3, |g| = 8k. Then |¢g¥| = 8.
To generalize replace 8 by n.

a. The possible images are isomorphic to 2y, Za, Z3, Z4, Zg, and

b. (1) ~ 2367 <2> ~ Zlg, <3> ~ Zm, <4> ~ Zg, <6> ~ Z6, and
(12) ~ Zs.

a. Let ¢(1) = k. Then ¢(7) = 7k mod 15 = 6 so that £k = 3 and
¢(x) = 3.

b. (3).

c. (5).

d. 1+ (5).

To define a homomorphism from Zsy onto Z1¢9 we must map 1 to a
generator of Z1g. Since there are four generators of Z19 we have
four homomorphisms. (Once we specific that 1 maps to an element
a, the homomorphism is  — za.) To define a homomorphism from
Zso to Z1p we can map 1 to any element of Z1. (Be careful here,
these mappings are well defined only because 10 divides 20.)

There are four: * — (z mod 2,0); z — (0, z mod 2);
x — (r mod 2,z mod 2); z — (0,0).

If ¢ is a homomorphism from Z,, to Z,, with ¢(1) = k, then by
property 2 of Theorem 10.1 ¢(z) = kx. Moreover, for each k with
0 <k <n—1, the mapping ¢(x) = kz is a homomorphism.

Ker ¢ = A4. The trivial homomorphism and the one given in
Example 11 are the only homomorphisms. To verify this use
Theorem 10.3 and Exercise 70 of Chapter 9.

Say the kernel of the homomorphism is K. By Theorem 10.3,
G/K =~ Zy9. So, |G| = 10|K]|. In Zy, let H = (2). By properties 5,
7, and 8 of Theorem 10.2, ¢~!(H) is a normal subgroup of G of
order 2|K|. So, ¢~!(H) has index 2. To show that there is a
subgroup of G of index 5, use the same argument with H = (5). If
there is a homomorphism from a finite group G onto Z,, then the
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30.
31.
32.

33.

34.

35.

36.
37.

38.
39.
40.

41.

42.

43.

same argument shows that G has a normal subgroup of index d for
any divisor D of n.

Use parts 5 and 8 of Theorem 10.2.
By property 6 of Theorem 10.1, ¢~1(7) = 7TKer ¢ = {7,17}.
Write U(30) = Us3(30) x Uyp(30) and use Exercise 9.

By property 6 of Theorem 10.1,
¢~1(11) = 11Ker ¢ = {11,19,27,3}.

Write U(40) = Us(40) x Us(40) and use Exercise 9.

o((a,b) + (¢,d)) =p((a+c,b+d))=(a+c)— (b+d) =
(a—b)+ (c—d) = ¢((a,b)) + ¢((c,d)). Ker ¢ = {(a,a) | a € Z}.
¢~ 1(3)={(a+3,a) | ac Z}.

4a — 4b.

Consider the mapping ¢ from C* onto R, given by ¢(z) = |z|.
(Recall from Chapter 0 that |a + bi| = Va? + b%.) By straight
forward algebra we have |zy| = |z||y|. Thus ¢ is a homomorphism
with Ker ¢ = H. So, by Theorem 10.3, C*/H is isomorphic to R*.

Ker v = Ker a ¢ Ker g.
(zy) = ()8 = 2595 = ¢(2)p(y). Ker ¢ = (cos 60° + i sin 60°).
(12); (12); in general, the kernel is (lem(m,n)).

Consider the mapping ¢ from K to KN/N given by ¢(k) = kN.
Since ¢(kk') = kk'N = kNK'N = ¢(k)o(k') and kN € KN/N, ¢ is
a homomorphism. Moreover, Ker ¢ = K N H. So, by Theorem 10.3,
K/(KNN)~ KN/N.

Show that the mapping from G/N to G/M given by gN — gM is
an onto homomorphism with kernel M/N.

For each divisor d of k there is a unique subgroup of Zj, of order d,
and this subgroup is generated by ¢(d) elements. A homomorphism
from Z, to a subgroup of Z; must carry 1 to a generator of the
subgroup. Furthermore, since the order of the image of 1 must
divide n, so we need consider only those divisors d of k that also
divide n.



10/Group Homomorphisms 93

44.

45.

46.
47.

48.

49.
50.

ol.

52.
93.
o4.

95.

96.

Uk(n) is the kernel.

Let N be a normal subgroup of D4. By Lagrange’s Theorem the
only possibilities for |N| are 1, 2, 4, and 8. By Theorem 10.4, the
homomorphic images of Dy are the same as the factor groups Dy/N
of Dy. When |N| =1, we know N = {e} and Dy/N ~ Dy. When
|IN| =2, then N = {Rp, Ris0}, since this is the only normal
subgroup of Dy of order 2, and Dy/N ~ Zy @ Zs because Dy/N is a
group of order 4 with three elements of order 2. When

IN| =4, |Dy/N|=2s0 Dy/N =~ Zy. When |N| = 8, we have
Dy/N = {e}.

Use Theorem 10.4 and part 3 of Theorem 10.1.

It is divisible by 10. In general, if Z,, is the homomorphic image of
G, then |G| is divisible by n.

It is divisible by 30. In general, the order of G is divisible by the
least common multiple of the orders of all its homomorphic images.

It is infinite. Z

Let A be the coefficient matrix of the system. If A is an n x m
matrix, then matrix multiplication by A is a homomorphism from
R™ into R™ whose kernel is S.

Let « be a natural homomorphism from G onto G/N. Let H be a
subgroup of G/N and let ’yj(ﬁ) = H. Then H is a subgroup of G
and H/N =~(H) =~(y~'(H)) = H.

Use Theorem 10.1, part 2.
The mapping g — ¢, is a homomorphism with kernel Z(G).

The identity belongs to H. If a,b € H, then

a(ab™) = a(a)a(b™) = a(a)a(d) ™ = B@)B() ! = A@)BB) = Blab).

So, H is a subgroup.

Since (f + ¢)(3) = f(3) + ¢(3), the mapping is a homomorphism.
The kernel is the set of elements in Z[z] whose graphs pass through
the point (3,0).

For the first part use trig identities. The kernel is (2m).
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o7.

o8.
99.

60.
61.

Let g belong to G. Since ¢(g) belongs to

Zy ® Zy = (1,0) U (0,1) U (1, 1), it follows that

G=¢"1((1,0) Up~1({0,1)) U ¢~ 1((1,1)). Moreover, each of these
three subgroups is proper since ¢ is onto and each is normal by
Part 8 of Theorem 10.2.

Try g — (gH, gK).

By Exercise 56 of Chapter 9, H N K is a normal subgroup of G. By
Exercise 41, |H|/|H N K| = |HK|/|K| = |G|/|K| = 2. Thus,
G/(H 0 K)| = (IGI/|H)(H|/|H A K|) =22 = 4. Since
H/(HNK) and K/(H N K) are distinct subgroups of G/(H N K)
of order 2, G/(H N K) is not cyclic.

n’;n

Let G be a group of order 77. By Lagrange’s Theorem every
nonidentity of G has order 7, 11, or 77. If G has an element of
order 77, then G is cyclic. So, we may assume that all nonidentity
elements of G have order 7 or 11. Not all nonidentity elements can
have order 11 because, by the Corollary of Theorem 4.4, the
number of such elements is a multiple of 10. Not all nonidentity
elements of G can have order 7 because the number of such
elements is a multiple of 6. So, G must have elements a and b such
that |a| = 11 and |b| = 7. Let H = (a). Then H is the only
subgroup of GG of order 11 for if K is another one then by Theorem
72 |HK|=|H||K|/|HNK|=11-11/1=121. But HK is a subset
of G and G only has 77 elements. Because for every x in G, xHz ™!
is also a subgroup of G of order 11 (see Exercise 1 of the
Supplementary Exercises for Chapters 5-8), we must have

rHx ! = H. So, N(H) = G. Since H has prime order, H is cyclic
and therefore Abelian. This implies that C(H) contains H. So, 11
divides |C(H)| and |C(H)| divides 77. This implies that C(H) = G
or C(H)=H. If C(H) = G, then |ab| = 77. If C(H) = H, then
IN(H)/C(H)| = 7. But by the “N/C” Theorem (Example 15)
N(H)/C(H) is isomorphic to a subgroup of Aut(H)

~ Aut(Z11) =~ U(11) (see Theorem 6.5). Since U(11) = 10, we have

a contradiction.
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62.

63.

64.

65.

66.

67.

There are no homomorphisms from Z onto S3 since the image of a
cyclic group must be cyclic. For each element = in S3 the mapping
from Z to S3 given by ¢(n) = 2™ is a homomorphism. It follows
from part 2 of Theorem 10.2 that there are no others.

Let ¢ be a homomorphism from S3 to Z,,. Since |¢(S3)| must divide
6 we have that |¢(S3)| = 1,2,3, or 6. In the first case ¢ maps every
element to 0. If |¢(S3)| = 2, then n is even and ¢ maps the even
permutations to 0, and the odd permutations to /2. The case that
|¢(S3)| = 3 cannot occur because it implies that Ker ¢ is a normal
subgroup of order 2 whereas S3 has no normal subgroup of order 2.
The case that |¢(S3)| = 6 cannot occur because it implies that ¢ is
an isomorphism from a non-Abelian group to an Abelian group.

Observe that
Y@+ b) = n(a+b) = o(na+nb) = ¢(na) + o(nb) = 7(a) + ().

P(zw) = 22w? = ¢(2)p(w). Ker ¢ = {1,—1} and, by Theorem 10.3,
C*/{1,-1} is isomorphic to C*.

p?. To verify this note that for any homomorphism ¢ from Zy® Z,
into Z, we have ¢(a,b) = ap(1,0) + bp(0,1). Thus we need only
count the number of choices for ¢(1,0) and ¢(0,1). Since p is prime
we may let ¢(1,0) be any element of Z,. The same is true for

#(0,1).

Suppose that H is a proper subgroup of GG that is not properly
contained in a proper subgroup of G. Then G/H has no nontrivial,
proper subgroup. It follows from Exercise 26 of Chapter 7 that
G/H is isomorphic to Z, for some prime p. But then for every
coset g + H we have p(g + H) = H so that pg € H for all g € G.
But then G = pG C H. Both @ and R satisfy the hypothesis.
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CHAPTER 11

Fundamental Theorem of Finite Abelian
Groups

1.n=4
Z4, Z2EBZQ

2. n=8; Zg, Ly DB Lo, Lo ® LoD Zo

3. n=236
29 B Ly, L3 B L3P Ly, g B Lo B Ly, Zis P L3P Loy B Zo

4. order 2: 1, 3, 3, 7; order 4: 2,4, 12, 8

5. The only Abelian groups of order 45 are Zy5 and Zs ® Z3 @ Zs. In
the first group, |3| = 15; in the second one, |(1,1,1)| = 15.
Z3 @ Z3 @ Zs does not have an element of order 9.

6. Loy @ Zy; Lo7 B Lo B Zo

7. In order to have exactly four subgroups of order 3, the group must
have exactly 8 elements of order 3. When counting elements of
order 3 we may ignore the components of the direct product that
represent the subgroup of order 4 since their contribution is only
the identity. Thus, we examine Abelian groups of order 27 to see
which have exactly 8 elements of order 3. By Theorem 4.4, Zs7 has
exactly 2 elements of order 3; Zg @ Z3 has exactly 8 elements of
order 3 since for |(a,b)| = 3 we can choose |a| =1 or 3 and |b| =1
or 3, but not both |a| and |b| of order 1; In Z3 & Z3 © Z3 every
element except the identity has order 3. So, the Abelian groups of
order 108 that have exactly four subgroups of order 3 are
Zo® Zs® Zy and Zg D L3 D Zo P Zo. The subgroups of
Zy ® Zs @ Zy of order 3 are ((3,0,0)),((0,1,0)),((3,1,0)) and
((3,2,0)). The subgroups of Zy @ Z3 & Zy @ Zy of order 3 are
((3,0,0,0)),((0,1,0,0)),((3,1,0,0)) and ((3,2,0,0)).

8. Zg@Zg@Zg@Z4; 23@23@23@Z2€BZ2



11/Fundamental Theorem of Finite Abelian Groups 97

9.

10.

11.

12.

13.
14.

15.

16.

Elements of order 2 are determined by the factors in the direct
product that have order a power of 2. So, we need only look at
738,24 D Zo and Zs ® Zo B Zs. By Theorem 4.4, Zg has exactly one
element of order 2; Z4 & Z5 has exactly three elements of order 2;
Zo @ Zo @ Zo has exactly 7 elements of order 2. So,

G Zy® Zy® 23 Zs.

LB LgPB Ls; La P Lo P LgP Ls; LoD Lo P Lo P LoD Ls; Ly P 23D
s ® L5 Ly B Lo @ LD LB Ls; LoD Lo B LoD 43D 23D Is.

By the Fundamental Theorem, any finite Abelian group G is
isomorphic to some direct product of cyclic groups of prime-power
order. Now go across the direct product and, for each distinct
prime you have, pick off the largest factor of that prime-power.
Next, combine all of these into one factor (you can do this, since
their orders are relatively prime). Let us call the order of this new
factor ni. Now repeat this process with the remaining original
factors and call the order of the resulting factor ny. Then no
divides n1, since each prime-power divisor of ny is also a
prime-power divisor of ny. Continue in this fashion. Example: If

G~ Zor ® Z3® L1925 D Zos ® Ly @ Zoy @ Zo,
then
G ~ Zy7.125.4 B Z3.95.2 B Zo.
Now note that 2 divides 3-25-2 and 3 - 25 -2 divides 27 - 125 - 4.

By the corollary to the Fundamental Theorem of Finite Abelian
Groups the given group has a subgroup of order 10. But this group
must be isomorphic to Zs @& Z5 ~ Zig.

Loy ® Zy

If G is an Abelian group of order n and m is a divisor of n, then G
has a cyclic subgroup of order m if m is squarefree (i.e., each prime
factor of m occurs to the 1st power only).

a.1l b.1 ¢ 1 d.1 e 1 f Thereisa unique Abelian
group of order n if and only if n is not divisible by the square of
any prime.

a. same b. same c. same d. same
(e) twice as many of order m compared with the number of order n
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17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

This is equivalent to asking how many Abelian groups of order 16
have no element of order 8. From the Fundamental Theorem of
Finite Abelian Groups the only choices are Zy ® Zy, Z4 B Zy B Zo,
and Zo ® Zo ® Zo ® Zs.

57L

The symmetry group is { Ry, Riso, H, V'}. Since this group is
Abelian and has no element of order 4, it is isomorphic to Zs & Zs.

Consider every possible isomorphism class one by one and show
each has the desired subgroup. For instance, in
Zo @ Zo @ Zo @D Zoy @ Zs the subgroup is

{(avb,ovcad) | a,bE ZQa ce <3>a de Z5}

Because the group is Abelian and has order 9, the only possibilities
are Zg and Z3 @ Z3. Since Zgy has exactly 2 elements of order 3 and
9, 16, and 22 have order 3, the group must be isomorphic to

J3 @B Zs.

Because of the Fundamental Theorem and Corollary 1 of Theorem
8.2, we may assume |G| is a prime-power. Let x be an element of G
of maximum order. Then for any y in G we have |y| divides |(z)].
Since (z) has a unique subgroup for each divisor of |(x)| it follows
that (y) C (z).

By the Corollary of Theorem 8.2, n must be square-free (no prime
factor of n occurs more than once).

n= p%pg or p%p%p3p4 - pg where k > 3 and p1,po,...,pr are
distinct primes.

Among the first 11 elements in the table, there are 9 elements of
order 4. None of the other isomorphism classes has this many.

Zy @ Zy; One internal direct product is (7) x (17).

First observe that GG is Abelian and has order 16. Now we check
the orders of the elements. Since the group has 8 elements of order
4 and 7 of order 2 it is isomorphic to Z4 @ Zs P Zs. One internal
direct product is (7) x (101) x (199).

Zy @ Zy @ Zs; One internal direct product is (19) x (26) x (31).



11/Fundamental Theorem of Finite Abelian Groups 99

29.

30.

31.

32.

33.

34.
35.

36.

37.

Since Zg has exactly 2 elements of order 3 once we choose 3
nonidentity elements we will either have at least one element of
order 9 or 3 elements of order 3. In either case we have determined
the group. The Abelian groups of order 18 are Zg & Zy ~ Z1g and
Zs @ Z3 @ Zo. By Theorem 4.4, Z1g group has 6 elements of order
18, 6 elements of order 9, 2 of order 6, 2 of order 3, 1 of order 2,
and 1 of order 1. Z3 ® Z3 ® Z5 has 8 elements of order 3, 8 of order
6, 1 of order 2, and 1 of order 1. The worst case scenario is that at
the end of 5 choices we have selected 2 of order 6, 2 of order 3, and
1 of order 2. In this case we still have not determined which group
we have. But the sixth element we select will give us either an
element of order 18 or 9, in which case we know the group Zig or a
third element of order 6 or 3, in which case we know the group is
Z3® 23D L.

The element of order 8 rules out all but Zig and Zg & Z5 and two
elements of order 2 precludes Zg.

If a® # b2, then a # b and a # b>. It follows that (a) N (b) = {e}.
Then G = (CL> X <b> 4D Ly

Observe that the elements of order 2 together with the identity
form a subgroup.

By Theorem 11.1, we can write the group in the form

Zpim1 @ Zpyna @ - D Zy,, n where each p; is an odd prime. By
Theorem 8.1 the order of any element

(a1,a2,...,a;) =lem(|ai], |az|,...,|ak|). And from Theorem 4.3 we
know that |a;| divides p.'", which is odd.

Zy®Zy® - ® Zo (n terms)

By Theorem 7.2 we have, o B
[(a) K| = [a]|[K[/|(a) N K| = |a||K| = [a|[K|p = [G]p = |G].

If |G| = p", use the Fundamental Theorem and Theorem 9.6. If
every element has order a power of p use the corollary to the
Fundamental Theorem.

By the Fundamental Theorem of Finite Abelian Groups, it suffices
to show that every group of the form valn &) Zp;2 BB szk isa
subgroup of a U-group. Consider first a group of the form

Zym © Zpna (p1 and ps2 need not be distinct). By Dirichlet’s
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38.

39.

Theorem, for some s and ¢ there are distinct primes ¢ and r such
that ¢ = tpi* + 1 and r = sp5? + 1. Then

U(gr)=U(g)a U(r) = Zyym & Zg,nz, and this latter group
contains a subgroup isomorphic to Zprln @ Zp;IQ. The general case
follows in the same way.

Observe that Aut(ZQ @ Zs D Z5) %Aut(Zgo) ~ U(30) ~

It follows from Exercise 4 of Chapter 8 and Theorem 9.6 that if Dy
could be written in the form (a) x K where |a| = 4 it would be
Abelian.



101

SUPPLEMENTARY EXERCISES FOR CHAPTERS 9-11

. Say aH = Hb. Then a = hb for some h in H. Then
Ha=Hhb= Hb=aH.

. Let G be a finite Abelian group of order n and let p be a prime
divisor of m. By Theorem 9.5, G has an element of order p, call it
a. Then, by induction, G/(a) has a subgroup H/(a) of order m/p.
This H is a subgroup of order m.

. Suppose diag(G) is normal. Then
(e,a)(b,b)(e,a)t = (b,aba™!) € diag(G). Thus b = aba~! and
therefore ba = ab. If G is Abelian
(g,h)(b,b)(g,h)~t = (gbg~!,hbh~1) = (b,b). The index of diag(G)
is |G]|.

. Let x € Dy and let K be the cyclic subgroup of Dy consisting of all
rotations in Dy. Then xHz ! is a group of rotations and
|H| = |xrHx~!|. Now use Theorem 4.3.

. Let a € Aut(G) and ¢, € Inn(G). Then
(agaa™) (@) = (aga) (o™ (2)) = a(aa™ (2)a™!) = a(a)zala™) =
a(a)z(a(a) ™ = da()(@)-

. Assume that H is normal and ab € H. Then
ba = a~!(ab)a € a~'Ha = H. For the other half, let h € H. Then
h =2~ (zh) € H. So, (zh)x~! € H.

. R* (See Example 2 of Chapter 10.)

AN
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9. a. To determine the center of H suppose that

1 b
0 c
0 1

O = Q

is in the center of H. Then for all choices of a’,b’ and ¢’ we have

1 a b 1 d ¥ 1 a'4+a bV +ad+5b

01 ¢ 01 =10 1 cd+ec

0 0 1 0 1 0 0 1
And,

1 o v 1 a b 1 a+a b+dc+?

0 1 ¢ 01 c|=10 1 c+c

0 0 1 0 0 1 0 0 1

So, V' +ac +b =0+ d’c+ b for all choices of a’,b and /. Thus,
a'c = ac for all choices of a’ and ¢/. Taking @’ =0 and ¢’ =1 gives
a = 0. Taking @’ =1 and ¢/ = 0 gives ¢ = 0. Finally, we note that

100
0 1 0 | does commute with every element of H so Z(H)
0 01
consists of matrices of this form. Thus,
1 00
Z(H) = 01 0(lbeq
0 01
b. The mapping
1 00
0] 010 =b
0 01

is an isomorphism. ¢ is 1-1 and onto by observation. To see that ¢
is operation preserving note that

10 b 10 v 1 0 o
ol 10 1 0 01 0 =¢|l0 1 0 =bb =
00 1 00 1 00 1

1 0 b ] 10V
ol 01 0|]le]ll0 1 0

00 1 00 1
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c. To prove part ¢ we define the mapping

1 a b
1o 01 ¢ = (a,c).
0 01

By observation, ¢ is onto @ @ Q). To see that ¢ is operation
preserving note that

1 a b 1 d ¥V
0] 01 ¢ 0 1 ¢ =
0 0 1 0 0 1
1 a+d V+ad+0
) 0 1 c—l—c (a+d,cd +c)=(a,c)d,d) =
0 0
1 a b 1 d Vv
1) 01 ¢ 0 1 ¢
0 0 1 0 0 1
Obviously, the kernel of ¢ is Z(H). So, by Theorem 10.3,

H/Z(H) = Q® Q.
d. The proofs are valid for R and Z,,.

10. Note that the factor group has order 4 and that the square of any
element in the factor group is the identity. Now use Exercise 47.

11. Every element of Q/Z can be written in the form a/b + Z where b
is a positive integer. Thus b(a/b+ Z) = a+ Z = Z so that a/b+ Z
has order at most |b|.

12. Let C be a collection of normal subgroups. Then

l’(ﬂHecH)x_l = ﬂHeC{EHa?_l =NgecH.

13. For h € H and z € G note that (zha~1)" = zh"x~1. So,
|zhz~!| = n if and only if |h| = n. For H to be a subgroup n must
be prime. To verify this note that if n is not prime we may write
n = mp where p is a prime and m > 1. But then if h € H, we have
that |h"™| = p so that A™ is a not in H. For the first example, take

D, where p is any odd prime. For the second exmaple, use observe
that in Dy, |D| =2 and |V| =2 but DV = Ry has order 4.
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14

15.

16.

17.

18.

19.

20.

21.

. First observe that (1/n+ Z) has order n. Now suppose that H/Z is
any subgroup of Q/Z of order n. Let a/b € H where a and b are
integers and gecd(a,b) = 1. Then n(a/b) € Z and it follows that b
divides n. Say, n = bg. Then a/b = aq/n. Thus
a/b+Z=aq(l/n+Z)e (1/n+ Z). So, H/Z C (1/n+ Z).

Observe that hkh='k=! = (hkh~1)k~! € K and
hkh~k~' = h(kh~'k~1) € H. So, hkh~'k~! = ¢ and therefore
hk = kh.

Let |G| = n and suppose 22 = y?. Write 1 = 2t + ns. Then

T = m2t+ns — x2t — y2t — y2t+ns =y.

By Theorem 7.3, stabg(5) has index 2 and by Exercise 9 of
Chapter 9, stabg(5) is normal.

Since every g € G can be written in the form g = hk where h € H
and k € K and k commutes with the elements of H we have
gN = hkN = hNk = Nhk = Ng.

Suppose that ¢ is a homomorphism from Zg & Zs & Z5 onto

Z4 ® Zy. It follows from Theorem 10.3 that

(Zs ® Zo @ Zo)/Ker ¢ = Z4 @ Z4 and |Ker ¢| = 2. Now observe
that ¢((4,0,0)) = ¢(4(1,0,0)) = 4¢(1,0,0) = (0,0), so that

Ker ¢ = {(0,0,0), (4,0,0)}. However, in (Zs & Zs & Z3)/Ker ¢ each
of the four distinct elements

(1,0,0) 4+ Ker ¢, (1,1,0) + Ker ¢, (1,0,1) + Ker ¢, and

(1,1,1) 4+ Ker ¢ has order 4 whereas Zy & Z4 has only three
elements of order 4.

Suppose there is a homomorphism ¢ onto a group of order 2 or 4.
Then |Ker ¢| = 6 or 3. But for any element 3 of order 3, |¢(5)|
must divide both 3 and 2 or 4. Thus |¢(5)| = 1. Since A4 has 8
elements of order 3, we have a contradiction. For the case that the
image has order 6 observe that the kernel would have order 2 so
that the mapping is 2 to 1. Since the 8 elements of order 3 in Ay
must map to elements of order 3 or 1 and the image has only 3 such
elements, we have a contradiction. For the last portion use
Theorem 10.4.

Since |S4/H| = 6, by Theorem 7.3, S4/H is either cyclic or
isomorphic to D3 (which is isomorphic to S3). But Sy has no
element of order 6 (see Exercise 7 in Chapter 5).
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22.

23.

24.

25.

26.
27.

28.

29.

30.

31.

32.

By part 5 of Theorem 10.1, we obtain 5, 5-13 = 29,525 = 17.

Recall that when n is even, Z(D,,) = {Rp, Rigo}. For each of the n
reflections F' in D, the element F'Z(D,,) in D, /Z(D,) has order 2.
The subgroup (Rss/,)/Z(Dy) has order n/2 = m. Since m is odd
the only elements in D,, of order 2 are the m reflections.

By the N/C Theorem, |G/C(H)| divides |Aut(H)| = 4. Since |G| is
odd, it follows that C'(H) = G.

The mapping g — ¢g" is a homomorphism from G onto G™ with
kernel G,,. So, by Theorem 10.3, G/G,, =~ G™.

Let 7 = Va2 + b2. Then a + bi = (% + %).

Let |H| = p. Theorem 7.2 shows that H is the only subgroup of
order p. But zHz ™! is also a subgroup of order p. So tHz~' = H.

Use the subgroup test to show that H is a subgroup. |G/H| = 4.
o ® 2.

Say a and b are integers and a/b + Z has order n in Q/Z. Then
na/b = m for some integer m. Thus,
a/b+Z=m/n+Z=m(l/n+2Z)ec (1/n+ Z).

First observe that zex ™' = e = exz~! implies

d(x)p(e)p(z™t) = d(e)p(x)p(z~ ). By right cancellation it follows
that ¢(e) € Z(G). Next define 1 (z) = ¢(e)"t¢(z). To show that )
is a homomorphism we must show that

d(e)~Lp(x)p(e)to(y) = ¢p(e) 'p(xy). Canceling and using the fact

that ¢(e)~! € Z(G) it is enough to show that
o(z)p(y) = ¢(e)d ( y). Note that zy(xy)~! = e = ece implies that
()9 (y)e((wy)” ') = ¢(e)¢(e)¢(e). Moreover,

(zy)(zy)~'e = e = eee implies that
S(ay)d((xy) 1 )e(e) = p(e)d(e)d(e). So,
d(zy)d((zy)~!) = d(e)¢(e). Then , by substitution, it follows that
$()d(y)¢((zy) 1) = dle)d(xy)¢((zy)~"). Finally, cancel the term
#((zy)~') on each side.

Let ¢ be a homomorphism from Z & Z into Z and let ¢((1,0)) =
and let ¢((0,1)) = b. Then

o((2,9)) = ¢(2(1,0) +y(0,1)) = 2¢((1,0)) + yo((0,1)) = az + by.

Mimic Exercise 31.
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33.

34.
35.

36.

37.

38.

First note that by Exercise 11 every element in Q/Z has finite
order. For each positive integer n, let B, denote the set of elements
of order n and suppose that ¢ is an isomorphism from Q/Z to
itself. Then, by property 5 of Theorem 6.2, ¢(B,,) C B,. By
Exercise 29 we know that B,, is finite, and since ¢ preserves orders
and is one-to-one, we must have ¢(B,,) = B,. Since it follows from
Exercise 11 and Exercise 29 of Supplementary Exercises for
Chapters 9-11 that @Q/Z = |J B, where the union is taken over all
positive integers n, we have ¢(Q/Z) = Q/Z.

Use Exercises 29 and Theorem 4.4.

If the group is not Abelian, for any element a not in the center, the
inner automorphism induced by a is not the identity. If the group is
Abelian and contains an element a with |a| > 2, then z — ™!
works; if every nonidentity element has order 2, then G is
isomorphic to a group of the form Zs @ Zs @ - - - & Z,. In this case,
the mapping that takes (a1, a2, as,...,ax) to (a2, a1, as,...,ax) is
an automorphism that is not the identity.

Suppose K is a maximal subgroup of ). Then @)/K is an Abelian
group whose only subgroups are itself and the identity. It follows
that Q/K ~ Z, for some prime p. But then for any element

a+ K € Q/K we have p(a + K) = pa + K = K. This means that

pQ C K. But p@Q = Q.

Since aH,bH and baH are distinct and have order 2, G/H is
isomorphic to Zs @ Zs. G/H is not isomorphic to a subgroup of G
since G has only one element of order 2.

Since reflections are their own inverses that N is a normal subgroup
follows from Exercise 44 of Chapter 2 and the observation that
rotations commute with rotations. Since both Fi N and F5N have
order 2, Dg/N is not cyclic.



SUPPLEMENTARY EXERCISES FOR CHAPTERS 9-11 107

39.

40.

41.

Observe that (1) T][l y]:ll Ty , so H is closed.

0 1

-1
Also, :16 = [ L ], which is in H. Thus,

1
0

H is a subgroup of G.

. -1

” 1 a1 1 a
ety b o 0 b

X

1
1 a 1 =z 1 —ab! _ 1 b1z belones
obllo1|]lo vt |T]o0o 1 clongs to

H, we have that H is normal in G.

Let H = {z € Z,» ® Z,2| 2P = (0,0)}. Then |H| = p® and every
nonidentity element of (Z,2 @ Z,2)/H has order p.

Let ¢ belong to G. Since gKg~! = K, conjugation is an
automorphism of K. Thus ¢gHg ' = H.
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CHAPTER 12

Introduction to Rings

10.

. For any n > 1, the ring Ms(Z,) of 2 x 2 matrices with entries from

Zy, is a finite noncommutative ring. The set M3(2Z) of 2 x 2
matrices with even integer entries is an infinite noncommutative
ring that does not have a unity.

. 6

. In R, {nv2| n € Z} is a subgroup but not a subring.

In Z4, 2¢ = 2 has solutions 1 and 3. In a group, = a~'b.

. The proof given in Theorem 2.1 for the uniqueness of the identity

in a group applies to the unity in a ring as well. The proof in
Theorem 2.3 of the uniqueness of inverses in groups is the same for
uniqueness of inverses in rings except we multiply ab = ac on the
left by b.

. Consider Z,, where n is not prime.

First observe that every nonzero element a in Z, has a
multiplicative inverse a~!. For part a, if a # 0, then a® = a implies
that a='a? = a~'a and therefore a = 1. For part b, if a # 0, then
ab = 0 implies that b = a~!(ab) = a=10 = 0. For part c, ab = ac
implies that a~!(ab) = a~!(ac). So b= c.

. Consider aba = aba.

. If a and b belong to the intersection, then they belong to each

member of the intersection. Thus a — b and ab belong to each
member of the intersection. So, a — b and ab belong to the
intersection.

Observe that all the sets in the examples are closed under
subtraction and multiplication.
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11.

12.

13.

14.

15.

16.

17.

18.

Part 3:

= 0(=0) = (a+(=a))(=b) = a(=b)+(=a)(=b) = —(ab)+(—a)(=b).
So, ab = (—a)(-b).
Part 4:
alb—c) =a(b+ (—c)) = ab+ a(—c) = ab+ (—(ac)) = ab — ac.
Part 5: By Part 2, (—1) 1 .
Part 6: By Part 3, (—1)(—1) =1-1 = 1.

If ¢ = db, then ¢ = d(a™!)ab = (da~1)ab.
If ¢ = (ab)d, then ¢ = (ad)b.

Let S be any subring of Z. By definition of a ring, S is a subgroup
under addition. By Theorem 4.3, S = (k) for some integer k.

Use induction.

If m or n is 0 the statement follows from part 1 of Theorem 12.1.
For simplicity, for any integer k and any ring element x we will use
kx instead of k - x. Then for positive m and n, observe that
(ma)(nb) = (a+a+---+a)+(b+b+---+b) = (ab+ab+---+ab),
where the terms a+---+a, b+ b+ ---+ b, and the last term have
mmn summands.

For the case that m is positive and n is negative, we first observe
that nb means (—=b) + (=b) + -+ + (=b) = (—n)(=b). So,

nb+ (—n)b=((=b) + (=b)+---+(=b) +(b+b+---+b)=0.
Thus, 0 = (ma)(nb+ (—n)b) = (ma)(nb) + (ma)(—n)b =

(ma)(nb) + m(—n)ab = (ma)(nb) + (—(mn))ab. So, adding (mn)ab
to both ends of this string of equalities gives (mn)ab = (ma)(nb).
For the case when m is negative and n is positive just reverse the
roles of m and n is the preceding argument. If both m and n are
negative, note that

(ma)(nb) = ((—a) + (=a) +- -+ (=a))((=b) + (=b) +--- + (b)) =
(—m)(—a))((—n)(—b)) = (—m)(~n)((~a)(~b)) = (mn)(ab).

Observe that n - (—a) +n-a = 0.

From Exercise 15, we have

2

(n-a)(m-a) = (nm) -a® = (mn) - a®

=(m-a)(n-a).

Let a,b € S. Then (a — b)x =ax —bx =0—0=0. Also
(ab)r = a(bzr) =a-0=0.
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19.

20.

21.

22.

23.

24.

25.

26.
27.
28.
29.
30.

31.

Let a, b belong to the center. Then
(a —b)x = axr — bxr = xa — xb = x(a — b). Also,
(ab)x = a(br) = a(xb) = (ax)b = (xa)b = z(ab).

(x1,...,zp)(a1,...,an) = (z1,...,2y) for all z; in R; if and only if
zia; = x; for all z; in R; and ¢ =1,...,n and x;a; = x; for all z; in
R; if and only if z; is a unity of R;.

By the One-Step Test we must show ab~! is a unit wherever a and
b are. But ab~'ba"! = 1.

By observation +1 and =+ are units. To see that there are no

others note that (a + bi)~! = a—ll—bi = aibii%gﬁ = %. But i3 is

an integer only when a? + b = 1 and this holds only when a = +1
and b=0or a =0 and b = +£1.

Say e; is the unity of R;.Then

(a1, yap)(b1,...,bn) = (€1,...,€n)
if and only if a;b; = e; for ¢ = 1,...,n. That is, if and only if
a; € U(R;).
Note that the only f(x) € Z[z] for which 1/f(z) is a polynomial
with integer coefficients are f(z) =1 and f(z) = —1.
{f@) =c|ceR, c£0}.
If @ is a unit, then b = a(a™'b).
In Zg,4-2=2in Zg, 3-5=17, in Z15,9 -3 = 12.

Note that (a +b)(a™t —a™2b) =1 —a" b+ ba"! —a 2% = 1.

If m <n,then a =a"™ =a™a™"™ =0a"™ = 0. If m = n, then

a=a"=a"=0. If m > n, observe that

a=a"= (aa---a)" = (a"a"---a")" = a"". By repeating this
calculation we see that there are arbitrary large k so that a = aF.
Thus we may reduce to the first case.

01 1 0
InMQ(Z),leta—lO O]andb—[o O].
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32.
33.
34.
35.

36.

37.
38.
39.

40.

41.

42.
43.

44.

ba = (ba)"™ = b(ab)a(ba)" 2 = 0.
Note that 2z = (27)3 = 82° = 8u.
Use induction.

For Zg use n = 3. For Z1g use n = 5. Say m = p?t where p is a
prime. Then (pt)" = 0 in Z, since m divides (pt)™.

Say k = ms and k = nt. Then ka = (ms)a = m(sa) and

ka = (nt)a = n(ta) and therefore ka € mZ NnZ. Now suppose
be mZNnZ. Then b is a common multiple of m and n. So, by
Exercise 10 of Chapter 0, b € kZ.

Every subgroup of Z, is closed under multiplication.

No. The operations are different.

2

Since ara — asa = a(r — s)a and (ara)(asa) = ara®sa = arsa, S is a

subring. Also, ala =a?>=1,s01€ S.

The set is not closed under multiplication.

_ / Y

Letlaib abb]andla,a Y ab,b]ER.Then
[ a a—b-_ a’ a —v

a—b b a - b

[ a—d (a—ad)—(b=0)
(a—ad)—(b-=V) b—v

[ a a—b | a' ad-bv |
a—b b a —V o o
aa’ + aa’ — ab’ — ba' + bb’ aa’ — bt
aa’ — bt aa’ — ab' — ba’ + bb' + b

] € R. Also,

belongs to R.
The subring test is satisfied.

S is not a subring because (1,0,1) and (0,1, 1) belong to .S but
(1,0,1)(0,1,1) = (0,0, 1) does not belong to S.

Say n = 2m. Then
0= (~a)" = (~a)™ = ((~a)2)" = (@) = ™ =a" =,
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45.

46.
47.

48.

49.
50.

ol.

52.

Observe that n- 1 —m -1 = (n—m) - 1. Also,

(n-1)(m-1) = (nm) - ((1)(1)) = (nm) - 1.
27 U 3Z contains 2 and 3, but not 2 + 3.

S ={m/2"| m € Z,n € Z"} contains 1/2. Since

m/2" —m/ /2" = (m2" — 2"m/)/2"*t" € S and

(m/2")(m//2") = mm/ /2"t € S, the subring test is satisfied. If T
is any subring that contains 1/2 then by closure under
multiplication it contains 1/2™ and by closure under addition (and
subtraction) it contains m/2". So, T' contains S.

{a,(2/3)" + an—1(2/3)" 1 + - +a1(2/3) | a1,a9,...,a, €
Z,n a positive integer}.

(a+0b)(a—b) = a®+ba — ab—b* = a® — b? if and only if ba — ab = 0.

First note that
a+b=(a+b?*=a’+ab+ba+b?>=a+ab+ba+b

so that 0 = ab+ ba or —ab = ba. Then observe that

—ab = (—ab)? = (ab)? = ab.

Zo @ Zy; Zo ® Zs @ - - - (infinitely many copies).

2z = 1 has no solution in Z4; 22 = 0 has two solution in Zy;

x = a"!(c—b) is the unique when a1 exists.
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CHAPTER 13

Integral Domains

1. For Example 1, observe that Z is a commutative ring with unity 1
and has no zero divisors. For Example 2, note that Z[i] is a
commutative ring with unity 1 and no zero divisors since it is a
subset of C, which has no zero divisors. For Example 3, note that
Zlz] is a commutative ring with unity h(z) = 1 and if
f(z) = apz™+ -+ ap and g(x) = bpx™ + - - - + by with a,, # 0 and
by # 0, then f(z)g(x) = apbypx™™™ + -+ + agby and apby, # 0. For
Example 4, elements of Z[/2] commute since they are real
numbers; 1 is the unity; (a +bv2) — (c+dv2) = (a —c) + (b—d)V/2
and (a + bv/2)(c + dv2) = (ac + 2bd) + (bc + ad)V/2 so Z[\/2] is a
ring; Z[v/2] has no zero divisors because it is a subring of R, which
has no zero divisors. For Example 5, note that Z, is closed under
addition and multiplication and multiplication is commutative; 1 is
the unity; In Z,, ab = 0 implies that p divides ab. So, by Euclid’s
Lemma (see Chapter 0), we know that p divides a or p divides b.
Thus, in Z,, a = 0 or b = 0. For Example 6, if n is not prime, then
n = ab where 1 <a <nand 1 <b<n. But then a # 0 and b # 0
while ab = 0. For Example 7, note that

1 o]foo] [oo
0 0 0 1] |0 0]
For Example 8, note that (1,0)(0,1) = (0,0).
2. Example 5

3. Let ab=0 and a # 0. Then ab=a -0, so b =0.

4. 2,4,5,6,8,10,12,14,15,16, 18. The zero-divisors and the units
constitute a partition of Zyg.

5. Let k € Z,. If ged(k,n) = 1, then k is a unit. If ged(k,n) =d > 1,
write k = sd. Then k(n/d) = sd(n/d) = sn = 0.
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6.
7.

10.

11.

12.
13.
14.

15.

16.

17.

18.

19.

x in Z[zx].

Let s € R, s # 0. Consider the set S = {sr|r € R}. If S = R, then
sr =1 (the unity) for some r. If S # R, then there are distinct r;
and ry such that sr; = sry. In this case, s(ry — re2) = 0. To see
what happens when the “finite” condition is dropped, note that in
the ring of integers 2 is neither a zero-divisor nor a unit.

. Suppose that a is a zero-divisor and let ab = 0 for some b # 0.

Then a?b = a(ab) = 0 and b # 0. Next assume that a?b = 0 for
some b # 0. If ab = 0, then a is a zero-divisor. If ab #= 0, then
a?b = a(ab) = 0 and we are done.

. Take a = (1,0,0), b= (0,1,0) and ¢ = (0,0, 1).

The set of zero-divisors is {(a,b,c)| exactly one or two entries are
0}; The set of units is {(a,b,c)| a,c € {1,—1},b # 0}.

(a1 4+ biVd) — (ag + ba/d) = (a1 — az) + (by — bo)Vd;

(a1 + b1Vd)(ag + bav/d) = (arag + bibad) + (a1bs + azby)vd. Thus
the set is a ring. Since Z[V/d] is a subring of the ring of complex
numbers, it has no zero-divisors.

1 _ 2 _ _ 9.1 _

53=4,—-3% —4,Jj3—2,—6 =1.

The ring of even integers does not have a unity.
Look in Zg.

(1-a)(l+a+a?+ - +a" 1) =
l+a+a®+--+a" '—a—-a’>—-—a"=1-a"=1-0=1.

If ¢™ = 0 and b™ = 0, consider (a — b)" ™.

Suppose a # 0 and a™ = 0, where we take n to be as small as

possible. Then a-0=0=a" =a-a""!, so by cancellation,
a™ ' = 0. This contradicts the assumption that n was as small as
possible.

a? = a implies a(a — 1) = 0.

If a®> = a and b? = b, then (ab)? = a?b? = ab. The other cases are
similar.
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20.

21.

22.

23.

24.
25.

26.

27.

28.

29.

30.

31.

Note that if n can be written is the form p?m where p is a prime,
then (pm)? = p?>m? = nm = 0 in Z, and pm is not 0. On the other
hand, if n is of the form pips - - - p+ where the p; are distinct primes
and a* = 0 mod n it follows from Euclid’s Lemma that each p;
divides a. Thus a =0 in Z,.

Let f(x) =z on [—1,0] and f(z) =0 on (0,1] and g(z) =0 on
[—1,0] and g(x) = z on (0,1]. Then f(z) and g(z) are in R and
f(z)g(z) =0on [-1,1].

We proceed by induction. The n = 1 case is trivial. Assume that
a" = a. Then "' = aa” = aa = a.

Suppose that a is an idempotent and a™ = 0. By the previous
exercise, a = 0.

(2+14)(2—1i) =0; (3+4i)*> =3+ 4.
(3 + 44)% = 3 + 4i.

Units: (1,1),(1,5),(2,1),(2,5);

zero-divisors: {(a,b) | a € {0,1,2},b € {2,3,4}};
idempotents: {(a,b) | a =0,1, b=1,3,4};
nilpotents: (0,0).

a? = a implies a(a — 1) = 0. So if a is a unit, a — 1 = 0 and a = 1.
a. f is a zero-divisor if f is not the zero function and f(z) =0 for
some x b. f(z) =0 c. If f(x) is never 0, then 1/f(z) is defined for

all z.

Since F' is commutative so is K. The assumptions about K satisfy
the conditions for the One-Step Subgroup Test for addition and for
multiplication (excluding the 0 element). So, K is a subgroup
under addition and a subgroup under multiplication (excluding 0).
Thus K is a subring in which every nonzero element in a unit.

The proof that Q[v/d] is an integral domain is the same as in
Exercise 11. Moreover,

(a+b/d)~! = a/(a® — db?) — (b/(a® — db*)Vd.

Note that ab = 1 implies aba = a. Thus 0 = aba — a = a(ba — 1).
So, ba — 1 = 0.
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32.

33.

34.

35.

36.
37.

38.

39.

6 is the unity; 4 and 6 are their own inverses and 2 and 8 are
inverses of each other.

A subdomain of an integral domain D is a subset of D that is an
integral domain under the operations of D. To show that P is a
subdomain, note that n-1—m-1= (n—m)-1 and

(n-1)(m-1) = (mn) -1 so that P is a subring of D. Moreover,

1 € P, P has no zero divisors since D has none, and P is
commutative because D is. Also, since every subdomain contains 1
and is closed under addition and subtraction, every subdomain
contains P. Finally, we note that |P| = char D when char D is
prime and |P)| is infinite when char D is 0.

An integral domain of order 6 would be an Abelian group of order 6
under addition. So, it would be cyclic under addition. Now use
Theorems 13.3 and 13.4. The argument can not be adapted since
there is an integral domain with 4 elements. The argument can be
adapted for 15 elements.

By Theorem 13.3, the characteristic is |1|. By Lagrange’s Theorem
(Theorem 7.1), |1| divides 2". By Theorem 13.4, the characteristic
is prime. Thus, the characteristic is 2.

Solve the equation z? = 1.

By Exercise 36, 1 is the only element of an integral domain that is
its own inverse if and only if 1 = —1. This is true only for fields of
characteristic 2.

If n is a prime then Z,, is a field and therefore has no zero divisors.
If n is not a prime we may write n = ab where both a and b are less
than n. If a # b, then (n — 1)! includes both a and b among its
factors so (n —1)! = 0. If a = b and a > 2, then
(n—1)=(a®>-1)(a®>—-2)---(a® —a)---(a® —2a)---2- 1. Since
this product includes a? = n, it is 0. The only remaining case is

n = 4 and in this case 3! = 2 is a zero divisor.

a. First note that a® = b® implies that a® = 5. Then a = b
because we can cancel a® from both sides (since a® = b%).
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40.
41.
42.

43.

44.

45.

46.

47.

48.

49.

b. Since m and n are relatively prime, by the corollary of
Theorem 0.2, there are integers s and ¢ such that 1 = sn + tm.
Since one of s and ¢ is negative we may assume that s is
negative. Then
a(an)—s — al—sn — (am)t — (bm)t — bl—sn — b(bn)—s — b(an)—s.
Now cancel (a™)~*.

In Z, takea=1,b=—-1,m =4, n=2.
(1-a)?=1-2a+a*>=1-2a+a=1-a.

[0 1 i 1+
0/{0 O 0 0
110 1 ] 144
110 1 1 141
1+2|0 142 1+4+¢ O
No. No
Observe that (1+14)* = —1, so |1 + 4| = 8 and therefore the group is

isomorphic to Zg.

In Z,[k] note that (a + bvk) ™! = a+11>\/E EZ:Z&; = g;_b;)éi exists if

and only if a? — b?k # 0 where a # 0 and b # 0.

Let S = {a1,a2,...,a,} be the nonzero elements of the ring. Then
aiai,aiaz, ...,a1a, are distinct elements for if aja; = a1a; then
ai(a; — a;) = 0 and therefore a; = a;. If follows that

S ={ajai,a1az,...,a1a,}. Thus, a; = aja; for some i. Then q; is
the unity, for if ay is any element of S, we have aja; = a1a;ag, so
that ai(ar — ajax) = 0. Thus, ar = a;ay for all k.

Say (ab)c = 0 where ¢ # 0. If ac = 0, then a is a zero divisor. If
ac # 0, then (ac)b = 0 so that b is a zero divisor.

Suppose that x and y are nonzero and |z| = n and |y| = m with
n < m. Then 0 = (nz)y = x(ny). Since z # 0, we have ny = 0.
This is a contradiction to the fact that |y| = m.

Use Exercise 47 and the observation that if |a| = mn, then
|ma| = n.

a. By the Binomial Theorem, (z +y)P = 2P +pzP~ ' +-- - +px +1,
where the coefficient of every term between zP and 1 is
divisible by p. Thus, (x 4+ y)P = 2P + yP.
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50.
ol.

52.

53.

o4.

55.
96.
o7.
o8.
99.

60.

61.

62.

b. We prove that (x +y)P" = (2" + y?") for every positive
integer n by induction. The n = 1 case is done in part a.
Assume that (z + y)?* = 2" + y?*. Then
(@49 = (@4 9P = (@ 4y P =2y

c. Let S =1{0,3,6,9} in Z12. Then S is a ring of characteristic 4
and (3+3)=61=0. But 3 +3*=9+9=6.

Use part b of Exercise 49.

By Theorems 13.3 and 13.4, |1] has prime order, say p. Then by
Exercise 47 every nonzero element has order p. If the order of the
field were divisible by a prime g other than p, Theorem 9.5 implies
that the field also has an element of order ¢q. Thus, the order of the
field is p™ for some prime p and some positive integer n.

Zs[x]

c d 0 0
for all @ in R.

n {a b} = [0 O} for all members of My(R) if and only if na =0

Observe char R = least common multiple {|z| | z € R} (additive
order). Now use Corollary 2 to Theorem 7.1.

This follows directly from Exercise 54.
2+iand 24 2¢

a.2 b.2,3 ¢ 2/3,6,11 d.2,3,9,10
0.

By Theorem 13.3, char R is prime. From 20-1=0and 12-1=0
and Corollary 2 of Theorem 4.1, we know that char R divides both
12 and 20. Since the only prime that divides both 20 and 12 is 2,
the characteristic is 2.

If > = a and b? = b, then (a — b)? = a? + b> = a — b and
(ab)? = a®b? = ab.

Note that K = {a + bv/2| a,b € Q} is a field that contains v/2 (see
Example 10) and if F is any subfield of the reals that contains v/2
then F' contains K.

Use Corollary 4 of Theorem 7.1.
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63.

64.

65.

66.

67.

68.
69.

By Exercise 49, z,y € K implies that x —y € K. Also, if z,y € K
and y # 0, then (zy~1)? = 2P(y~ )P = 2P (y?) " = 2y~ 1. So, by
Exercise 29, K is a subfield.

Since the characteristic of a field of order 2" is 2, it suffices to show
that a = b for then 0 = a? + ab + b? = 3a? = 2a® + a® = a®. Note
that a® — b® = (a — b)(a® + ab+ b?) = 0 so that a® = b3. In a field of
order 27, x2"*! = 22 for all = (see Exercise 54). Also, for all odd n,
2™ + 1 is divisible by 3. Thus

a2 =qg2"t1 = (a3)(2”+1)/3 — (bS)(Z"Jrl)/S — p2"+l — 2, Finally,

a® = b3 and a? = b? imply a = b.

Let a € F', where a # 0 and a # 1. Then

(14+a)3=13+3(1%a) +3(la®) +a® =1+a+a® + a3 If

(14 a)® = 13 + a?, then a + a® = 0. But then a(1 + a) = 0 so that
a =0 or a=—1=1. This contradicts our choice of a.

Let F* = (a). Then —1 = a™ for some n. Thus, 1 = a?>" and |a]

divides 2n.

6(z) = 6(z - 1) = 6(x) - (1) 50 H(1) = 1. Also,
1= ¢(1) = g(aa~1) = d(x)o(a). So, ¢(x) = 1.

Apply Lagrange’s Theorem to F™.

Since a field of order 27 has characteristic 3, we have 3a = 0 for all
a. Thus, 6a = 0 and 5a = —a.
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CHAPTER 14
Ideals and Factor Rings

10.

. Let r1a and rqa belong to (a). Then ra —roa = (r1 —r2)a € {(a). If

r € R and ra € (a), then r(r1a) = (rri)a € (a).

. To prove that A is an ideal note that f(z) € A if and only if

f(0)=0. If f(z),9(z) € A, then f(0) =0 and g(0) = 0. So,
f(0)—=g(0) =0—0=0 and h(0)f(0) = h(0)0 = 0 for all A(z) in
Z[z]. Finally, note that f(z) € (x) if and only if f(0) = 0.

. Clearly, I is not empty. Now observe that

(ria; + -+ 4+ rpan) — (s101 + - -+ + spay) =

(ri —s1)ar + -+ (rn — sp)ay € 1. Also, if r € R, then

r(riar + -+ rpap) = (rry)ay + -+ (rrp)a, € I That 1 C J
follows from closure under addition and multiplication by elements
from R.

{(a,a) | a € Z}.

. Let a+bi,c+di € S. Then (a+bi)— (c+di) =a—c+ (b—d)i and

b—d is even. Also, (a + bi)(c + di) = ac — bd + (ad + cb)i and
ad + cb is even. Finally, (1 +2i)(14+4)=—-1+3i ¢ S.

.a. (2) b. (2)and (5) c. (2) and (3) d. (p) where p is a prime

divisor of n.

Since ary — ary = a(ry — r2) and (ari)r = a(rir), aR is an ideal.
AR=1{...,—-16,-8,0,8,16,...}.

. Mimic Exercise 9 of Chapter 12.

. If n is a prime and ab € Z then by Euclid’s Lemma (Chapter 0), n

divides a or n divides b. Thus, a € nZ or b € nZ. If n is not a
prime, say n = st where s < n and ¢t < n, then st belongs to nZ but
s and t do not.

(a1 +b1) — (a2 + b2) = (a1 — a2) + (b1 — b2) € A+ B;
rla+b)=ra+rbe A+B; (a+b)r=ar+brec A+ B
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11.
12.

13.

14.

15.
16.

17.

18.

19.

20.

21.

a.a=1 b.a=2 c. a=ged(m,n)
Let aiby + - -+ + apby, and afb] + - - - al,b), then

(a1by + -+ apby) — (aiby + -~ +al, b))
= aiby + -+ apby + (—a)V) + -+ + (—al,)V), € AB.

Also
r(aiby + -+ anby) = (rar)by + -+ - + (ran)b, € AB
and
(a1by + - + apbp)r = a1 (byr) + - -+ + an(b,r) € AB.
a. a=12

b. a = 48. To see this, note that every element of (6)(8) has the
form 6t18ky + 6t28ky + - - - + 6t,8k, = 48s € (48). So,
(6)(8) C (48). Also, since 48 € (6)(8), we have (48) C (6)(8).

C. a=mn

Since A and B are ideals, ab € A and ab € B when a € A and
b € B. Now AB is just the sum of such terms.

Let r € R. Then r = 1r € A.

By Exercise 14, we have AB C AN B. So, let x € AN B. To show
that x € AB, start by writing 1 = a + b where a € A,b € B.

Let u € I be a unit and let 7 € R. Then r = r(u"tu) = (ru=)u € I.
J=(5)orJ=(T); I=Z.

Observe that (2) and (3) are the only nontrivial ideals of Zg, so
both are maximal. More generally, Z,,, where p and ¢ are distinct
primes, has exactly two maximal ideals.

Observe that as groups |R : I| = 3. So there is not a proper
subgroup of R that strictly contains I.

I is closed under subtraction since the even integers are closed
under subtraction. Also, if by, b, b3, and by are even, then every

entry of @ a2 b ba is even
Y as a4 bz by '
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22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.
33.

Observe that {f(z) € Z[z]| f(0) is even} is a proper ideal that
properly contains I[x].

Use the observation that every member of R can be written in the
21 +1m1 2q2+ 72
2q3+ 13 2q4+ 14

21 +7r1 2q2 + 12 g | o
3 T4

2q3+713 2q4+74
Look at the ring {0,2,4,6} under addition and multiplication mod
8.

form . Then note that

+1.

(br1 +a1) — (bro + a2) = b(ry — r2) + (a1 — ag) € B;
r'(br +a) = b(r'r) +1r'a € B.

(b+A)(c+A)=bc+A=cb+A=(c+A)(b+A). If 1is the unity
of R, then 1+ A is the unity of R/A.

Suppose that I is an ideal of F and I # {0}. Let a be a nonzero
element of I. Then by Exercise 17, [ = F.

Use Example 15 and Theorem 14.4.

Since every element of (z) has the form zg(z), we have (z) C I. If
f(z) € I, then f(z) = apa"™+ -+ a1z = z(apz” '+ +a1) € (z).

Observe that Z @ Z/A = {(0,0) + A,(1,0) + A,(2,0) + A} = Z3
and use Theorem 14.4. In general, for

A={(nz,y) |z,ye Z}, Z& Z/A=

{(0,0) + A, (1,0) + A,(2,0) + A,...,(n—1,0) + A} = Z,,. Thus, A
is a maximal ideal of Z @ Z if and only if n is prime.

Suppose f(x) + A # A. Then f(z)+ A= f(0) + A and f(0) # 0.

Thus, .
-1 _
(f(x)+ A) _f(0)+A'

This shows that R/A is a field. Now use Theorem 14.4.
W@ (2), 2 e M), 1H)s3), 1) 6);2 23,5

Since (3 +14)(3 —4) = 10 we know 10 + (3 +1i) = 0+ (3 + 7). Also,
i+ (3+1i) =-3+3+1i) =7+ (3+1). Thus, every element
a+ bi + (3 + i) can be written in the form k + (3 + 4) where
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34.
35.

36.

37.

38.

39.

40.

41.

42.

43.

k=0,1,...,9. Finally, Z[i]/(3+1i) = {k+ (3+1) | k=0,1,...,9}
since 1 + (3 4 i) has additive order 10.

Consider J = {f € Z[z]|f(0) is even}.

Note that in (Z @ Z)/I, (a,b) + I = (a,0) + (0,b) +1 = (0,b) + I.
So, (Z @ Z)/I is isomorphic to Z (map (0,b) + I to b). Since Z is
an integral domain but not a field, we have by Theorems 14.3 and
14.4 that I is a prime ideal but not a maximal ideal.

rs—sr €l ifand only ifrs —sr+I=1orrs+1=sr+ 1. Thisis
equivalent to (r +1)(s+ 1) = (s+ I)(r +I).

Since every element in (z,2) has the form f(z) = zg(x) + 2h(x), we
have f(0) = 2h(0), so that f(z) € I. If f(z) € I, then

f(x) =apa™+ -+ a1z + 2k = x(apz™ - - +a1) + 2k € (x,2). By
Theorems 14.3 and 14.4 to prove that I is prime and maximal it
suffices to show that Z[x]/I is a field. To this end note that every
element of Z[x]/I can be written in the form

apxt” + - +ax+2k+1=0+1or

anx" 4+ - +ax+ 2k+1)+I=1+1. So, Z[z]/I =~ Zs.

2¢(242i)and 147 ¢ (2+ 2i) but 2(1 +14) € (2+ 24). Z[i]/I has 8
elements and has characteristic 4.

3x+1+1

Let a,b € I,. Say |a| = p™ and |b] = p™. Then p"*™(a —b) = 0 so
la — ] divides p"™™. Also, p"(ra) = r(p"a) = 0 so |ra| divides p".

Every ideal is a subgroup. Every subgroup of a cyclic group is
cyclic.

Since and

d 0 ¢ 0 dt

ros a b | | ra rb+sd
0t 0 d| |0 td

have that r and ¢ are even.

a b [r s _lar as + bt
0 —

for all a,b, and d, we must

Let I be any ideal of R® S and let

Ir ={r € R| (r,s) € I for some s € S} and

Is ={s €S| (r,s) € I for some r € R}. Then Iy is an ideal of R
and Ig is an ideal of S. Let Ir = (r) and Is = (s). Since, for any
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44.

45.

46.

47.

48.
49.

50.

o1.

52.

(a,b) € I there are elements a’ € R and b’ € S such that
(a,b) = (a'r,t's), we have that T = ((r, s)).

Say ax = br and az’ = br’. Then
ar —az' =br —br' =b(r —r') € bR.

Also,
(riz)a =ri(ax) = ri(br) = b(rir) € bR.

Say b,c € Ann(A). Then (b — c¢)a = ba — ca =0— 0= 0. Also,
(rb)a=r(ba) =7-0=0.

Suppose b,c € N(A). Say, b" € A and ¢ € A. Then the binomial
theorem shows that (b — )" € A. Also, (rb)™ = r"b" € A.

Suppose (x + N((0)))" =0+ N((0)). We must show that

xz € N((0)). We know that 2" + N((0)) = 0+ N((0)), so that
2™ € N({0)). Then, for some m, (z™)™ = 0, and therefore

z € N((0)).

)
Clearly N(A) C N(N(A)). Suppose z € N(N(A)). Then
" € N(A) for some n. Thus (z")™ € A for some m, so z € N(A)).

Let I = (#? +x+1). Then Zslx]/I = {0+, 1+ L,z + 1,2 +1+1}.
1+ I is its own multiplicative inverse and
(x+Dz+1+)=2?+2x+T=a?>+2+1+1+1=1+1. So,
every nonzero element of Zs[x]/I has a multiplicative inverse.

For simplicity, denote the coset
f@) + (@ + 2 + 1) by f(z).
The tables are

+ | 0 1 Tzl
0 0 1 T x+1
1 1 0 z+1 =
T T x+1 0 1
r+1|z+1 = 1 0



14/Ideals and Factor Rings 125

93.
54.
95.

56.

o7.

98.

99.

60.

61.
62.

1 T x+1
1 1 T x+1
T T z+1 1
z+1|z+1 1 T

x + 2+ (x? + 2 + 1) is not zero, but its square is.
{na+ba|neZzbeR}

If fand g € A, then (f —¢)(0) = f(0) — g(0) is even and
(f-9)(0) = f(0)-g(0) is even. f(z)=1/2 € R and g(x) =2 € A,
but f(z)g(x) ¢ A.

Observe that 1+ (1 —4) =i+ (1 — ¢) so any coset can be written in
the form a + (1 — i) where a € Z. But

1+ (1 —4) = (141 —1i))?
= (i+1—-0))2=—-1+(1-1)

s0 24 (1 —i) =0+ (1 —4). This means that there are only two
cosets: 0+ (1 —14) and 1+ (1 —1).

Any ideal of R/I has the form A/I where A is an ideal of R. So, if
A= {a), then A/I = (a+I)/I.

1. To see this note that in Z[z]|/(1 4 i) we have

1+ (144) = —i+ (1 +4). Thus, (1+ (1 +14))? = (=i + (1 +1))? and
therefore 2 + (1 +14) = 0+ (1 4 ¢). Multiplying both sides by 3 we
obtain 1+ (1 +14) =0+ (1 +1).

By Theorem 14.3, R/I is an integral domain. Since every element
in R/I is an idempotent and Exercise 16 in Chapter 13 says that
the only idempotents in an integral domain are 0 and 1 we have
that R/I ={0+ 1,1+ 1}.

Say J # I is also a maximal ideal. Let z be an element of J that is
not in I. Then 1 = 2z~ 'z € J so that J = R.

(x) C (z,2") C (z,2" VY C--- C (2,2)

Use the ideal test to show that I is an ideal of R. To show that I is
not generated by a single element observe that every element of
has the form (by, ba,bs,...,b,0,0,0,...) where all terms beyond
the kth one are 0). Thus, ((b1, b2, bs,...,bk,0,0,0,...)) does not
contain (by, by, b3, ..., bk, 1,0,0,...).
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63. Taking » = 1 and s = 0 shows that a € I. Takingr =0and s =1
shows that b € I. If J is any ideal that contains a and b, then it
contains I because of the closure conditions.
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SUPPLEMENTARY EXERCISES FOR CHAPTERS 12-14

1.

In Z1g they are 0, 1, 5, 6. In Zog, they are 0, 1, 5, 16. In Z3g, they
are 0, 1, 6, 10, 15, 16, 21, 25.

. Let s and ¢ be such that 1 = ms + nt. Then

ms = ms(ms + nt) = (ms)? + mnst = (ms)? in Z,,. Similarly,
nt = (nt)2.

. Suppose that a™ = 0 for some positive integer n. Let 2% be the

smallest power of 2 greater than n. Then a2" = (an_”)a" =0.
Since 0 = a2" = (a2*"")? we conclude that a2~ = 0. By iteration

(or induction) we obtain that a = 0.

Fix some a in R, a # 0. Then there is a b in R such that ab = a.
Now if x € R and x # 0 then there is an element ¢ in R such that
ac = x. Then xb = acb = ¢(ab) = ca = z. Thus b is the unity. The
rest is easy.

. Suppose AZ C and B Z C. Pick a € A and b € B so that a,b ¢ C.

But ab € C' and C is prime. This contradicts the definition of a
prime ideal.

. In Z, (2) N (3) = (6) is not prime.

Suppose that (a,b) is a nonzero element of an ideal I in R & R. If
a # 0, then (r,0) = (ra=%,0)(a,b) € I. Thus, R® {0} C I.
Similarly, if b # 0, then {0} ® R C I. So, the ideals of R @ R are
{0} ® {0}, R® R,R & {0},{0} & R. The ideals of F' & F are

{0} ® {0}, F® F,F®{0},{0}® F.

. Every factor ring has the form Z/(n) for some nonnegative integer

n.

. Suppose that ¢ mod n = 0. Since n divides a'", every prime p

divisor of n divides . By Euclid’s Lemma (Chapter 0), p divides
a and since n is square-free it follows that n divides a.
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10.

11.

12.

13.

14.
15.

16.

17.

18.

19.

20.

Try the case a = 1 and b? = 0 first. Then generalize to a = 1 and
b" = 0. Finally, reduce the original problem to the previous case.

Suppose that AC BUC but AZ Band A Z C. Let a € A but
ag¢ Bandd € Abut ' €C. Sincea€ AC BUC and a ¢ B we
have that a € C. Similarly, a’ € B. Then since a + a’ € A we know
that a+a’ € Bora+d € C. If a+ a’ € B we have that

a = (a+a') —da € B, which contradicts the fact that a ¢ B. A
similar contradiction arises if a +a’ € C.

Say [ is an ideal that contains a. The aR C I. Now note that aR is
an ideal that contains a. For the example consider the ring of even
integers.

Let A = {siat; + -+ spaty}. We first prove that A is a ideal of R.
Since (sjaty + - -+ + spaty,) — (shat] + -+ + shat)) =

siaty + -+ - + spaty, + (—s))ath + -+ + (—s),)at),), A is closed under
subtraction. If » € R then

r(siaty + - - + spaty) = (rsy)aty + -+ - + (rsy)aty) € A and

(s1aty + - - + spaty)r = (s1a(tir) + - - - + spa(tyr) € A, so A is an
ideal of R that contains lal = a (here 1 is the unity of R) and
therefore (a) C A. On the other hand, we know that (a) O A since
multiplying a on the left or right by elements of R gives an element
in (a) and (a) is closed under addition, it contains all elements of
the form sjat; + - - - + spat,.

Use Theorem 13.3.

Since A is an ideal, ab € A. Since B is an ideal, ab € B. So
ab e AN B ={0}.

Observe that (1,0) - (0,1) = (0,0).
6

lem(m,n). In general, the characteristic of the direct product of
any finite number of rings with nonzero characteristics is the least
common multiple of the characteristics of the rings.

Since for every nonzero element a in R, aR is a nonzero ideal of R,
we have aR = R. Then, by Exercise 4, R is a field.

Let ¢ be the unity of I and » € R. First show ri € I. Then use this
fact to show rx € I for allr € R and x € I.
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21.

22.

23.

24.

25.
26.

27.

28.

29.

30.

31.

32.

Since 2x + 1+ (2z+ 1) =0+ (22 + 1), we have
-2+ 2z +1) =14 (2x + 1). So,
(—24+ 2z+1))(z+ 2z+1) =1+ 2z +1).

Clearly, (0) = {0}; (1) = Z[z]; and (—1) = Z[z]. So assume that
a # 0,1, or —1. Observe that (a,z) properly contains (a).
Moreover, (a,z) does not contain 1. For if so, then there are
f(z),9(x) € Z[ | such that af(x) + zg(x) = 1. But then

af(0) +0g(0) = af(0) = 1. This implies that a = +1.

22+ 1+ (2t + 2?).

Suppose A is prime and B is an ideal which properly contains A.
Say A = (a) and B = (b). It suffices to show b is a unit. Write

a = br. Then, since A is prime, b € Aorr € A. If b € A, then
BC Asore A. Say r = ar’. Then a = br = bar’ so that

a(l —br') =0. Thus 1 = br’ and b is a unit.

In Zg, 22 =4=6% and 23 = 0 = 6°.
{a22/3 + 023 ¢ | a,b,c € Q}

Say char R = p (remember p must be prime). Then
char R/A = |1 + A|, the additive order of 1+ A. But |1 + A| divides

1] =p.
It is the external direct product of n copies of Z,.

Let A be a prime ideal of R. By Theorem 14.3, R is an integral
domain. Then, by Theorem 13.2, R/A is a field and, by
Theorem 14.4, A is maximal.

If the additive group of R/C(R) were cyclic, then there is some a in
R such that every element has the form na + ¢ where ¢ € C(R). For
this it follows that R is commutative.

Observe that A = { {

i) fo o) =l

No, Consider R = Z and A = (4).

} ‘ a,bEZQ} but

a b
0 0
] is not in A.
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33.

34.

35.

36.

37.

38.

39.

40.
41.
42.

43.

We claim that Z[i]/A = {0+ A,1+ A}. To verify this claim let

a + bi + A be any element in Z[i]/A. If a and b are both even or
both odd, then a +bi + A =0+ A. If a is odd and b is even, then
a+bi+A=14+0i+A=14 A. If a is even and b is odd, then
a+bi+A=0+i+A=1+A. So, Z[i|/A={0+ A, 1+ A}, which
is a field isomorphic to Zs. Thus, by Theorem 14.4, A is maximal.

Let I be a prime ideal and a € I. By Theorem 14.4 it suffices to
show that @ + I is a unit in R/I. Observe that

(a+I)" =a"+1=a+ I implies that a” —a+ I =a(a" ' —1) €[
so that a® ' —1 € I. Thus (a+ )"t =1+1.

A finite subset of a field is a subfield if it contains a nonzero
element and is closed under addition and multiplication.

If char F' is odd, use the fact that for z # 0, x and —z are distinct.
If char F'is 2, observe that the additive structure of F' has the form
Zo® Ly ® -+ ® Zy. Let H={hy,ha,--+,h,} be a subgroup of
index 2 and let x ¢ H. Then
hi+ho+---+hy+(@x+h)+ -+ (x+h,) =nz=0.

Observe that (a + bi)(a — bi) = a®> +b*> = 0,50 a+ bi is a
zero-divisor. In Zy3[i], 2 4 3i is a zero-divisor.

Let @ € R. Then 0 = ab? — ab = (ab — a)b so that ab — a = 0.
Similarly, ba — a = 0.

According to Theorem 13.3 we need only determine the additive
order of 1+ (2 + ). Since

B14+ (241) =5+ (2+41) = (24+)(2—1) + (2+1) = 0+ (2+1),
we know that 1+ (2 + ) has order 5.

Use the fact that a? + b% = (a + bi)(a — bi).
The inverse is 2z + 3.

Observe that Z[z,y]/(x,y) ~ Z, then use Theorem 14.3 and
Theorem 14.4.

Because elements of Z5[z, y|/(z,y) have the form f(x,y) + (x,y)
and (x,y) absorbs all terms of f(z,y) that have an x or a y we
know that Zs[z,y|/(z,y) =

{0+ (z,y), 1 + (z,y), 2+ (z,y),3+ (x,y),4 + (z,y) } = Z5. Thus, by
Theorem 14.4, (x,y) is maximal.
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44.

45.

46.

47.

48.

49.

50.
o1.

52.

Observe that Z[z,y]/(2,z,y) &~ Zs, then use Theorem 14.4.

Say (a,b)” = (0,0). Then a" =0 and b" =0. If a™ =0 and 0" =0,
then (a,b)™ = ((a™)™, (b™)™) = (0,0).

If (a,b) is a zero-divisor in R & S then there is a (¢, d) # (0,0) such
that (a,b)(c,d) = (0,0). Thus ac =0 and bd = 0. So, a or b is a
zero-divisor or exactly one of a or b is 0. Conversely, if a is a
zero-divisor in R then there is a ¢ # 0 in R such that ac = 0. In
this case (a,b)(c,0) = (0,0). A similar argument applies if b is a
zero-divisor. If a = 0 and b # 0 then (a,b)(x,0) = (0,0) where z is
any nonzero element in A. A similar argument applies if a # 0 and
b=0.

If a® = a, then p*|a(a — 1). Since a and a — 1 are relatively prime,
pFla or p¥|(a —1). So,a=0or a=1.

If a>=a, then a(l —a) =0. Let b=1—a. If a + b =1, then
la = (a+b)a = a® + ba = a®.

First observe that in Z3, a? + b%> = 1 or 2 except for the case that
a=0=0b. So, for any nonzero element a + bv/2 in

Z3[v2],a% + b* = 1 or —1. Next note that if a + bv/2 # 0, then

1 1 a— b2 _a-— b2 _

+b\/§71: = — —
(a ) a+bv/2 a+bvV2a—-by2 a?—2b?
—bv2

m:a_b\/ﬁm —a +bv/2. So, Z3[v/2] is a field. In

Z: V2], (1 +2v2)(1 + 5v2) = 0.
If a is a zero divisor in Z,» then p divides a. Thus p™ divides a™.
If 2" = 0, then(rz)" = r"z™ = 0.

Let I = (3,22 + 1). Using the condition that 3 + I = 0+ I we see
that when when adding and multiplying in Z[z]/I we may treat the
coset representatives Z[x]/I as members of Z3[x]. Then we see that
Zx) /I =

{0+ 1,1+ 1,2+ 1,2+, 2+ 141, 24+2+1,20+1,2x+1+1,20+2+1}
Moreover, 1 + I and 2 + I are their own inverses;

(z+DQ2x+1) =222 +T1=1+1 (z+1+D(z+2+1) =

1+ 2z +1+1)(2z+2+1)=1+1.
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CHAPTER 15

Ring Homomorphisms

1. Property 1: ¢(nr) = n¢(r) holds because a ring is a group under
addition. To prove that ¢(r™) = (¢(r))™ we note that by induction
B(™) = B(r"1r) = G(r11)g(r) = b(r)"1o(r) = H(r)".

Property 2: If ¢(a) and ¢(b) belong to ¢(A) then

6(a) — 6(b) = ¢(a — b) and ¢(a)(b) = ¢(ab) belong to H(A).
Property 3: ¢(A) is a subgroup because ¢ is a group
homomorphism. Let s € S and ¢(r) = s. Then

s6(a) = B(r)d(a) = p(ra) and ¢(a)s = H(a)(r) = B(ar).

Property 4: Let a and b belong to ¢~!(B) and r belong to R. Then
¢(a) and ¢(b) are in B. So,

p(a) — ¢p(b) = ¢p(a) + ¢(—b) = ¢(a — b) € B. Thus, a —b € ¢~ 1(B).
Also, ¢(ra) = ¢(r)p(a) € B and ¢(ar) = ¢(a)p(r) € B. So, ra and
ar € ¢~1(B).

Property 5: ¢(a)g(b) = d(ab) = ¢(ba) = B(b)é(a).

Property 6: Because ¢ is onto, every element of S has the form
¢(a) for some a in R. Then ¢(1)¢(a) = ¢(la) = ¢(a) and

6(0)6(1) = d(al) = 6(a).

Property 7: If ¢ is an isomorphism, by property 1 of Theorem 10.1
and the fact that ¢ is one-to-one, we have Ker ¢ = {0}. If Ker

¢ = {0}, by property 5 of Theorem 10.2, ¢ is one-to-one.

Property 8: That ¢! is one-to-one and preserves addition comes
from property 3 of Theorem 6.3. To see that ¢! preserves
multiplication note that ¢~!(ab) = ¢~ (a)¢~1(b) if and only if
6(671(ab)) = B(6™ ()6~ (b)) = 6(6~(a))B(6 (). But this

reduces to ab = ab.

2. Since ¢ is a group homomorphism, Ker ¢ is a subgroup. Let
a € Ker ¢ and r € R. The ¢(ar) = ¢(a)p(r) = 0¢(r) = 0. Similarly,
¢(ra) = 0.

3. We already know the mapping is an isomorphism of groups. Let
®(xz + Ker ¢) = ¢(x). Note that &((r + Ker ¢)(s + Ker¢)) =
O(rs + Ker¢) = ¢(rs) = ¢(r)o(s) = @(r + Ker ¢)P(s + Ker ¢).
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10.

11.

12.

13.

14.

See the proof of Theorem 10.4.

. ¢(2+4) = ¢(1) =5, whereas ¢(2) + ¢(4) =0+0=0.

. xy — 3zy # 3x3y.

Observe that (x +y)/1 = (/1) + (y/1) and (zy)/1 = (z/1)(y/1).

. If ¢ is a ring-homomorphism from Z,, to itself then

= ¢(1x) = ¢(1)x. Moreover, if ¢(1) = a, then
((1))? = ¢(1%) = ¢(1) = a.

#(1) = ¢p(1-1) = ¢(1)¢(1) = aa = a?. For the example note
that the identity function from Zg to itself is a ring homomorphism
but 32 = 3.

( )=

a. No. Suppose 2 — a and consider 2 4+ 2 and 2 - 2.
b. No.

If a and b (b # 0) belong to every member of the collection, then so
do a — b and ab~'. Thus, by Exercise 29 of Chapter 13, the
intersection is a subfield.

Try a+bi — a + bz + (2 + 1).

By observation ¢ is one-to-one and onto. Since

d((a+bi)+ (c+di)) = d((a+c)+ (b+d)i) = —?bi—cd) Z—j_i =
a b c d . .
[—b . g C]:¢(a+bz)+¢(c+dl)

addition is preserved. Also,

d((a+ bi)(c+ di)) = ¢((ac — bd) + (ad + be)i) =

ac—bd ad+bc | | a b c d|
—(ad+bc) ac—bd | | =b a —d ¢ |
é(a + bi)d(c+ di)

so multiplication is preserved.

Trya+b\/§—>la 2b].

b
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15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

aa’ +bd  ab + bd
ca' +dcd b +dd

(23] 2])-o([ 228 22

/ /
aa’ +bc # ad' = ¢ CCL Z 0] ( (Z, Z, ]) multiplication is

not preserved.
It is a ring homomorphism.

Yes. ¢(z) = 6z is well defined because a = b in Z5 implies that 5
divides a — b. So, 30 divides 6a — 6b. Moreover,

¢(a+0b) =6(a+b) =6a+ 6b=¢(a)+ ¢(b) and

¢(ab) = 6ab = 6 - 6ab = 6a6b = ¢(a)p(b).

No; multiplication is not preserved.

The set of all polynomials passing through the point (1,0).

a = a® implies that ¢(a) = ¢(a?) = ¢(a)d(a) = (¢(a))*.

For Zg to Zg, 1 - 0,1 — 1,1 — 3, and 1 — 4 each define a
homomorphism. For Zsg to Z3g, 1 -+ 0,1 — 6,1 — 15, and 1 — 21
each define a homomorphism.

By Exercise 8, any isomorphism has the form ¢(x) = ax where
a? = a. Then ¢(1) = a and ¢(a) = a® = a so that 1 = a. Thus, the
only ring-isomorphism of Z,, to itself is the identity.

Suppose that ¢ is a ring homomorphism from Z to Z and ¢(1) = a.
Then ¢(2) = ¢(1 + 1) = 2¢(1) = 2a and

o(4) = (24 2) = 2¢(2) = 4a. Also,

d(4) = #(2-2) = $(2)¢(2) = 2a - 2a = 4a?. Thus, 4a? = 4a and it
follows that a = 0 or a = 1. So, ¢ is the zero map or the identity
map.

(0,0),(1,0),(0,1),(1,1).

Suppose that ¢ is a ring homomorphism from Z & Z to Z & Z. Let
#((1,0)) = (a,b) and ¢((0,1)) = (¢,d). Then

o((z,y)) = ¢(x(1,0) +y(0,1)) = ¢(2(1,0)) + ¢(y(1,0)) =

z¢((1,0)) + yo((0,1)) = z(a,b) + y(c,d) = (ax + cy, bx + dy). Since
¢ preserves multiplication we know

o((z, y)(a',y") = ¢((z2’, yy')) = (aza’ + cyy’, bxa’ + dyy’) =
o((z,y)(z',y") = (az + cy, bx + dy)(az’ + cy', ba’ + dy') =
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26.
27.

28.

29.

((az + cy)(az’ + ¢y'), (bx + dy)(bx’ + dy')). Now observe that

(ax + cy)(az’ + i) = axa’ + cyy’ for all x, 2’ y,y" if and only if
a’zx’ + acxy + acyx’ + Ayy' = axax’ + cyy’ for all x, 2, y,y’. This
implies that a =0 or 1 and ¢ =0 or 1 and ac = 0. This gives

(a,c) = (0,0),(1,0), and (0,1). Likewise, we have
(b,d) = (0,0), (1,0), and (0,1). Thus, we have nine cases for
(a,b,c,d):

(0,0,0,0) corresponds to (z,y) — (0,0);

(0,1,0,0) corresponds to (x,y) — (0, x);

(0,0,0,1) corresponds to (z,y) — (0,y);

(1,0,0,0) corresponds to (x,y) — (x,0);

(1,1,0,0) corresponds to (z,y) = (x,x);

(1,0,0,1) corresponds to (z,y) — (z,y);

(0,0,1,0) corresponds to (z,y) — (y,0);

(0,1,1,0) corresponds to (z,y) — (y,);

(0,0,1,1) corresponds to (z,y) — (y,y).

It is straight forward to show that each of these nine is a ring
homomorphism.

The group A/B is cyclic of order 4. The ring A/B has no unity.

Say 1 is the unity of R. Let s = ¢(r) be any nonzero element of S.
Then ¢(1)s = ¢(1)p(r) = ¢(1r) = ¢(r) = s. Similarly, s¢(1) =

Consider the mapping given by (x,y) — (x mod a,y mod b) and use
Theorem 15.3.

Suppose that ¢ is a ring homomorphism from Z @& Z to Z. Let
#((1,0)) = a and ¢((0,1)) = b. Then

o((z,y)) = ¢(x(1,0) + y(0,1)) = ¢(x(1,0)) + ¢(y(1,0)) =
z¢((1,0)) + yo((0,1)) = ax + by. Since ¢ preserves multiplication
we know

¢(($7 y)(xlv y/)) = ¢(($£/, yy/)) = axx’ + byy, = (b((m? y)¢($l, y/)) =
(azx + by)(ax’ + by') = a’xa’ + abzy’ + abyz’ + b*yy’. Now observe
that aza’ + byy' = a’xa’ + abzy’ + abyx’ + b?yy’ for all x, 2’y if
and only if a® = a,b?> = b, and ab = 0. This means that a =0 or 1
and b= 0 or 1 but not both a =1 and b = 1. This gives us three
cases for (a,b):

(0,0) corresponds to (x,y) — 0;

(1,0) corresponds to (x,y) — ;

(0,1) corresponds to (x,y) — y.

Each of these is obviously a ring homomorphism.
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30.

31.

32.

33.

34.
35.

36.

37.

38.

39.
40.

(n? 4+ (n+1)?2+ (n+2)?) mod 3 = 2 while k% = 2 mod 3 has no
solution.

Say m = agap_1---aijag and n = bgbg_1 - - - b1bg. Then

m—n = (ap—bg)10¥ 4 (ap_1 —bp_1)10*" 4+ -+ (a1 —b1 )10+ (ag—bo).
By the test for divisibility by 9 given in Example 8, m —n is
divisible by 9 provided that

ar —bp+ag—1 —bp_1+--+a —by+ap—by =

(ap +ak—1+---+ay +ay) — (bg + bg—1+ -+ b1 + by) is divisible
by 9. But this difference is 0 since the second expression has the
same terms as the first expression in some other order.

(apag_1 . ..a1ag) mod 11 = (ag+10a;+10%as+- - -+10%ay) mod 11 =
(ap —a; +ag —--- (—l)kak) mod 11.

Since the sum of the digits of the number is divisible by 9 so is the
number (see Example 8); the test for divisibility by 11 given in
Exercise 32 is not satisfied.

Use Example 8 and Exercise 32.

Let a be the homomorphism from Z to Zs given by

a(n) = nmod 3. Then noting that a(10°) = a(10)’ = 1° = 1 we
have that n = agag_1 - - arag = ax10% +ap_1105"1 4+ ... 4+ 6,10 + ag
is divisible by 3 if and only if, modulo 3, 0 = «a(n) =

a(ak) +alag_1)+---+ Oz(al) + Oz(CLo) = a(ak +ag—1+---+ai+ap).
But a(ar + ax—1 + -+ + a1 + ap) = 0mod 3 is equivalent

ar + ap—1 + -+ -+ a1 + ag being divisible by 3.

apGg—1 ...a1a9 mod 4 =
(agag—1-...a1a0 — arap) mod 4 + ajap mod 4 = ajap mod 4.

Use Exercise 35.

Using the divisibility by 9 test we have a + 27 4+ b must be divisible
by 9. Using the divisibility by 11 test we have b — a — 1 must be
divisible by 11. Experimentations yield b =5 and a = 4.

Look at both sides mod 2.

Use the base 5 representation for n.
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41.

42.

43.

44.
45.
46.
47.

48.
49.

Observe that 10 mod 3 = 1. So,

(2-10° +2) mod3 = (2 +2)mod 3 = 1 and

(101 + 1) mod 3 = (1 + 1)mod 3 = 2 = —1mod 3. Thus,
(2-107 +2)1%%mod 3 = 1 mod 3 = 1 and

(10'° + 1) mod 3 = 2% mod 3 = (—1)* mod 3 = —1mod 3 = 2.

Since the only idempotents in @ are 0 and 1 we have from Exercise
20 that a ring homomorphism from @ to () must send 1 — 0 or

1 — 1. In the first case the homomorphism is x — 0 and in the
second case it is * — .

By Theorem 13.3, the characteristic of R is the additive order of 1
and by property 6 of Theorem 15.1, the characteristic of S is the
additive order of ¢(1). Thus, by property 3 of Theorem 10.1, the
characteristic of S divides the characteristic of R.

Use Exercise 45(a) of Chapter 13.
No. The kernel must be an ideal.
Use Exercise 27 of Chapter 14.

a. Suppose ab € ¢~ 1(A). Then ¢(ab) = ¢(a)p(b) € A, so that
a€ ¢ (A orbe g l(A).

b. Let ® be the homomorphism from R to S/A given by
®(r) = ¢(r) + A. Then ¢~1(A) = Ker ® and, by
Theorem 15.3, R/Ker ® ~ S/A. So, $~!(A) is maximal.

If ¢~1(A) =

(
a. Since ¢((a,b) + (d/,0")) =d((a+d',b+V))=a+d =
#((a,b)) + ¢((a’, b)), ¢ preserves addition. Also,
¢((a,b)(a’, b)) = ¢((ad’, b)) = aa’ = ¢((a, b))p((a’, b)) so ¢
preserves multiplication.

b. ¢(a) = ¢(b) implies that (a,0) = (b,0), which implies that
a=>b. ¢(a+b)=(a+0b,0)=(a,0)+ (b,0) = @(a)+ ¢(b).
Also, ¢(ab) = (ab,0) = (a,0)(b,0) = ¢(a)p(b).

c. Define ¢ by ¢(r,s) = (s,r). By Exercise 14 in Chapter 8, ¢ is
one-to-one and preserves addition. Since ¢((r,s)(r’,s’)) =
O((rr', s8")) = (ss',rr') = (s,7)(s',7") = @((r,5))p((+', 5"))

multiplication is also preserved.

a), then A = (¢(a)).
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50.

ol.
52.

53.

54.

95.

56.

o7.

58.
99.

Since a generator must map to a generator, the only possibilities
are n — +m. Consider n — m. Then

n+n+---+n—-m+m-+---+m=mnm

n terms n terms

while nn — mm. But nm # mm.
Observe that 2% = 1 has two solutions in R but four in C.

First show that any automorphism ¢ of R acts as the identity map
on the rationals. Then show that if a < b then ¢(a) < ¢(b). Next
suppose that there is some a such that ¢(a) # a. Say, a < ¢(a).
Pick a rational number r such that a < r < ¢(a). Then

¢(a) < ¢(r) = r, a contradiction. A similar argument applies if

#(a) < a.

By Exercise 46 every ring homomorphism from R to R is an
automorphism of R. And by Exercise 52 the only automorphism of
R is the identity.

To check that multiplication is operation preserving, observe that
xy — a(zy) = a’ry = avay. For the second part take m = 4,n = 6
and a = 4. Then 0 = ¢(0) = ¢(2-2) but ¢(2)p(2) =2-2=4.

If a/b=a'/V and ¢/d = ¢ /d', then ab/ = ba' and cd’ = dc’. So,
act/d = (ab')(ed') = (ba')(d") = bda'd. Thus, ac/bd = da'd /V'd’ and
therefore (a/b)(c/d) = (a'/b')(d'/d").

First observe that 1 — 1 so that 2 — 2. Suppose V2 — a + b\/5.
Then 2 = v/2v2 — (a + bv/5)? = a® + 2aby/5 + 5b>. This would
imply that /5 is rational.

Let F' be the field of quotients of Z[i]. By definition
F={(a+0bi)/(c+di)| a,b,c,d € Z}. Since F is a field that contains

Z and i, we know that Q[i] C F. But for any (a + bi)/(c+ di) in F
atbi _ atbic—di _ (actbd)+(bc—ad)i _ actbd + (bc—ad)i € Q[i]
c+di T ctdic—di c?+d? T 24d? c2+d? :

we have

Map [a/b] to ab™ .

The subfield of E is {ab™!| a,b € D,b # 0}. Define ¢ by
¢(abt) = a/b. Then ¢(ab~t + cd™1) = ¢((ad + be)(bd) 1)) =
(ad + bc) /bd = ad/bd + be/bd = a/b+ c/d = ¢p(ab™t) + ¢p(cd™1).
Also, ¢((ab™1)(cd™1)) = ¢p(acb=td™1) = ¢((ac)(bd)~') = ac/bd =
(a/b)(c/d) = p(ab™)(cd ).
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60.

61.

62.

63.

64.

65.

66.

67.

68.

Zero divisors do not have multiplicative inverses.

Reflexive and symmetric properties follow from the commutativity
of D. For transitivity, assume a/b = ¢/d and ¢/d = e/f. Then
adf = (be)f = b(cf) = bde, and cancellation yields af = be.

The set of even integers is a subring of the rationals.

Let ¢ be the mapping from T to Q given by ¢(ab™') = a/b. Now
see Exercise 59.

Say 1g is the unity of R and 1g is the unity of S. Pick a € R such
that ¢(a) # 0. Then 1g¢(a) = ¢(1ra) = ¢(1r)¢P(a). Now cancel.
For the example, consider the mapping from Zs to Zg that sends x
to 4.

Let apz™ + ap_12" 1 + -+ + ag € R[z] and suppose that
f(a+bi) =0. Then ay(a+bi)" + ap—1(a+bi)" 1+ +ag=0.
By Example 2, the mapping ¢ from C to itself given by

¢(a + bi) = a — bi is a ring isomorphism. So, by property 1 of
Theorem 10.1,

0 = ¢(0) = ¢p(an(a+bi)" + ap_1(a +bi)" 1+ +ag) =
Han)é((a + )" + H(an_1)6((a+ i)™+ - + Blao) =
an(a—bi)" + ap_1(a—bi)" 1+ +ayg = f(a — bi).

a. Apply the definition.

won ([0 8]0z

. Use Theorem 15.3.
. Yes, by Theorem 14.3.
. No, by Theorem 14.4.

o

Q. o

)

Certainly the unity 1 is contained in every subfield. So, if a field
has characteristic p, the subfield {0,1,...,p — 1} is contained in
every subfield. If a field has characteristic 0, then
{(m-1)(n-1)"' | m,n € Z,n # 0} is a subfield contained in every
subfield. This subfield is isomorphic to @ [map (m - 1)(n-1)"! to

By part 5 of Theorem 6.2, the only possible isomorphism is given

by 1 — n. If this mapping is an isomorphism then 1 = 12 — n2. So

n? = n mod 2n and it follows that n is odd. Now suppose n is odd.
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69.

70.

Then n(n — 1) is divisible by 2n and n? = n mod 2n. This
guarantees that 1 — n is an isomorphism.

The mapping ¢(z) = (x mod m,x mod n) from Z,,, to Z,, & Z, is
a ring isomorphism.

This follows directly from the divisibilty by 11 test give in Exercise
32.
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CHAPTER 16
Polynomial Rings

10.
11.

f4+g = 32422342042
f-g = 227+ 320 + 25+ 22% + 322 + 20+ 2

. Let f(z) = 2* + 2 and g(z) = 22 + . Then

f(0) =0=g(0); f(1) =2=9(1); f(2) = 0 =g(2).

. The zeros are 1, 2, 4, 5

Since R is isomorphic to the subring of constant polynomials,
charR < char R[z]. On the other hand, char R = ¢ implies
clanz™ + -+ + ag) = (can)x™ + -+ + (cag) = 0.

. Write f(z) = (x — a)q(x) + r(z). Since deg(x —a) =1, degr(z) =0

or r(x) = 0. So r(x) is a constant. Also, f(a) = r(a).

. xQ, 2241, 224z, 22+ +1

2+ 1and 23+ 22+ 2+ 1.

. There are 2™ polynomials over Z5 There are 4 polynomial functions

from Zs to Zs.

. If a is a zero of f(x) we know by Corollary 1 of Theorem 16.2 that

the remainder when f(z) is divided by x — a is 0. So, z —a is a
factor of f(x). If x — a is a factor of f(x), then the remainder when
f(x) is divided by x — a is 0. So, by Corollary 1 of Theorem 16.2,

f(a) =0.
Map the element r to the constant polynomial f(z)=r.

Let f(z), g(x) € R[z]. By inserting terms with the coefficient 0 we
may write

f(z):anxn+"'+a0 and g(x):bnx”+...+b0_
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12.

13.
14.

15.

16.

17.

18.

19.

20.
21.

Then

¢(f(x) +9(x)) = ¢lan+bn)x" +---+ d(ao + bo)
(

Multiplication is done similarly.

Use Exercise 9 and observe that ¢(an)z™ + -+ + ¢(ag) = 0 if and
only if ¢(an) =0,...,¢(ag) = 0. Since ¢ is an isomorphism, this
holds if and only if a,, =0,...,a9 = 0.

422 + 32 + 6 is the quotient and 6z + 2 is the remainder.
422 + 3x + 6 is the quotient and 6z + 2 is the remainder.

Observe that (2o +1)(2x 4+ 1) =422 + 42 +1 = 1. So, 2z + 1 is its
own inverse.

No. (See Exercise 15.)

No, because if a,, b, € Z, and are not zero, then
(@nx™ + -+ ag)(bmx™ + -+ - + bo) = apbpx™™ + -+ - 4+ agby and
Anbm # 0.

Consider f(x) = ax where a is a zero-divisor.

If f(z) =apz™ + -+ ap and g(x) = byx™ + - -+ + by, then
f(z)-g(x) = apbpz™ ™ + - - + apby and apby, # 0 when a, # 0 and
by # 0.

Observe that Q[z]/(x) is isomorphic to Q. Now use Theorem 14.4.

Let m be the multiplicity of b in ¢(x). Then we may write

f(z) = (x —a)"(z — b)"q¢ () where ¢'(z) is in F[z] and ¢'(b) # 0.
This means that b is a zero of f(z) of multiplicity at least m. If b is
a zero of f(x) of multiplicity greater than m then b is a zero of
g(x) = f(z)/(x = b)™ = (x — a)"¢(x). But then

0=g(b) = (b—a)"q¢'(b) and therefore ¢'(b) = 0, which is a

contradiction.
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23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

If there were infinitely many elements of order at most n for some
positive integer n, then for some k < n there would be infinitely
many elements of order k. But then there would be infinitely many
zeros in F' of ¥ — 1. This contradicts Corollary 3 of Theorem 16.2.

Suppose that f(x) # 0 and f(x) is a polynomial of degree n. Then,
by Corollary 3 of Theorem 16.2, f(x) has at most n zeros. This is a
contradiction to the assumption that f(x) has infinitely many zeros.

If f(x) = g(x) for infinitely many elements of F' then
h(z) = f(z) — g(z) has infinitely many zeros. So, by Exercise 23,
h(zx) = 0.

If f(x) # g(x), then deg[f(x) — g(x)] < degp(x). But the minimum

degree of any member of (p(x)) is deg p(z). So, f(z) — g(x) does
not have a degree. This means that f(z) — g(x) = 0.

Consider (2,z) = {2f(z) + zg(x)|f(x), g(x) € Z[z]}.

We start with (z — 1/2)(z + 1/3) and clear fractions to obtain
(62 — 3)(6x + 2) as one possible solution.

If @ had multiplicity greater than 1, then we could write
f(z) = (x — a)?g(x). Now use the product rule to calculate f’(z).

The proof given for Theorem 16.2 with g(z) = x — a is valid over
any commutative ring with unity. Moreover, the proofs for
Corollaries 1 and 2 of Theorem 16.2 are also valid over any
commutative ring with unity.

Notice that the proof of the division algorithm holds for integral
domains when g(z) has the form z — a. Likewise the proofs of the
Factor Theorem and Corollary 3 of Theorem 16.2 hold.

Observe that f(x) € I if and only if f(1) = 0. Then if f and g
belong to I and h belongs to F[x|, we have

(f —9)(1) = f(1) —g(1) = 0— 0 and

(hf)(1) =h(1)f(1) =h(1)-0=0. So, I is an ideal. By
Theorem 16.4, I = (x — 1).

Use the Factor Theorem.

This follows directly from Corollary 2 of Theorem 15.5 and
Exercise 11 in this chapter.



16/Polynomial Rings 144

34.
35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

Consider the ideal (23 — ).

For any a in U(p), a?~! = 1, so every member of U(p) is a zero of
xP~1 — 1. From the Factor Theorem (Corollary 2 of Theorem 16.2)
we obtain that g(z) = (z — 1)(z —2)--- (z — (p — 1)) is a factor of
xP~1 — 1. Since both g(x) and xP~! — 1 have lead coefficient 1, the
same degree, and their difference has p — 1 zeros, their difference
must be 0 (for otherwise their difference would be a polynomial of
degree less than p — 1 that had p — 1 zeros).

By Theorem 16.4 the only possibility for g(z) is =(z — 1). By
Theorem 15.3 Z[z]/Ker ¢ is isomorphic Z. The only possibilities
for g(x) are a(x — 1) where a is any nonzero rational number.
Q[z]/Ker ¢ is isomorphic Q). z in Z. But then g(z) = f(x) — a has
infinitely many zeros. This contradicts Corollary 3 of Theorem 16.2.

C(z) (field of quotients of C[z]). Since p does not divide (p — 1) we
know that p divides (p — 2)! — 1. Thus, (p — 2)! mod p = 1.

When n is prime, use Exercise 37. When n is composite and
greater than 4, (n — 1)! mod n = 0.

By Exercise 36, (p — 1)! mod p = p — 1. So, p divides
1=~ 1) = (p—1)((p—2)! ~ 1)

By Exercise 39 we have 1 = 99! mod 101 = (—2)98! mod 101.

Observe that, modulo 101,
(5012 = (501 (—=1)(=2) - -- (=50) = (50!)(100)(99) - - - (51) = 100!.
And by Exercise 38, 100! mod 101 = 100 = —1 mod 101.

This follows directly from the definitions.

Note that I = (2) is maximal in Z but I[x] is not maximal in Z[z]
since I[z] is properly contained in the ideal

{f(x) € Z[z]| f(0) is even }.

That I[x] is an ideal is straightforward. To prove that I[z] is prime
let f(x) = amaz™ + -+ + ap and g(x) = byx™ + - -+ 4+ by and suppose
f(z)g(z) € I[z]. By filling in with coefficients of 0 we may assume
that m = n. We must show that all a; € I or all b; € I. Suppose
some b; € I and let k be the least integer such that by &€ I. The
coefficient % in f(z)g(x) is agby + ar_1b1 + - - - + agby and belongs
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46.
47.

48.

49.

50.

ol.

52.

to I. Thus agby, € I and therefore ag € I. The coefficient of z**! in
f(x)g(x) is agy1bo + agby + - - - + a1by, + apbgy1 € I. Thus, a1b; € 1
and therefore a; € I. Continuing in this fashion we obtain all

a; € 1.

Since F[z] is a PID, (f(z),g(x)) = (a(x)) for some a(x) € F|x].
Thus a(z) divides both f(z) and g(z). This means that a(z) is a
constant. So, by Exercise 17 in Chapter 14, (f(x), g(x)) = F|x].
Thus, 1 € (f(z), g(z)).

Mimic Example 3.

By the Factor Theorem (Corollary 2 of Theorem 16.2) we may
write f(x) = (x — a)g(z). Then f'(z) = (x — a)g'(z) + g(x). Thus,
g(a) = 0 and by the Factor Theorem = — a is a factor of g(z).

If fand g € I, then (f — g)(a) = f(a) —g(a) =0 for all a. If f €1
and g € F[z], then (gf)(a) = g(a)f(a) = 0 for all a. If |F| =n,
then z*"=*+1 _ 2 ¢ T for all positive integers k. If F is infinite use
the Factor Theorem. If F' = {a1,as,...,a,} then

9(z) = (z —a1)(x — ag) -+ (x — an).

Say deg g(x) = m,degh(z) = n, and g(x) has leading coefficient a.
Let k(x) = g(x) — ax™ "h(x). Then deg k(x) < degg(x) and h(zx)
divides k(z) in Z[z] by induction. So, h(z) divides

k(x) + axz™ "h(x) = g(z) in Z[z].

The mapping ¢(f(z)) = f(z?) is a ring-isomorphism from R[z] onto
R[z?].

If f(x) takes on only finitely many values then there is at least one
a in Z with the property that f(z) = a for infinitely many x in Z.
But then g(x) = f(x) — a has infinitely many zeros. This
contradicts Corollary 3 of Theorem 16.2.

Since f(x) takes on infinitely many values over Z, there is an a in
Z such that f(a) # £1 and f(a) # 0. Because every nonzero
element of (f(z)) has degree at least 1 and f(a) has degree 0,
(f(z), f(a)) properly contains (f(z)). Moreover (f(z), f(a)) does
not contain 1. For if so, then there are g(x) and h(z) in Z[z] such
that f(z)g(z) + f(a)h(z) = 1. Evaluating both sides at = = a gives
f(a)g(a) + f(a)h(a) = 1, which is a contradiction since f(a) does
not divide 1.
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95.

96.

o7.

28.

99.

Observe that (1 + tmx)(1 — tmz) = 1.

Say f(z) = apa™ + an—12" "1 + -+ + a12 + ap. Then using the fact
that a? = a; for all i and Exercise 49 of Chapter 13, we have

FP) = af(0°)" + ap, 1 (BP)" ' + - + a{bP +af =

ab (b")P +ap_ (VNP 4+ afb+af =

(anb™ + an_1" 1 + -+ ar1b+ ag)? = f(b)P = 0.

Let f(z) = anz™ + ap_12" ' +--- + a1z + ap and assume that p/q
is a zero of f(z) where p and ¢ are integers and n is even. We may
assume that p and ¢ are relatively prime. Substituting p/q for z
and clearing fractions we have

Anp" + Q1" g+ -+ a1pg”" !t = —apq™. If p is even, then the
left side is even. If p is odd, then each summand on the left side is
odd and since there is an even number of summands, the left side is
still even. Because ag is odd we then have that ¢ is even. It follows
that a,p"” = —(an_1p" 'q+ -+ a1pg” ' + apq™) is even since the
right side is divisible by ¢. This implies that p is even. This
contradicts the assumption that p and ¢ are relatively prime.

Say (f(z)/g(z))? = z. We may assume that f(z) and g(z) have no
common factor for, if so, we can cancel them. Since

(f(2))? = z(g(x))? we see that f(0) = 0. Thus, f(x) has the form
wk(x). Then 22(k(x))? = z(g(x))? and therefore z(k(x))? = (g(z))>2.
This implies that g(0) = 0. But then f(x) and g(x) have z as a
common factor.

By the Division Algorithm (Theorem 16.2) we may write

* = (22 + 2 + 1)g(z) + r(x) where r(x) = 0 or deg r(z) < 2.
Thus, 7(x) has the form cx + d. Then 243 — cx — d is divisible by
22 + z + 1. Finally, let a = —c and b = —d.

By way of contradiction suppose a;b; is not an integer and i is the
least integer for which a;b; is not an integer for some j. Then

a;ibj + aj—1bj+1 + - - - + apbiy; is an integer (since it is the coefficient
of 2'%7) and all terms after the first are integers. Thus a;b; is an
integer.

Observe that every term of f(a) has the form c;a’ and

c;a' modm = ¢;b* mod m. To prove the second statement assume
that there is some integer k so that f(k) = 0. If k is even, then
because k mod 2 = 0, we have by the first statement
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61.

0= f(k)mod2 = f(0) mod2 so that f(0) is even. This shows that
k is not even. If k is odd, then kmod 2 = 1, so by the first
statement f(k) = 0 is odd. This contradiction completes the proof.

Since x + 4 = x — 3 in Z7[x] we have by the Remainder Theorem
that the remainder is 3°! mod 7. Since 3 is in U(7) we also know
that 35 = 1 mod 7. Thus, 3°! mod 7 = 3*¥3% mod 7 = 6.

A solution to 22° — 1 = 0 in Z37 is a solution to 2% = 1 in U(37).
So, by Corollary 2 of Theorem 4.1, |z| divides 25. Moreover, we
must also have that |x| divides |U(37)| = 36. So, |z| =1 and
therefore x = 1.
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CHAPTER 17

Factorization of Polynomials

1. By Theorem 17.1, f(x) is irreducible over R. Over C we have
202 + 4 = 2(2? + 2) = 2(z + V2i)(z — V2i).

2. f(x) factors over D as ah(x) where a is not a unit.

3. If f(x) is not primitive, then f(x) = ag(z), where a is an integer
greater than 1. Then a is not a unit in Z[z] and f(z) is reducible.

4. Say r = p/q where p and ¢ are relatively prime. Viewing f(z) as an
element of Q[z| we have from the Factor Theorem (Corollary 2 of
Theorem 16.2) that f(p/q) = 0. Clearing fractions and collecting
all terms and isolating the p™ term on one side we see that ¢ divides
p". Using the fact that p and g are relatively prime, we conclude

that ¢ = 1.
5. a. If f(z) = g(x)h(z), then af(z) = ag(z)h(x).
b. If f(x) = g(x)h(x), then f(ax) = g(az)h(ax).
c. If f(z) = g(z)h(x), then f(x + a) = g(x + a)h(z + a).
d. Let f(z) = 823 — 62 + 1. Then

fa+1)=8x+12 -6(zx+1)+1=

823 + 2422 + 24z + 8 — 62 — 6 + 1 = 823 + 2422 — 18z + 3.
By Eisenstein’s Criterion (Theorem 17.4), f(z + 1) is
irreducible over @) and by part ¢, f(x) is irreducible over Q.

6. Use Exercise 5(a).
7. Use Exercise 5a and clear fractions.

8. By Corollary 1 of Theorem 17.5 we know the set is a field. To see
that it has p™ elements, note that any element

g9(x) + (f(2)) = f(@)q(x) + r(z) + (f(2)) = r(z) + (f(2))
where r(x) = 0 or deg r(x) < n. So, all cosets have the form

12" 4 ag+ (f(z))
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10.
11.

12.

13.

and they are all distinct.

. It follows from Theorem 17.1 that p(z) = 22 + z + 1 is irreducible

over Zs. Then from Corollary 1 of Theorem 17.5 we know that
Zs|z]/(p(x)) is a field. To see that this field has order 25 note that
if f(z)+ (p(x)) is any element of Zs5[z]/(p(x)), then by the Division
Algorithm (Theorem 16.2) we may write f(z) + (p(z)) in the form
p(z)q(z) + ax + b+ (p(x)) = ax + b+ (p(x)). Moreover,

ax + b+ (p(x)) = cx +d+ (p(z)) only if a = ¢ and b = d, since

(a — ¢)x + b — d is divisible by (p(x)) only when it is 0. So,
Zs[z]/(p(z)) has order 25.

Find an irreducible cubic over Z3 and mimic Exercise 9.
Note that —1 is a zero. No, since 4 is not a prime.

(a) Irreducible by Eisenstein

(b) Irreducible by the Mod 2 Test (but be sure to check for
quadratic factors as well as linear)

(c) Irreducible by Eisenstein

(d) Irreducible by the Mod 2 Test

(e) Irreducible by Eisenstein (after clearing fractions)
Let f(z) =2*+1and g(z) = f(z + 1) = 2* + 423 + 62 + 4z + 2.
Then f(z) is irreducible over @ if g(x) is. Eisenstein’s Criterion

shows that g(z) is irreducible over Q. To see that z* + 1 is
reducible over R, observe that

2 —1= @'+ 1) 1)

so any complex zero of z* + 1 is a complex zero of 28 — 1. Also note
that the complex zeros of x* + 1 must have order 8 (when
considered as an element of C). Let w = v/2/2 4+ iv/2/2. Then

Example 2 in Chapter 16 tells us that the complex zeros of 2% 4 1

are w,w?, w°, and w7, so

1= (z-w(z—uw))lz—ud)(z-w).
But we may pair these factors up as:

(z = w)(& = w))((z - ) (z - )
= (2> V2 +1)(a? + V22 +1)
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14.
15.
16.
17.

18.
19.

20.
21.

to factor using reals (see DeMoivre’s Theorem, Example 8 in
Chapter 0).

Use Theorem 17.1.
(x+3)(x+5)(z+6)
(x+1)3

a. Since every reducible polynomial of the form z? 4+ ax + b can
be written in the form (x — ¢)(x — d) we need only count the
number of distinct such expressions over Z,. Note that there
are p(p — 1) expressions of the form (x — ¢)(z — d) where ¢ # d.
However, since (z — ¢)(z — d) = (x — d)(x — ¢) there are only
p(p — 1)/2 distinct such expressions. To these we must add the
p cases of the form (z — ¢)(z — ¢). This gives us
plp—1)/2+p=pp+1)/2.

b. First note that for every reducible polynomial of the form
f(z) = 2% + az + b over Z, the polynomial cf(zx) (c # 0) is
also reducible over Z,. By part a, this gives us at least
(p— D)p(p+1)/2 = p(p? — 1)/2 reducible polynomials over Z,.
Conversely, every quadratic polynomial over Z,, can be written
in the form c¢f(x) where f(x) has lead coefficient 1. So, the
p(p? — 1)/2 reducibles we have already counted includes all
cases.

Use Exercise 17.

By Exercise 18, for each prime p there is an irreducible polynomial
p(x) of degree 2 over Z,. By Corollary 1 of Theorem 17.5,
Zplx]/(p(x)) is a field. By the Division Algorithm (Theorem 16.2)
every element in Z,[x]/(p(x)) can be written in the form

ax + b+ (p(x)). Moreover, ax + b+ (p(z)) = cx +d + ((p(z)) only
when a = ¢ and ¢ = d since (ax + b) — (cx + d) is divisible by p(x)
only when it is 0. Thus, Z,[z]/(p(x)) has order p*.

By FEisenstein, ™ + p where p is a prime is irreducible over Q.

Consider the mapping from Z3[z| onto Z3[i] given by

¢(f(x)) = f(i). Since ¢(f(x) +g(x)) = o((f +9)(x)) = (f +9)(i) =
f(i) +9(i) = o(f(x)) + ¢(g(x)) and

o(f(x)g(x)) = o((f9)(x) = (f9)(i) = f(D)g(2) = ¢(f(x))¢(g(x)), ¢

( :
is a ring homomorphism. Because ¢(z2 +1) =2 +1=-1+1=0
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27.
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30.

we know that 22 + 1 € Ker ¢. From Theorem 16.4 we have that
Ker ¢ = (x? 4 1). Finally, Theorem 15.3 gives us that

If asz® + a1z + ag € Zy[z] is a factor of f(z) with as # 0 then
ay Hagx® + arx + ag) is a factor of f(x).

2+l v +2,22+20 42
If so, then 7 is a zero of 2% — ax — b.
1 has multiplicity 1, 3 has multiplicity 2.

For f(x), both methods yield 4 and 5. (Notice that

V=47 = /2 = 43). Neither method yields a solution for g(z). The
quadratic formula applied to g(x) involves v/—23 = v/2 and there is
no element of Z5 whose square is 2. ax? + bz + ¢ (a # 0) has a zero
in Zp[x] if and only if b? — 4ac = d? for some d in Z,,.

We know that a,(r/s)" + an_1(r/s)" ' +--- +ag = 0. So, clearing
fractions we obtain a,r"™ + sap_17""! + - - - 4+ s"ag = 0. This shows
that s|a,r™ and r|s"ag. By Euclid’s Lemma (Chapter 0), s
divides a, or s divides ™. Since s and r are relatively prime, s
must divide a,,. Similarly, » must divide ag.

Since a1 (z)az(x) - - - ar(x) = a1(z)(az(x) - - - ax(x)), we have by
Corollary 2 of Theorem 17.5 that p(x) divides a;(x) or p(z) divides
az(z) - - - ag(x). In the latter case, the Second Principle of
Mathematical Induction implies that p(x) divides some a;(x) for
i=2,3,... k.

If there is an a in Z,, such that a® = —1, then

2 +1 = (2% + a)(2? — a). If there is an a in Z, such that a? = 2,
then 2% + 1 = (2% + ax + 1)(2% — ax + 1). If there is an a in Z, such
that a? = —2, then 2% + 1 = (22 + ax — 1)(2? — az — 1).

To show that one of these three cases must occur, consider the
group homomorphism from Z7 to itself given by z — x2. Since the
kernel is {1, —1}, the image H has index 2 (we may assume that

p # 2). Suppose that neither —1 nor 2 belongs to H. Then, since
there is only 1 coset other than H, we have —1H = 2H. Thus,

H = (-1H)(—1H) = (—1H)(2H) = —2H, so that —2 is in H.

Use the corollary to Theorem 17.4 and Exercise 5b with a = —1.
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35.
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37.

38.

39.

Since (f + g)(a) = (a) + g(a) and (£ - g)(a) = f(a)g(a), the
mapping is a homomorphism. Clearly, p(x) belongs to the kernel.
By Theorem 17.5, (p(z)) is a maximal ideal, so the kernel is (p(z)).

Since 22 + 1 is irreducible over Z it follows from Theorem 17.6 that
(22 + 1) is prime. Let A = {f(z) € Z[x]|f(1) is even }. Then A is a
proper ideal of Z[xz] that properly contains (z2 + 1).

Consider the mapping ¢ from F to F[z]/(p(z)) given by

¢(a) = a+ (p(x)). By observation, ¢ is one-to-one and onto.
Moreover,

¢pla+b) =a+b+ (p(x)) = a+ (p(x)) + b+ (p(x)) = ¢(a) + H(b)
and ¢(ab) = ab+ (p(z)) = (a+ (p(x)))(b+ (p(x))) = p(a)p(b) so ¢

is a ring isomorphism.

Let f(x) = g(x)h(x) where deg g(z) < deg f(z) and deg h(z) <
deg f(x). Then g(z)h(x) belongs to (f(x)) but neither g(z) nor
h(z) belongs to (f(x)).

f(zx) is primitive.

Suppose that r + 1/r = 2k + 1 where k is an integer. Then

r? — 2kr —r 4+ 1 = 0. It follows from Exercise 4 of this chapter that
r is an integer. But the mod 2 irreducibility test shows that the
polynomial 22 — (2k + 1)x + 1 is irreducible over @ and an
irreducible quadratic polynomial cannot have a zero in Q).

Although the probability of rolling any particular sum is the same
with either pair of dice, the probability of rolling doubles is
different (1/6 with ordinary dice, 1/9 with Sicherman dice). Thus,
the probability of going to jail is different. Other probabilities are
also affected. For example, if in jail one cannot land on Virginia by
rolling a pair of 2’s with Sicherman dice, but one is twice as likely
to land on St. James with a pair of 3’s with the Sicherman dice as
with ordinary dice.

The nonstandard pair of tetrahedron dice are labeled 1, 2, 2, 3 and
1,3, 3, 5.

The analysis is identical except that 0 < ¢,r,t,u < n. Now just as
when n = 2, we have ¢ =r = ¢ =1, but this time 0 < u < n.
However, when u > 2, P(z) = x(x + 1)(2? + 2 + 1)(2? — 2 + 1)* has
(—u + 2)z2“*3 as one of its terms. Since the coefficient of z2%+3
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40.

represents the number of dice with the label 2u 4 3, the coefficient
cannot be negative. Thus, u < 2, as before.

Adding 1 and 4 to each label for the eighteen sided die yields the
same frequencies for the sums as does an ordinary pair of dice.
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CHAPTER 18

Divisibility in Integral Domains

1. 1. |a® — db?| = 0 implies a? = db>. Thus a = 0 = b, since

otherwise d = 1 or d is divisible by the square of a prime.

2. N((a+bVd)(d' 4+ V'+/d)) = N(ad' + dbb + (ab/ + a’b)\/d) =
[(a® — db*)(a”? — db?)| = |(ad’ + dbY')? — d(ab/ + a'b)?| =
’a2a/2 +d2b2b/2 . da2b/2 _ da’2b2] _ |CL2 _ db2|\a’2 o db’2‘ —
N(a+ bV/d)N(d' +b'V/d).

3. If zy =1, then 1 = N(1) = N(zy) = N(z)N(y) and
N(z) =1= N(y). If N(a + bVd) = 1, then
+1 =a? — db®> = (a + bVd)(a — bV/d) and a + bV/d is a unit.

4. This part follows directly from 2 and 3.
2. Say a = bu where u is a unit. The ra = rbu = (ru)b € (b) so that

(a) C (b). By symmetry, (b) C (a). If (a) = (b), then a = bu and
b = av. Thus, a = avu and uv = 1.

3. Let I =UI;. Let a,b € I and r € R. Then a € I; for some ¢ and
b € I; for some j. Thus a,b € I, where k = max{i, j}. So,
a—bel, CIandraandarel, ClI.

4. Say r is irreducible and w is a unit. If ru = ab where a and b are
not units, then r = a(bu~!) where a and bu~! are not units.

5. Clearly, (ab) C (b). If (ab) = (b), then b = rab, so that 1 = ra and a

1S a unit.

6. a ~asince a =a-1;if a ~ b, say a = bu where u is a unit, then
b=au"'sob~ a;if a~b,say a = bu where u is a unit and b ~ c,
say b = cr where r is a unit, then a = bu = cru where ru is a unit.

7. Say x = a+ bi and y = ¢+ di. Then

zy = (ac — bd) + (bc + ad)i.
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10.
11.
12.
13.

14.
15.

So
d(zy) = (ac — bd)? + (be + ad)? = (ac)® + (bd)? + (be)* + (ad)®.
On the other hand,
d(z)d(y) = (a* + b*)(c* + d*) = a*c® + b*d® 4+ b*c? + a*d>.

. First observe that for any r € D,d(1) < d(1-r) = d(r) so that d(1)

is the minimum value of d. Now if u is a unit, then
d(u) < d(uu~t) = d(1) so that d(u) = d(1). If d(u) = d(1), then
1 =uq+r where r =0 or d(r) < d(u) =d(1). Sor =0.

. Suppose a = bu, where u is a unit. Then d(b) < d(bu) = d(a). Also,

d(a) < d(au™t) = d(b).

Mimic the proof of Theorem 17.5.
m=0and n=—1give g = —1,r = —2 — 24.
Use the Ascending Chain Condition.

First observe that 21 = 3.7 and that 21 = (1 + 2y/=5)(1 — 2\/=5).
To prove that 3 is irreducible in Z[\/=5] suppose that 3 = xy,
where z,y € Z[/=5] and z and y are not units. Then

9= N(3) = N(z)N(y) and, therefore, N(x) = N(y) = 3. But there
are no integers a and b such that a? 4+ 56> = 3. The same argument
shows that 7 is irreducible over Z[\/—5]. To show that 1+ 24/—5 is
irreducible over Z[\/—5] suppose that 1 + 2\/=5 = zy, where

x,y € Z[\/=5] and x and y are not units. Then

21 = N(1+2y/=5) = N(z)N(y). Thus N(z) = 3 or N(z) =7, both
of which are impossible.

Notice that d(1 —4) is a prime number.

First observe that 10 = 2 -5 and that 10 = (2 — v/—6)(2 + v/—6).
To see that 2 is irreducible over Z[y/—6] assume that 2 = zy, where
x,y € Z[v/—6] and x and y are not units. Then

4= N(2) = N(z)N(y) so that N(x) = 2. But 2 cannot be written
in the form a 4 6b%. A similar argument applies to 5. To see that

2 — /=6 is irreducible suppose that 2 — /—6 = 2y where

z,y € Z[v/—6] and x and y are not units. Then

10 = N(2 — v/—6) = N(z)N(y) and as before this is impossible. We
know that Z[/—6] is not a principle ideal domain because a PID is
a UFD (Theorem 18.3).
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16.
17.

18.

19.
20.

21.

22.

23.

24.

C[z] is a UFD but contains Z[/—6].

Suppose 3 = a3, where a, 8 € Z[i] and neither is a unit. Then

9 =4d(3) = d(a)d(5), so that d(«) = 3. But there are no integers
such that a? + b = 3. Observe that 2 = —i(1 + )% and
5=(142i)(1—2i)and 144,14+ 24, and 1 — 27 are not units.

If 7= (a+ bv6)(c + dv/6) and neither factor is a unit, then

la? — 6b%| = 7 and, modulo 7, a® = 6b?>. However the only solutions
to this equation modulo 7 are @ = b = 0. In this case ¢ + dv/6 is a
unit.

Use Exercise 1 with d = —1. 5 and 14 2¢; 13 and 34 2¢; 17 and 4 + .
Use Example 1 and Theorem 18.2.

Suppose that 1+ 3v/—5 = zy, where x,y € Z[v/—5] and x and y are
not units. Then 46 = N(1 + 3v/=5) = N(z)N(y). Thus, N(z) = 2
or N(z) = 23. But neither 2 nor 5 can be written in the form

a® + 5b% so 1+ 3/=5 is irreducible over Z[\/—5]. To see that

1 4+ 34/=5 is not prime, observe that

(1+3v/=5)(1 — 3y/=5) = 1+ 45 = 46 so that 1 + 3y/=5 divides
2-23. For 1+ 3y/—5 to divide 2 we need 46 = N (1 + 3/—5) divides
N(2) = 4. Likewise, for 1 + 3y/—5 to divide 23 we need that 46
divides 232. Since neither of these is true, 1 + 3v/—5 is not prime.

To show the two elements are irreducible mimic the solution given
for Exercise 18 but use modulo 4. To show the two elements are
not prime use the observation that 2-2 =4 = (1 + \/5)(—1 + \/5)
together with the fact that and 1 + v/5 are irreducible.

First observe that (—1 4 v/5)(1 ++v/5) =4 =2-2 and by
Exercise 22, 1+ +/5 and 2 are irreducible over Z[v/5]. To see that
—1++/5 is irreducible over Z[v/5] suppose that —1 + /5 = zy
where x,y € Z[v/5] and x and y are not units. Let z = a + bV/5.
Then 4 = N(—~1++/5) = N(2)N(y) so that a® — 5b* = £2.
Viewing this equation modulo 5 gives us a® = 2 or a®> = —2 = 3.
However, every square in Z5 is 0, 1, or 4.

Let I be a prime ideal in F[x] and let M be a proper ideal that
contains /. By Theorem 16.3 there are elements f(z) and g(z) in
F[z] such that M = (f(z)) and I = (g(z)). By definition g(z) is a
prime and by Theorem 18.2 it is irreducible over F'. Since M
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25.

26.

27.
28.

29.

30.

31.

32.
33.

contains [ there is an h(x) in F[z| such that g(x) = f(x)h(z) and
since g(z) is irreducible over F, h(x) is a unit. Thus by Exercise 2
in this chapter M = I.

Suppose that © = a + bv/d is a unit in Z[v/d]. Then
1= N(z) = a?+ (—d)b*. But —d > 1 implies that b = 0 and
a = =£1.

Observe that (3 4+ 2v/2)(3 —2v/2) = 1. So,
(3+2v2)"(3—2v2)" = ((3+2v2)(3 - 2v2))" = 1.

1= N(ab) = N(a)N(b) so N(a) =1= N(b).

To see that 2 is prime in Z15 note that 2 is not a unit in Z;5 and
suppose that bc = 2t where b, ¢ and ¢ belong to Z15. Thus there is
an integer k such that bc — 2t = 12k in the ring Z. This implies
that 2 divides bc in Z. Thus one of b or ¢ is divisible by 2 in Zs.
The same argument applies when 2 is replaced by 3. To see that 2
is irreducible in Zjo, suppose that 2 = bc in Z15. Then there is an
integer k such that 2 — bc = 12k in Z. By Euclid’s Lemma this
implies that 2 divides b or ¢ in Z. Say, b = 2d. Then in Z we have
2 — 2dc = 12k which reduces to 1 = dc + 6k. This implies that c is
relatively prime to 6 and therefore a unit in Z12. But the only
solutions to the equation 2 =2x in Zi3 arex =1 and x = 7. If

dc = 1 then ¢ is a unit and if dec = 7 then in Z15, 7dec = 7 -7 mod 12
= 1 and c is again a unit. To see that 3 is reducible in Z15 note
that 3 =39 mod 12 and neither 3 nor 9 is a unit.

Suppose that bc = pt in Z,,. Then there exists an integer k£ such
that bc = pt + kn. This implies that p divides bc in Z and by
Euclid’s Lemma we know that p divides b or p divides c.

First suppose that that p is irreducible in Z,,. If p? does not divide
n then there are integers s and ¢ such that 1 = ps + (n/p)t. Thus,
p = p(ps) mod n. Since both p and ps are zero divisors in Z,, they
cannot be units. The contradicts our assumption that p is
irreducible in Z,. Now assume that p? divides n and

See Example 3.
If (a + bi) is a unit then a® + b? = 1. Thus, £1, 4.

Note that p|(aias - - an—1)ay, implies that plajas - - - an—1 or play,.
Thus, by induction, p divides some a;.
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34.
35.

36.

37.

38.

39.

40.
41.

42.

43.

4x + 1 and 2x + 3 are associates of 3x + 2 and x + 4.

By Exercise 10, (p) is maximal and by Theorem 14.4, D/(p) is a
field.

Let a be a nonzero element of the domain. It suffices to show that
a is a unit. Consider the chain (a) 2 (a?) 2 (a3) D (a*) D ---. By
hypothesis, we have (a") = (a"*!) for some n. Thus a" = a"*'b for
some b and 1 = ab.

Suppose R satisfies the ascending chain condition and there is an
ideal I of R that is not finitely generated. Then pick a; € I. Since
I is not finitely generated, (a;) is a proper subset of I, so we may
choose ay € I but az ¢ (a1). As before, (a1, as) is proper, so we
may choose a3 € I but ag ¢ (a1, a2). Continuing in this fashion, we
obtain a chain of infinite length (a1) C (a1, a2) C (a1, a2,a3) C .. ..

Now suppose every ideal of R is finitely generated and there is a
chain I C Iy C I3 C ---. Let I = UI;. Then I = (a1, as,...,a,) for
some choice of ay,a9,...,a,. Since I = UI;, each a; belongs to
some member of the union, say I;. Letting
k=max{i|i=1,...,n}, we see that all a; € I. Thus, I C I} and
the chain has length at most k.

The set of complex numbers is a Euclidean domain (take d(a) =0
for all a # 0) containing Z[v/—5] as a subdomain. Now use
Example 7 and the corollary to Theorem 18.4.

Say I = (a+ bi). Then a® + b*> + I = (a+bi)(a — bi) + I = I and
therefore a? + b? € I. For any c,d € Z, let ¢ = q1(a® + b?) + r; and
d = go(a® + b%) + o, where 0 < r1,79 < a® + b*. Then
c+di+I1=ry+roi+1.

—1 + v/2; infinite.

N(6+2y/-7)=64=N(1+3y/—T7). The other part follows
directly from Exercise 25.

Let I; = {(a1,a2,...,a;,0,0,0,...)}, where the a’s are integers.

Theorem 18.1 shows that primes are irreducible. So, assume that a
is an irreducible in a UFD R and that a|bc in R. We must show
that a|b or alc. Since albe, there is an element d in R such that

bc = ad. Now replacing b, ¢, and d by their factorizations as a
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product of irreducibles, we have by the uniqueness property that a
(or an associate of a) is one of the irreducibles in the factorization
of bc. Thus, a is a factor of b or «a is a factor of c.

44. Observe that both 22 and 23 are irreducible over F but

$3$3 = $2[132.ZL'2.

45. See Exercise 21 in Chapter 0.

46. 0 is a solution.
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SUPPLEMENTARY EXERCISES FOR CHAPTERS 15-18

1. Let ¢ be a ring homomorphism from Z onto a field and let Ker ¢ =
nZ. Then by Theorem 15.3 we have Z/nZ ~ Z,, is a field. From
Theorem 14.3 we have that nZ is a prime ideal of Z, and from
Exercise 8 in Chapter 14, we know that n is a prime.

2. The identity map and 7 + sv/2 — r — sv/2.

3. Let z,ye ANBandre€ A. Thex —y € AN B because ANB is a
subgroup of A. Also, rx and xr are in A since A is closed under
multiplication and rz and zr are in B since B is an ideal. This
proves that AN B is an ideal of A.

To prove that second statement, define a mapping from A to

(A+ B)/B by ¢(a) = a+ B. Since for any b € B we have

a+ B =a+b+ B we know that ¢ is onto. ¢ preserves addition and
multiplication because

dla+d)=a+d +B=(a+B)+ (d +B) =¢(a)+ ¢(a) and
¢(ad’) = ad' + B = (a+ B)(d' + B) = ¢(a)p(a’). So, ¢ is a ring
homomorphism. Now observe that ¢(a) = a+ B =0+ B if and
only if a € AN B. So, by the First Isomorphism Theorem
(Theorem 15.3), A/(A+ B) ~ (A+ B)/B.

4. To show the isomorphism, use the First Isomorphism Theorem.

5. Define a mapping from F|x] onto F[z|/{f(z)) ® F[z]/{g(x)) by

o(h(z)) = (h(x) + (f(x)), h(x) + (g(x))). To verify that ¢ is a ring
homomorphism note that

¢(h(x) + k(z)) = (M(z) + k(z) + (f(2)), h(z) + k(2) + {g())) =
(h(z) + (f(2)) + k(@) + (f(2)), (h(z) + {g(2)) + k(z) + (g9(2))) =
(h(z) + {f(x)), h(z) +{g(x))) + (k(z) + (f(x)), k(z) + {9(x))) =
¢(h(x)) + ¢(k(x)) and

¢((h(x)k(x)) = (h(x)k(x) + (f(x)), h(x)k(z) + {9(x))) = (h(z) +
(), h(x) +(g(x))) (k(2) +{f(2)), k(2) + {g(x))) = ¢(h(x))p(k(z)).

Next observe that h(x) belongs to Ker ¢ if and only if
h(z) € (f(x)) and h(z) € (g(x)). This condition is equivalent to
f(z) divides h(z) and g(x) divides h(x). Since f(z) and g(x) are
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10.

11.

12.

13.

irreducibles and not associates this is equivalent to f(z)g(x) divides
h(z). So, Ker ¢ = (f(x)g(z)) and the statement follows from the
First Isomorphism Theorem (Theorem 15.3).

. Mimic Exercise 5.

The homomorphism from Z[z] onto Zs[z] whereby each coefficient
is reduced modulo 2 has kernel K equal to the set of all
polynomials whose coefficients are even, so K is an ideal. To show
that K is prime it suffices to observe that, by Theorem 16.3, Zs[x]
is an integral domain and appeal to Theorem 14.3.

. Observe that R/I has only two elements so it is a field. Then use

Theorem 14.4.

. As in Example 7 of Chapter 6, the mapping is onto, is one-to-one,

1 1

and preserves multiplication. Also, a(x + y)a~! = aza™' + aya™!,

so that it preserves addition as well.
Use the norm N from Example 8 of Chapter 18.

We can do both parts by showing that

Z[i]/(2+1) = {0+ (2+14),1+(2+1),2+(2+1), 3+ (2+1),4+ (2+1) },
which is obviously isomorphic to Z5. To this end note that

2+i+4 (24 i) =0+ (2+4) implies that i + (2 4+ i) = =2+ (2 +1).
Thus, any coset a + bi + (2 +4) can be written in the form

¢+ (2 + ). Moreover, because

5+ 2+d)= (2+14)(2—14) +(2+1i) =0+ (2+ i), we may assume
that 0 < ¢ < 5. Lastly, we must prove that these five cosets are
distinct. It is enough to show that if ¢ = 1,2, 3, or 4, then
c+2+4) #04+(2+14). If c+ (24 i) =0+ (2+4) then there is an
element a + bi such that ¢ = (2+14)(a + bi). But then

¢ = N(c) = N(2+1i)N(a+ bi) = 5(a® + b?), which implies that 5
divides c.

Every ideal of the homomorphic image would be generated by a
single element but the image need not be an integral domain.

Let apa™ + --- 4+ a1x + ag belong to Z,[x]. Then using the fact that
for all a in Z,, a = a” and Exercise 49 in Chapter 13, we have
f(@P) = an(aP)" + -+ a12P + ag = ab(x™)P + - - + alaP + af =
(anx™ + -+ 4+ a1z + ag)? = (f(x))P.



SUPPLEMENTARY EXERCISES FOR CHAPTERS 15-18 162

14.

15.

16.

17.

18.

19.

20.

Suppose ¢ is a ring homomorphism from Z,, to Z . Let ¢(1) = a,
where we may assume 0 < a < p*. Then

a=¢(1) =(1-1) = (¢(1))* = a”

so that a®> = a and a(a — 1) = 0 mod p*. Thus p*|a or p*|a — 1. So
a=0or a=1. The case a = 0 is always permissible. If a = 1, then
p¥ = |a| = |¢(1)| which divides |1| = m (see part 3 of Theorem
10.1).

In Z, we are given (k+1)>=k+1. So, k> +2k+1=Fk+1or
k= —k=n—k. Also, (n—k)?>=n?—2nk+ k> =k?, so
(n—k)?=n—k.

By Exercise 15, idempotents come in pairs unless

1+ k=n—k=—k mod n. Suppose there is such a k where
0<k<n. Then1+2k=mnand k= (n—1)/2. Since

k% = (—k)? = —k, we have

(n—1>2 —n+1 n2-2n+1 -—-n+1
= or = .
2 2 4 2

This gives n? = 1.

If there is a solution 22 + 32 = 2003 using integers then by reducing
modulo 4, there is a solution to z? + y? = 3 in Z;. But the only
squares in Z4 are 0 and 1.

Suppose 0 < k < n and, in Z,, k¥ = k and (k + 1)2 = k + 1. Then
in Z,,
k+1=k+2k+1=3k+1

so that 2k mod n = 0. Thus 2k = n.

By the Mod 2 Irreducibility Test (Theorem 17.3 with p = 2) it is
enough to show that z* 4+ 23 + 1 is irreducible over Z,. By
inspection, z* + 23 + 1 has no zeros in Z» and so it has no linear
factors over Z,. The only quadratic irreducibles in Zy[z] are

2?2 + 2+ 1 and 22 + 1 and these are ruled out as factors by long
division.

Apply the mod 5 irreducibility test.
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21.

22.

23.

24.
25.

26.
27.

28.

29.

30.

By Theorem 14.4, we can do both parts by showing that
Z[\v/2]/(v/2) has only two elements. First note that the coset
a+bv2+ (v2) = a+ /2. Moreover, since 2 + (/2) =

(V2+ (V2))(VZ + (V2)) = (0+ (V2))(0 + (V2)) = (0 + (V2)) we
can write every coset in Z[v/2]/(1/2) in the form

2k + (v/2) = 0+ (v2) or 2k + 1+ (v/2) = 1+ (/2).

The argument given in Example 7 of Chapter 18 applies in both
cases.

Because Z[i]/(3) ~ Zs3i] (map a + bi to amod 3 + (bmod 3)i and
use Theorem 15.3) is a field (see Example 9 in Chapter 13) we
know from Theorem 14.4 that (3) is maximal.

13 = (24 3i)(2—3i); 5414 = (1 +14)(3 — 20).

Say a/b,c/d € R. Then a/b— c¢/d = (ad — bc)/(bd) and ac/(bd) € R
by Euclid’s Lemma. By Corollary 3 Theorem 15.5, the field of
quotients is Q.

Z D Zs.

Since Z[i]/(3) ~ Z3i] it is a field (see Exercise 23). But
(1,0)(0,1) = (0,0) shows that Z3 & Z3 is not a field.

Try [(S 2] — (a,b).

Define a mapping from R[z] to (R/I)[z] by

dlana™ + -+ -+ ag) = (an + I)x™ + -+ + (ap + I). Since

P((ana™ + -+ ag) + (bpaz™ + -+ + by)) =
d((an+by)x™+- -+ (ag+bo)) = (an+b,+1)x"+- -+ (ag+bo+1) =
(an+ 1)z 4+ (ag+ 1)+ (b + D)z + -+ (bo+ I) =

P(ana™ + - -+ ag) + ¢(bpz™ + - + bg) and

P((anz™ + -+ ag)(bpx™ + - +bo)) = ¢((anbn)a™ + - - -+ (aobo)) =
(anbn 4+ 1)x™ + -+ (aobo +I) = ((an + 1)z + -+ (ag + 1)) ((bn +
Da™ + -+ (bg+ 1)) = ¢p(anz" + - + ag)d(bpz™ + - - + by), ¢ is a
ring homomorphism. Next note that ¢(ap,z™ + -+ ag) =0+ I if
and only if a,,,...,a9 € I. So, by Theorem 15.3,

R[z]/I[z] ~ (R/I)[z].

Let I = (2,z) ={2f(z) + zg(z) | f(x),g(x) € Zs[z]}. Then
Zg|x]/I is isomorphic to Zs.
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31.

32.

Let I = (2). Then Zg[z|/I is isomorphic to Z3[z|. (The mapping
that takes a,z™ + - - - ag to (a, mod 2)z™ + --- + ap mod 2 is a ring
homomorphism with kernel I.) Since Zs[z] is an integral domain
(see Theorem 16.3) but not a field (f(z) = x does not an inverse),
the same is true for Zg[x]/I.

Let I = (x,3). Then any element a,z"™ + - +ag + I of Z[z]/1
simplifies to ap mod 3 (since I absorbs all terms with an = and all
multiples of 3). So, Z[z]/I ={0+ 1,1+ 1,2+ I}.
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CHAPTER 19

Vector Spaces

1. Each of the four sets is an Abelian group under addition. The
verification of the four conditions involving scalar multiplication is
straight forward. R™ has basis
{(1,0,...,0),(0,1,0,...,0),...,(0,0,...,1)};

. 1 0 0 1 0 0 0 0
@ s s {[g o] g o] |1 o] [0 1]}
Zp[x] has basis {1,z,22,...}; C has basis {1,i}.

2. (—1)u= —u and u + v’ € U guarantee that U is an Abelian group.
Since the four numbered conditions in the definition of a vector
space are satisfied for all scalars and all elements of V', they are
satisfied for all scalars and all elements of U.

3. (a2 +arw+ag)+(ayr® +alx+af) = (az+ab)r®+(ay+a))z+(ao+aj)
and a(agx® + a7 + ag) = aazx?® + aa1x + aag. A basis is {1, x, 2%}
Yes, this set {z? + 2 + 1,2 + 5,3} is a basis because
a(z? + 2+ 1) + b(z +5) = 3¢ = 0 implies that
az? + (a+b)x+a+5b+3c=0. So, a=0,a+b=o0and
a+ 5b + 3¢ = 0. But the two conditions ¢ = 0 and a + b = 0 imply
b = 0 and the three conditions a = 0,b =0, and a + 50+ 3c =10
imply ¢ = 0.

4. (a1v1+---+apvp)+(bivi+- - -+byvy) = (a1 +b1)vi+- -+ (an+by)v,
and a(ajvy + -+ + apvy) = aavy + - - + aapy,.

5. They are linearly dependent, since
-3(2,-1,0) — (1,2,5) + (7,-1,5) = (0,0,0).

6. Linearly dependent since

[Tefelta) )= le)
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7.

10.

11.

12.

13.
14.

15.

Suppose au + b(u 4+ v) + c(u+ v+ w) = 0. Then
(a+b+c)u+ (b+ c)v+ cw = 0. Since {u,v,w} are linearly
independent, we obtain ¢ =0,b+c¢ =0, and a + b+ ¢ = 0. So,
a=b=c=0.

. Say ajvy + agua + - - - + anv, = 0 where not all a’s are zero. If

a; # 0 we can solve the above equation for v;.

. If the set is linearly independent, it is a basis. If not, then delete

one of the vectors that is a linear combination of the others (see
Exercise 8). This new set still spans V. Repeat this process until
you obtain a linearly independent subset. This subset will still span
V' since you deleted only vectors that are linear combinations of the
remaining ones.

Consider (v, vy, ...vy,). If this is V there is no need to find w's. If

not, pick wy outside of (vy,va,...,v,). Then (v, vy, ..., vy, wy) is
linearly independent. If this set spans V we are done, otherwise
pick wy outside (v1,va, ..., v, wi). Then {vi,ve,...,vp, w1, wa} is

linearly independent. Since V is finite dimensional this process will
eventually stop. When this happens we have a basis.

Let uq,u9,u3 be a basis for U and wy, we, w3 be a basis for W.
Since dim V = 5, there must be elements a1, as, as, a4, as, ag in F,
not all 0, such that ajuy + asus 4+ azus + agwy + asws + agwsz = 0.
Then aju; + asug + azus = —agwi — aswe — agws belongs to UNW
and this element is not 0 because that would imply that

a1, a9,as3, a4, as and ag are all 0.

In general, if dim U +dim W > dim V, then U N W # {0}.

If aj121 + - + aipxn, = 0 and a;191 + - - - + ainyn = 0 then
ain(x1+ 1) + -+ ain(Tn + yn) =

ai171 + -+ AinTy +ay1 + -+ ainYn = 0+ 0 =0 and
air(ar1) + -+ + ain(ar,) = a(ainry + -+ + @iy = a- 0= 0.

No. z? and —z? 4 x belong to V but their sum does not.
No. (1,1,/2) and (1, —1,+/2) belong to W but their sum does not.

Yes, W is a subspace. If (a,b,c) and (d’,b’, ') belong to W then
a+b=cand ad +V =¢. Thus,
at+ad +b+b =(a+b)+(d+V)=c+ so(a,bc)+ (d+b+)
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16.

17.

18.

19.

20.
21.

22.
23.

belongs to W and therefore W is closed addition. Also, if (a, b, ¢)
belongs to W and d is a real number then d(a, b, ¢) = (da, db, dc)
and ad 4 bd = cd so W is closed under scalar multiplication.

a b

ad bd ..
b e 1 =1 ab cd]EV.Abaswls

i
s H‘iéHSi’
s
|

a+a b+V

by coo | €V and

a+b a +b b
a+a a+b+d+V
a+b+d+b b+ b ]and
C{ a a+b]:[ ac ac+bc]
a+b b ac + be be ’

a—i—b]_F{ a’ a’—i—b/}:

P is a plane passing through (0,0,0), (2,1,0) and (3,0,1).

Suppose B is a basis. Then every member of V' is some linear
combination of elements of B. If

ajv1 + - + apv, = ajvy + -+ - + a,v,, where v; € B, then

(a1 —ad))v1 + -+ (an — al)v, = 0 and a; — a}, = 0 for all 7.
Conversely, if every member of V' is a unique linear combination of
elements of B, certainly B spans V. Also, if ajv1 + -+ + a,v, = 0,
then ajvy + - -+ 4+ apv, = Ovy + - - - + Ov,, and therefore a; = 0 for all
1.

Use Exercise 10.

Since wy = ajuy + asus + - - - + apu, and a; # 0, we have

Uy = afl(wl — agug — -+ - — Gpuy), and therefore
uy € (wy,ug,...,u,). Clearly, ug,...,u, € (w1, us,...,u,). Hence
every linear combination of uy, ..., u, is in (wy, ug, ..., uy).
7
p

Since (a,b,c,d) = (a,b,a,a +b) = a(1,0,1,1) +(0,1,0,1) and
(1,0,1,1) and (0,1,0,1) are linearly independent, these two vectors
are a basis.
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24.

25.

26.

27.

28.

29.

30.

31.

If v and v € UNW and a is a scalar, then

v+v elU, v+v eW, aveU,and av € W. So, UNW is a
subspace. (See Exercise 11.) If u; + w; and ug + wy € U + W, then
(u1 +w1) + (u2 +w2) = (w1 +ug) + (w1 +wa) € U + W and
a(u; + wy) = au; +awy € U+ W.

Suppose that By = {uy,ua,...,u,} is a finite basis for V and By is
an infinite basis for V. Let wi,ws, ..., w41 be distinct elements of
Bs. Then, as in the proof of Theorem 19.1, the set {wy,ws,. .., w,}
spans V. This means that w,11 is a linear combination of

w1y, Ws, ..., Wy. But then By is not a linearly independent set.

Yes, because Z7 is a field and, therefore, 1/2, —2/3, and —1/6 exist
in Z7. Specifically, 1/2 =4,-2/3 =4,-1/6 = 1.

If V and W are vector spaces over F', then the mapping must
preserve addition and scalar multiplication. That is, T : V — W
must satisfy T'(u 4 v) = T'(u) + T'(v) for all vectors v and v in V|
and T'(au) = aT (u) for all vectors u in V and all scalars a in F. A
vector space isomorphism from V' to W is a one-to-one linear
transformation from V onto W.

This follows directly from the definition of linear transformation
and the subspace test.

Suppose v and u belong to the kernel and a is a scalar. Then
Tw+u)=Tw)+T(u)=0+0=0and T'(av) = aT(u) =a-0=0.

Let w € W and suppose T'(v) = w. Write v = ajv; + - - + apvp.
Then w =T W) = a1T(v1) + - - + an, T (vy).

Let {v1,v9,...,v,} be a basis for V. The mapping given by
d(a1vr + ague + - -+ + apvy) = (a1, az, ..., a,) is a vector space
isomorphism. By observation, ¢ is onto. ¢ is one-to-one because
(a1,a2,...,a,) = (b1,ba,...,b,) implies that

a1 =by,a0 =bo,...,a, = b,. Since

P((arv1 + agua + - - - + anvy) + (b1vr + bova + - - + byvy)) =

d((a1 +by)vy + (ag + ba)ve + - + (an + by)vy) =

(a1 —|—b1,a2+b2,...,an—|—bn) = (al,a2,...,an) + (bl,bg,...,bn) =
d(arvy + agua + -+ - + apvy) + G(brvy + bavg + - - - + byvy) we have
shown that ¢ preserves addition. Moreover, for any ¢ in F' we have
d(c(arvr + agua + -+ - + apvy)) = ¢(carvy + cagve + - -+ + capvy) =
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32.

(cay,cag,...,cap) = clar,az,...,ay) = cop(aivy + agvy + - - - + apvy)
so that ¢ also preserves scalar multiplication.

Suppose that V' = (J;, V; where n is minimal and F' is the field.
Then no V; is the union of the other V;’s for otherwise n is not
minimal. Pick v; € V; so that v1 € V; for all j # 1. Pick va € V3 so
that vy € V; for all j # 2. Consider the infinite set

L = {v; +avy | a € F}. We claim that each member of L is
contained in at most one V;. To verify this suppose both

u = v1 + ave and w = vy + bvy belong to some V;. Then

u—w = (a—b)vy € V;UVs. By the way that ve was chosen this
implies that ¢ = 2. Also, bu — aw = (b — a)v; € V; UV}, which
implies that ¢ = 1. This contradiction establishes the claim.
Finally, since each member of L belongs to at most one V;, the
union of the V; has at most n elements of L. But the union of the
Vi is V and V contains L.
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CHAPTER 20

Extension Fields

10.

A{a5*3 £ 53 4 ¢ | a,b,c € Q}.
. See Example 6 of Chapter 21.

. Since 23 — 1 = (x — 1)(2® + o + 1) the zeros of 2° — 1 are

1, (=1 ++/=3)/2, and (=1 — v/=3)/2. So, the splitting field is
Q(V-3).

. See the answer to Exercise 11 of Chapter 17.

. Since the zeros of 2 + z + 1 are (—1 £ 1/—3)/2 and the zeros of

22 — 2+ 1 are (14 1/=3)/2, the splitting field is Q(/—3).

Certainly R(a + bi) C C. But
i=b"1(a+bi)—b'acRa+bi)

so C C R(a + bi).

Note that a = y/1 + V5 implies that a* —2a? —4 =0. Then
p(z) = 2* — 222 — 4 is irreducible over Q (to see this let y = 22 and
apply the quadratic formula to y? — 2y — 4) and p(a) = 0. So, by

Theorem 20.3, Q(y/1 4 v/5) is isomorphic to Q[z]/(p(z)).

2

. 8. Use Theorem 20.3. To construct the multiplication table observe

that a3 = a + 1.

. Since a® +a + 1 =0 we have a® = a + 1. Thus,

a* =a?+a;a® =a®+a® =a® +a + 1. To compute a=2 and a'?,
we observe that a” = 1, since F(a)* is a group of order 7. Thus,
a?=ad"=da?>+a+1and a'® = (a")"a? = a®.

Use the fact that a® =a+1, a* =a®> +a, a® =a®> +a + 1,
aS=a’>+1and a” = 1.
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11.

12.
13.

14.
15.

16.
17.

18.
19.

20.

21.

22.

23.

Q(7) is the set of all expressions of the form

T+ o),

(anm™ + QT 4+ ag)/(bpm™ + bp_17™
where b, # 0.
{1,7, 7%}

' —z=2a-1) =@+ 1)(2*-1) =2(x-1)3@2+1)%20 -z =
z(z% — 1) = 2(z — 1)? (see Exercise 49 of Chapter 13).

The identity is the only one.

Let b be a zero of f(z) in some extension of F'. Then o’ = a and
f(z) =aP — P = (z — b)P (see Exercise 49 of Chapter 13). So, if
b € F then f(x) splits in F' and if b ¢ F then f(x) is irreducible
over I

(x+B)(x+ B+ 1)(x+ D) (x+p2+1).

Solving 1+ v/4 = (a + bv/2 + cv/4)(2 — 2v/2) for a,b, and c yields
a=4/3,b=2/3, and ¢ = 5/6.

a=—3/23,b=4/23

4 —i=>5—(1+1) implies that Q(4 Q(1+19).

Since ac + b € F(c) we have F(ac+b) C F(c). But
c=a Y ac+0b)—ath, so F(c) C F(ac+b).

Since 1 +i=—(4—14) 4+ 5, Q(1 +1) C Q(4 — i); conversely,
RS
-

If the zeros of f(z) are aj,ag,...,a, then the zeros of f(z + a) are
ay —a,az —a,...a, — a. So, by Exercise 20, f(z) and f(z — a) have
the same splitting field.

Since f(z) and g(z) are relatively prime in F[x] there are
polynomials ¢(z) and s(x) in F[z] such that

1= f@)H(a) + g(2)s(a).
(See Exercise 41 for Chapter 16.) If f(z) and g(z) had a

nonconstant factor in common this factor would divide 1.

Clearly, @ and Q(+/2) are subfields of Q(1/2). Assume that there is
a subfield I of Q(v/2) that contains an element a + by/2 with b # 0.
Then, since every subfield of Q(1/2) must contain @, we have by
Exercise 20 that Q(v/2) = Q(a + bv/2) C F. So, F = Q(\/2).
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24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

F(a,b) C F(a)(b) since F(a)(b) is a field that contains F', a and b.
Also, F(a)(b) C F(a,b) since F(a,b) contains F(a) and b. So,
F(a,b) = F(a)(b) and, by symmetry, F'(a,b) = F(b,a).

Let F = Z3[z]/{x3 + 22 + 1) and denote the coset = + (2% + 2z + 1)

by 3 and the coset 2 + (23 + 2z + 1) by 2. Then §3 is a zero of

23 + 22 + 1 and therefore 8% 4+ 28 4+ 1 = 0. Using long division we
obtain z* + 2z + 1 = (z — 8)(2* + Bz + (2 — 5%)). By trial and error
we discover that 3 + 1 is a zero of 22 + Bz + (2 — 3?) and by long
division we deduce that —28 — 1 is the other zero of

22 + Bx + (2 — B?). So, we have

B +2r+1=(x-8)(x—B-1)(z+28+1).

r(x+ 1)@+ 22+ 1) (23 +z+1)

Suppose that ¢: Q(v/—3) — Q(v/3) is an isomorphism. Since
(1) =1, we have ¢(—3) = —3. Then

—3 = ¢(—3) = ¢(v/—3v—=3) = (¢(+/—3))%. This is impossible, since
#(+/—3) is a real number.

The field of quotients of Z,[x] is not perfect.

By long division we obtain 22 +z + 1 = (z — 8)(z + 1 + ) so the
other zero is —1 — 3.

Use Theorem 20.5.

Since f(z) = 22! +22% + 1 and f/(z) = = have no common factor of
positive degree we know by Theorem 20.5 that f(x) has no multiple
zeros in any extension of Z3.

Use Theorem 20.5.

Since f(r) = 2?" — x and f'(x) = —1 have no common factor of
positive degree we know by Theorem 20.5 that f(z) has no multiple
zeros in any extension of Zs.

Zs[z]/{x* + x + 2). Let 8 be a zero of 2% + x + 2. Then
fl@) = (z—p)*(x —268-2)(z - B 1).
Since L is a splitting field of f(z) over F', we may write

f(z) = (z —a1)(x —az2)...(xr — ay,), where the coefficients of f(x)
belong to F. But then these coefficients also belong to L.
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36.

37.

38.
39.

40.

By Theorem 20.5, the zeros of 2™ — a are distinct, say
a1,q2,...,a,. Then B = aj/a; for i =1,2,... n are all the nth
roots of unity.

Since |(Z2[z]/(f(x)))*| = 31 is prime and the order of every element
must divide it, every nonidentity is a generator.

Observe that 2% — 622 — 7(2? — 7)(z% — 1).

Proceeding as in Example 9 we suppose that h(t)/k(t) is a zero in
Zp(t) of f(z) where deg h(t) = m and deg k(t) = n. Then
(h(t)/k(t))P = t, and therefore (h(t))P = t(k(t))P. Then by Exercise
49 of Chapter 13 we have h(t?) = tk(tP). Since deg h(tP) = pm and
deg tk(t?) = 1 + pn we have pm = 1 + pn. But this implies that p
divides 1, which is false. So, our assumption that f(z) has a zero in
Zp(z) has lead to a contradiction. That f(x) has a multiple zero in
K follows as in Example 9.

By the corollary to Theorem 20.9 deg f(z) has the form nt where ¢
is the number of distinct zeros of f(x).
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CHAPTER 21

Algebraic Extensions

1. Tt follows from Theorem 21.1 that if p(x) and ¢(x) are both monic
irreducible polynomials in F'[z] with p(a) = ¢(a) = 0, then
deg p(z) = deg q(z). If p(x) # q(x), then
(p — q)(a) = p(a) — q(a) = 0 and deg (p(z) — q(z)) < deg p(x),
contradicting Theorem 21.1.

To prove Theorem 21.3 we use the Division Algorithm

(Theorem 16.2) to write f(x) = p(z)q(x) + r(z), where r(z) =0 or
deg r(x) < deg p(z). Since 0 = f(a) = p(a)q(a) + r(a) = r(a) and
p(zx) is a polynomial of minimum degree for which a is a zero, we
may conclude that r(x) = 0.

2. If f(x) € Flx] does not split in E, then it has a nonlinear factor
q(x) which is irreducible over E. But then E[z]/(q(z)) is a proper
algebra extension of E.

3. Let F =Q(v2,V2,v2,...). Since [F : Q] > [Q(V/2) : Q] = n for
all n, [F : Q] is infinite. To prove that F' is an algebraic extension
of @, let a € F. There is some k such that
acQ(V2,¥2,V2,...,+/2). It follows from Theorem 21.5 that
[Q(V2,V/2,v/2,...,%/2) : Q] is finite and from Theorem 21.4 that

Q(V2,V/2,v2,...,/2) is algebraic.

4. Suppose F(a) is an algebraic extension of E. Then a is algebraic
over F' (Theorem 21.7). So if f(z) is the minimal polynomial for a
over F then f(x) can be written in the for
(x —a1)(x —az)--- (z — ap) where each a; € E. But then f(a) =0
implies a = a; for some i and a € E.

5. Since every irreducible polynomial in F[x] is linear, every
irreducible polynomial in F'[z] splits in F. So, by Exercise 4, F' is
algebraically closed.
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6.

10.
11.

12.

13.

14.

Suppose g(z) = h(z)k(z) where h(z) is irreducible over F'(a). Let b
be a zero of h(z) in some extension of F'(a). Then

[F(a,b) : F(a)][F(a) : F] = [F(a,b) : F(b)][F(b) : F.

Also,
deg f(z) = [F(a) : F], degg(xz)=[F(b): F]

and
deg h(z) = [F(a,b) : F(a)].

It follows that deg g(x) divides deg h(x). Thus g(z) and h(x) are
associates and g(z) is irreducible over F'(a).

Suppose Q(y/a) = Q(vb). If Vb € Q, then /a € Q and we may
take ¢ = v/a/vb. If Vb ¢ Q, then /a ¢ Q. Write /a = r + sv/b
where 7 and s belong to (). Then r = 0 for, if not, then

a =12+ 2rsvb + b and therefore (a — 2 — b) /2r = sv/b. But
(a — 72 — b)/2r is rational whereas sv/b is irrational.

Conversely, if there is a element ¢ € @ such that a = bc? (we may
assume that ¢ is positive) then, by Exercise 20 in Chapter 20,

Q(Va) = Q(vVbc?) = Q(cvb) = Q(Vb).

. Since (V3 +v5)% € Q(V/15), [Q(V3 +V5) : Q(v/15)] = 2. For the

second question, first note that Q(v/2, V/2, v2) = Q(3/2, v/2). Then
observe [Q(V/2, v/2) : Q] is divisible by [Q(+V/2) : Q] = 3 and
[Q(V2) : Q] = 4. Thus it follows that [Q(¥/2, v2) : Q] = 12.

. Since [E: F] = [E : F(a)|[F(a) : F] we have [F(a): F] =[E : F], in

which case F(a) = E, or [F(a) : F] =1, in which case F'(a) = F.
If a is a zero of p(z) € Q[z], then {/a is a zero of p(z") € Q[z].

Note that [F'(a,b) : F] is divisible by both m = [F(a) : F] and
n = [F(b) : F] and [F(a,b) : F] < mn. So, [F(a,b): F] = mn.

Take F = Q, a = v/2, b = v/2. Then [F(a,b) : F] = 12.

Since a is a zero of 2® — a3 over F(a?), we have [F(a) : F(a®)] < 3.
For the second part, take F' = @, a = 1;
F=Qa=(-1+i/3)/2,F =Q,a= 2.

Note that z = /=3 + /2 implies that 2t + 222 +25 =0.
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15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Suppose E1 N Ey # F. Then [Ey : E1 N Eq|[FyNEy: F] = [E; : F]
implies [E; : E1 N Es] =1, so that Ey = E} N Ey. Similarly,
Ey = FE1N Es.

Let 2 = /2 + V4 = ¥/2(1 4+ v/2). Then 23 = 6(1 + z). Thus
2+ /4 is a zero of 23 — 62 — 6 and z® — 62 — 6 is irreducible by
Eisenstein.

Since E must be an algebraic extension of R, we have £ C C and
so[C:E|[E:R]=[C:R]|=2.If[C: E]=2,then [E:R]=1
and therefore E = R. If [C: E] =1, then F = C.

Use the quadratic formula and Exercise 20 of Chapter 20.

Let a be a zero of p(z) in some extension of F'. First note

[E(a) : E] < [F(a): F] = deg p(x). Then observe that
[E(a) : F(a)][F(a) : F] = [E(a) : F] = [E(a) : E][E: F]. This
implies that deg p(x) divides [E(a) : E], so that

deg p(z) = [E(a) : E]. It now follows from Theorem 20.3 that p(x)
is irreducible over E.

If F is a finite extension of F, pick a; € E but not in F'. Then
[E: F]>[F(a): F]. If F(a1) # E, pick ag € FE not in F(ay).
Then [E : F| > [F(a1,a2) : F]. Since [E : F| is finite, we can
continue this process only a finite number of times. The converse
follows from Theorem 21.5.

Suppose that o + 8 and af are algebraic over ) and that o > .

Then /(a+ B)2 —4aB = /a2 —2aB+ 32 =\/(a—B)2=a— B is
also algebraic over Q. Also, a = ((a + ) — (o — 3))/2 is algebraic
over (), which is a contradiction.

If f(a) is a zero of g(x) € Flx], then a is a zero of (go f)(z) € F[x].

It follows from the Quadratic Formula that v/b% — 4ac is a primitive
element.

Since zt — 2% — 2 = (2% — 2)2, Z3[x]/(x? — 2) is a splitting field.
Alternatively, observe that ¢ and —¢ are zeros of multiplicity 2 of
2?2 — 2 so that % — 22 — 2 splits in Z3[i]. Since Z3]i] has 9 elements,

x% — 2% — 2 does not split in any smaller field.
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25.

26.

27.

28.

29.

30.
31

32.

33.

34.

By the Factor Theorem (Corollary 2 of Theorem 16.2), we have
f(x) = (x — a)(bx + ¢), where b, ¢ € F(a). Thus,
f(z) =blx —a)(z + b te).

It suffices to show that \/a € Q(a). Observe that
0=a’+a+1=(a++a+1)(a—+a+1). So,a++/a+1=0or
a—+/a+1=0. Thus, y/a=—-a—1ora=a+1.

Say a is a generator of F*. Then F' = Zy(a), and it suffices to show
that a is algebraic over Z,. If a € Z,, we are done. Otherwise,

14 a = d” for some k # 0. If k > 0, we are done. If k < 0, then

a %+ a'* =1 and we are done.

Let f(z) be the minimal polynomial for a over @, and let r = m/n
where m and n are integers. Consider g(z) = f(z").

If [K : F] = n, then there are elements vy, vs,...,v, in K that
constitute a basis for K over F. The mapping
aivy + - -+ apvy, — (a1,...,ay,) is a vector space isomorphism from

K to F". If K is isomorphic to F", then the n elements in K
corresponding to (1,0,...,0), (0,1,...,0), ..., (0,0,...,1) in F"
constitute a basis for K over F.

Q) : Q] =3.
Observe that

[F(a,b) : F(a)] < [F(a,b) : F(@)[F(a) : F] = [F(a,b) : F

Let deg f(z) = m, deg g(z) = n and suppose that f(z) is
irreducible over F (b) Then m = [F(a,b) : F(b)] and
[F(a,b): F| = [F(a,b) : F(b)][F(b):F]:mn:[F(a,b):
F(a)][F(a): F] = [F(a,b) : F(a)lm. Thus,

n = deg g(z) = [F(a,b) : F(a)] and therefore g(z) is irreducible
over F(a). The other half follows by symmetry.

Note that if ¢ € Q(8) and ¢ € @, then

5=[Q(B): Q] =[Q(B) : Q()][Q(c) : Q] so that [Q(c) : Q] =5. On
the other hand, [Q(v/2) : Q] = 2,[Q(V/2) : Q] = 3, and

Q(V2): Q] =

4
Since v/2 = (v/2)? and \3[ = (v/2)? we know that

Q(v2, ¥2) € Q(V2). Also, [Q(vV2, ¥2) : Q] is divisible by
[Q(v2): Q] =2 and [Q(\f) Q] = 3. It follows that
[Q(v2,92): Q] =6 =[Q(V2) : Q.
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By closure, Q(v/a + vb) € Q(y/a, V). Since

(Va+Vb)~t = ﬁ}rﬁ%:g: ‘/Z:;/l; and a — b € Q(v/a + Vb) we

have /a — vb € Q(v/a + Vb). (The case that a — b = 0 is trivial.)
It follows that \/a = & ((v/a + vb) + (va — Vb)) and

Vb = §((va+vb) — (Va— Vb)) are in Q(va, vb). So,
Q(va,vb) € Q(va+ vVb).

Since [L : F| = [L: K][K : F] we have [K : F| = 1. It follows that
=K.

Observe that K = F(ay,az,...,ay,), where ay,as, ..., a, are the
zeros of the polynomial. Now use Theorem 21.5.

A splitting field of a polynomial in Q[z] is an algebraic extension of
@ whereas C is an transcendental extension of Q).

Elements of Q(7) have the form

(amT™ + @y ™™ 4 ag) /(bpT 4 by 1™ + - + by), where

the a’s and b’s are rational numbers. So, if v/2 € Q(7), we have an

expression of the form

2(bpm™ 4 b1t 4 -+ 00)? = (amT™ + AT +2a0)2-
m

Equating the lead terms of both sides, we have 2b2 72" = a2, 72™.
But then we have m = n, and v/2 is equal to the rational number

A,/ bn.

aisazeroof 2" —1=(z—1)(25+2° +2* + 23 + 22 + 2+ 1) and
the second factor is irreducible over @ (see Corollary to Theorem
17.4.) Similarly, B is a zero of 2° — 1 = (z — 1)(2* + 23 + 22 +x + 1)
and the second factor is irreducible over ) (see Corollary to
Theorem 17.4.). So, [Q(«) : Q] =6 and [Q(B) : Q] = 4. If

B € Q(a), then Q(S) is a subfield of Q(«) and therefore

[Q(B) : Q] = 4 would divide [Q(«) : Q] = 6.
Observe that F(a) = F(1+a™1).

Let {x1,xz2,...,2,} be a basis for K over F. Then
K = F(xy,x9,...,2,) for some z1,z9,...,x, in K.

Let |K : F| =n and let {z1,z2,...,z,} be a basis for K over F.
Let F() = 177 F1 = Fo(xl),Fg = Fl(xg), NN ,Fn = n—l(xn) =K.
Then n = |K : F| = |Fy, : Fp_1||Fn-1: Fn—2|---|F1 : Fy| and each
|Fit1: Fi] is 1 or p.
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CHAPTER 22
Finite Fields

10.

Since 729 = 93, [GF(729) : GF(9)] = 3; since 64 = 82,
[GF(64) : GF(8)] = 2.

Use Theorem 21.5.

The lattice of subfields of GF(64) looks like Figure 21.3 with GF(2)
at the bottom, GF(64) at the top, and GF(4) and GF(8) on the
sides.

. Since a® + a? +1 =0 we have o?(a +1) = 1.
. 200+ 1.

. From o® + a4+ 1 = 0 we have a® + 1 = a. Squaring both sides we

have a® + 1 = a?. Thus, 0 = (a?)3 +a? + 1 = f(a?). To find the
third zero, long divide z3 + = + 1 by

(z — a)(z — a?) = (z + a)(z + a?) to obtain the quotient

x4+ a? 4+ a. Thus o? + « is a zero.

By Theorem 22.2; there is an element a in K such that K* = (a).
Thus K = F(a).

. Use Theorem 22.2 and Theorem 4.4.

. The only possibilities for f(z) are 23 +x +1 and 2%+ 2% + 1. If a is

a zero of 2° + x + 1, then | Z3(a)| = | Zo[z]/{z3 + 2z + 1)| = 8.
Moreover, testing each of a2, a3, a* shows that the other two zeros
of 22 + x + 1 are a? and a*. So, Z5(a) is the splitting field for

2+ x4+ 1.

For the second case, let a be a zero of z3 + 22 + 1. As in the first
case, | Z2(a)| = 8. Moreover, testing each of a2, a3, a* shows that the
other two zeros are a? and a*. So, Zy(a) is the splitting field for
3+ 2?4 1.

Use Theorem 22.1.
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22.

By Exercise 44 in Chapter 15, ¢ is a ring homomorphism. Since the
only ideals of a field are {0} and the field itself (Exercise 27 in
Chapter 14), Ker ¢ = {0}. Thus, ¢ is an automorphism. To show
that ¢™ is the identity, we first observe by Corollary 4 of Lagrange’s
Theorem (Theorem 7.1) that a?”"~! =1 for all a in GF(p")*. Thus,
¢"(a) = a?" = a”"~la = a for all a in GF(p")*. Obviously,

¢"(0) =0

GF(29), GF(21%), GF(2%).

If g(z) is an irreducible factor of 28 — z over Z5 and deg g(x) = m,
then the field Za[z]/(g(x)) has order 2™ and is isomorphic to a
subfield of GF(8). So, by Theorem 22.3, m =1 or 3.

It follows from Theorem 27.3 that the desired field is GF(2'2).

Since GF(p™)* is a cyclic group of order p™ — 1 we seek the smallest
n such that p™ — 1 is divisible by 5. By observation, n = 4 for p = 2
or 3.

Expanding we obtain 2% + (a* + a? + a)z? + (a® + a® + @)z + a”.
Then note that a* + a2 +a=1; a®+a® +a®=0; and a” = 1.

Since |(Z3[x]/{x3 + 22 + 1))*| = 26, we need only show that

|z| # 1,2 or 13. Obviously, z # 1 and z? # 1. Using the fact that
23 4 22 + 1 = 0 and doing the calculations we obtain z'3 = 2. (Or
use the computer software for Chapter 22 at
www.d.umn.edu/"jgallian.)

Since |(Z2[x]/(f(z)))*| = 31, |z| must be 31.

Direct calculations show that z'3 = 1, whereas (2z)? # 1 and
(2z)'3 # 1. Thus 2z is a generator.

Since 1,z and 2 form a basis for Z3[z]/(f(z)) over Z3 we have
that |z| # 2. By Lagrange’s theorem |z| is 13 or 26. If |z| = 13,
then |2z| = 26.

Note that if K is any subfield of GF(p™) then K* is a subgroup of
the cyclic group GF(p™)*. So, by Theorem 4.3, K* is the unique
subgroup of GF(p™)* of its order.

Use Exercises 64 and 41 of Chapter 4.
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Since 22 + 1 has no zeros in Zs, it is irreducible over Z3 (see
Corollary 2 of Theorem 16.2). By Corollary 1 of Theorem 17.5,
Zs[z]/{z* + 1) is a field. Since every element of Z3[x]/(z? + 1) has
the form az + b+ (22 + 1), the field has order 9. To see the
conversion table use the computer software for Chapter 22 at
www.d.umn.edu/jgallian.)

Mimic the proof of the case where the field is GF(p™) and the group
is GF(p™)* given in Theorem 22.2.

Let a,b € K. Then, by Exercise 49b in Chapter 13,
(a —b)P" =a?" —b"" =a —b. Also, (ab)?" = a?"' " = ab. So, K
is a subfield.

If g(x) divides 27" — x, then g(z) has a zero in GF(p") and so
GF(p™) contains a subfield isomorphic to GF(p)[z]/(g(x)), which
has degree d over GF(p). By Theorem 22.3, d divides n.

By Corollary 4 of Lagrange’s Theorem (Theorem 7.1), for every
element a in F* we have a?"~! = 1. So, every element in F* is a
zero of 2P" — .

Theorem 22.3 reduces the problem to constructing the subgroup
lattices for Z1g and Zsg.

They are identical.

Without loss of generality, we may assume that p(z) is monic. In
some splitting field K of p(z) we can write

p(x) = (x —ay)(x — ag) - - - (xr — ay,) where the a; are distinct and
K = GF(p)(a1,a2,...,ay). Then K = GE(p") for some n and
since every element of K is a zero of 2" — = we have that

p(z) = (z —a1)(x —as) - (z — ay,) divides zP" — z.

The hypothesis implies that g(z) = 22 — a is irreducible over

GF(p). Then a is a square in GF(p™) if and only if g(x) has a zero
in GF(p"). Since g(z) splits in GF(p)[z]/(g9(z)) ~ GF(p?), g(z) has
a zero in GF(p") if and only if GF(p?) is a subfield of GF(p"). The
statement now follows from Theorem 22.3.

Let a be a zero of f(x) in E = Zy[x]/(f(x)). Then |E| = p3. If f(x)
splits in E we are done. If not, f(z) = (z — a)g(x) where g(x) is
irreducible over E. Let b be a zero of g(x) in K = E[z]/(f(x)).
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Then |K| = |E|? = (p*)? and K is the splitting field for f(z) over
Z,

This is a direct consequence of Exercise 11.
GP(2°)" = (%); GF(22)" = (a¥1); GF(2)" = (a1) = {1}.

Since both a%? and —1 have order 2 in the cyclic group F* and a
cyclic group of even order has a unique element of order 2 (see
Theorem 4.4), we have a%? = —1.

Note that GF(p®") is an algebraic extension of GF(p").
See the solution to Exercise 25.
pF where k = ged(s, t).

Consider the field of quotients of Z,[x]. The polynomial f(z) =z is
not the image of any element.

Since d divides n, GF(p") contains the subfield GF (p?), and by
Corollary 2 of Theorem 22.2, GF(p?) has the form GF(p)(a) for
some element a in GF(p?) of degree d. Moreover, by Theorem 21.1,
GF(p)(a) has the form GF(p)[z]/(p(x)) where p(x) is an irreducible
polynomial over GF(p), the degree of p(z) is d, and p(a) = 0. Since
p(x) is irreducible over GF(p) the only common divisor of p(x) and
2" — x is 1 or p(z). If the common divisor is 1 then by Exercise 41
of Chapter 16 there are elements h(z) and k(x) of GF(p)[z] such
that p(z)h(x) + (27" — x)k(z) = 1. But since x — a divides the left
side we have a contradiction.

Observe that p — 1 = —1 has multiplicative order 2 and a"~1/2 ig
the unique element in (a) of order 2.

Since 5 mod 4 = 1, we have that 5” — 1 is divisible by 4 for all n.
Now observe that 2 has multiplicative order 4 and a®"~1/% has
order 4. (The only other element of order 4 is a®(®"~1)/4))

Since p =1 (mod 4) we have p™ = 1 mod 4 and GF(p")* is a cyclic
of order p™ — 1. So, by Theorem 4.4 there is exactly two elements of
order 4.
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44. When n is odd, p"™ = 3 mod 4 and therefore p" — 1 is not divisible
by 4. By Theorem 4.3 (a) has no element of order 4. When
n =2m, p" = (p?>)™ = (32)™ = 1 mod 4 and therefore p" — 1 is
divisible by 4. Thus, by Theorem 4.4, GF(p™)* has exactly two
elements of order 4.
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CHAPTER 23

Geometric Constructions

10.

. Let x denote the length of the long side of the triangle. Then ¢ = 7.

. To construct a + b, first construct a. Then use a straightedge and

compass to extent a to the right by marking off the length of b. To
construct a — b, use the compass to mark off a length of b from the
right end point of a line of length a. The remaining segment has
length a — b.

T

. Let y denote the length of the hypotenuse of the right triangle with

base 1 and x denote the length of the hypotenuse of the right
triangle with the base |c|. Then y? =1 +d?, 22 + %> = (14 |c|)?
and |c|? + d? = 22. So, 1+ 2|c| + |¢|> = 1 + d* + |c[* + d?, which
simplifies to |c| = d>.

. Let = denote the length of the side of along the base of the small

triangle in figure in the text. Then x is constructible and § = 7.

. Suppose that sin 6 is constructible. Then, by Exercises 1, 2, and 3,

V1 —sin? # = cos@ is constructible. Similarly, if cos 6 is
constructible then so is sin 6.

. Look at Figure 23.1.

From the identity cos 26 = 2cos? 6 — 1 we see that cos 26 is
constructible if and only if cos is constructible.

. Use Exercise 6.

. By Exercises 5 and 7 to prove that a 45° angle can be trisected it is

enough to show that sin 15° is constructible. To this end note that
sin 45° = 1/2/2 and sin 30° = 1/2 are constructible and
sin 15° = sin 45° cos 30° — cos 45° sin 30°. So, sin 15° is constructible.

Use Exercises 5, 6 and 7.
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Note that solving two linear equations with coefficients in F'
involves only operations that F' is closed under.

Say the line is az + by 4+ ¢ = 0 and the circle is

2 + 4% +dx + ey + f = 0. We seek the simultaneous solution of
these two equations. If a = 0, then y = —¢/b and the equation of
the circle reduces to a quadratic in x with coefficients from F'.
Since the solution of a quadratic involves only the operations of F
and a square root of an element from F, the value for z lies in F' or
in F(y/a) where a € F and o > 0. If a # 0, the z terms in the
circle can be replaced by (—b/a)y — ¢/a to obtain a quadratic
equation. Then, as in the previous case, y and therefore x lie in F'
or in F(y/a).

For the second portion, consider 22 + y?> = 1 and z — y = 0.

From Theorem 17.1 and the Rational Root Theorem (Exercise 27
in Chapter 17) it is enough to verify that none of +1,+1/2,+1/4,
and +1/8 is a zero of 823 — 6z — 1.

If the polygon is constructible, so is cos(27/7). Thus, it suffices to
show that 822 + 422 — 4z — 1 is irreducible over (). This follows
from Theorem 17.1 and Exercise 27 of Chapter 17.

If a regular 9-gon is constructible then so is the angle 360°/9 = 40°.
But Exercise 10 shows that a 40° angle is not constructible.

Use Exercises 5, 6, and 7.

This amounts to showing /7 is not constructible. But if /7 is
constructible, so is . However, [Q(7) : Q)] is infinite.

It suffices to show that 27 /5 is constructible. Clearly,
[Q(cos2m/5) : Q] = 2 so that cos27/5 is constructible. Now use
Exercise 6.

“Tripling” the cube is equivalent to constructing an edge of length
V3. But [Q(¥/3) : Q] = 3, so this can’t be done.

No, since [Q(V/4) : Q] = 3.

“Cubing” the circle is equivalent to constructing the length /7.
But [Q(/7) : Q] is infinite.

Use Exercises 1-4.
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SUPPLEMENTARY EXERCISES FOR CHAPTERS 19-23

1.

Since f(z) = 2%Y — 1 and f'(z) = 502 have no common factor of
positive degree in common we know by Theorem 20.5 that 2°° — 1
has no multiple zeros in any extension of Zs.

. Use the Fundamental Theorem of Field Theory (Theorem 20.1) and

the Factor Theorem (Corollary 2 of Theorem 16.2).

. Suppose b is one solution of 2™ = a. Since F'* is a cyclic group of

order g — 1, it has a cyclic subgroup of order n, say (c). Then each
member of (c) is a solution to the equation ™ = 1. It follows that
b(c) is the solution set of 2" = a.

. Pick a¢ in K but not in F. Now use Theorem 21.5.

(5a? +2)/a = 5a + 2a~t. Now observe that since a> +a+ 1 = 0, we
know a(—a — 1) = 1, so that a~! = —a — 1. Thus,
(5a2 +2)/a = —2 + 3a.

. They are of the form a + bv/2 where a,b € Q(v/2).

Since [F(a) : F] =5, {1,a,a? a3, a*} is a basis for F(a) over F.
Also, from 5 = [F(a) : F] = [F(a) : F(a®)][F(a®) : F] we know that
[F(a®) : F] =1 or 5. However, [F(a3) : F] = 1 implies that a® € F
and therefore the elements 1, a,a?, a3, a* are not linearly

independent over F. So, [F(a®) : F] = 5.

. By the proof of the Fundamental Theorem of Field Theory p(z) has

a zero in some extension F of F' and [E : F| < n. Now write

p(z) = (x — a)g(z) where g(z) € E[z]. By induction on the degree
of the polynomial, g(z) splits in some extension K of E and

[K : E] < (n—1)l. Thus p(z) splits in K and
[K:F|=[K:FE|F:F]<(n—1)n=nl

. Since F(a) = F(a™!), we have that

degree of a = [F(a) : F] = [F(a™!) : F] = degree of a1
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Let z = 72 — 1. Then (z + 1)3 = 75, It follows that 72 — 1 is a zero
of 22 + 322 + 3z + 1 — 7% € Q(=3).

If ab is a zero of ¢ z™ + -+ - + c1x + ¢g € F[z], then a is a zero of
bz + - 4 c1bx + ¢g € F(b)[x].

We need only show that if @ € R, then a=! € R. But
a~! € F(a) C R (see Theorem 20.3).

Every element of F'(a) can be written in the form f(a)/g(a), where
f(z),g(x) € Flz]. If f(a)/g(a) is algebraic and not a member of F,
then there is some h(x) € F[x] such that h(f(a)/g(a)) = 0. By
clearing fractions and collecting like powers of a, we obtain a
polynomial in a with coefficients from F' equal to 0. But then a
would be algebraic over F'.

64

If K is a finite extension of a finite field F' then K itself is a finite
field. So, K* = (a) for some a € K and therefore K = F(a).

Let r be a nonzero element of R. We know that r~! exists in the
field of quotients of R. It suffices to show that »—! is in R. If R has
dimension n over F, then 1,7,r2, ...,7" is a linearly dependent set
over F'. Thus, r is the zero of some irreducible polynomial over F.
By Theorem 20.3, there is a basis for the field F(r) viewed as a
vector space over F of the form 1,r,72,...,r™. But then

r~1 C F(r) CR.

If the basis elements commute, then so would any combination of
basis elements. However, the entire space is not commutative.

No, for 1 is not in the span of such a set.

Since every element in the set has the form ax® + bx? + cx, the
elements z, 22, 22 form a basis.

Write aif + aof' + -+ + anf™ = 0 and take the derivative n times
to get a; = 0. Similarly, get all other a)s = 0. So, the set is linearly
independent and has the same dimension as P,.
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21.

22.

To prove that L is a subfield we must show that a,b € L implies
that a —b € L and ab~! € L. To this end, suppose that a?” € F
and bP" € F. Then, by Exercise 49 in Chapter 13,

(a—b)P""" = ap" " " = (aP" )P — (0P € F. Also,
(ab= P = (a?™)P" ((BP")P") L € F. So, L is a subfield of K.
Lastly, note that for any a € F' we have a = a?’ so that a € L.

Let f(x) = a™ — x. Observe that if f(z) does have a multiple zero r
then f(z) = 2(2" ! —1) and f'(z) =n2" ! —1 have z —r as a
common factor. Clearly, » # 0. Thus, x — r is a common factor of
2"~ ! — 1 and na"~! — 1. But then z — r is a factor of

n(z" ! —1) — (nz" ! — 1) = —n + 1. This implies that

—n 4+ 1 mod p =0 and therefore n mod p = 1, where p is the
characteristic of the field.
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CHAPTER 24

Sylow Theorems

1. a =eae™!; cac™t = b implies a = ¢ tbec = c~1b(c7 1)~

and b = yey~! imply a = zycy 'zt = zyc(zy) L.

2. {e},{a?},{a,a®}, {b,ba®}, {ba, ba®}

3. Observe that T(zC(a)) = rax™! = yay~! = T(yC(a)) < y ‘twa =
ay~lr & y~lz € C(a) & yC(a) = xC(a). This proves that T is
well defined and one-to-one. Onto is by definition.

Log = abxr™t

4. cl(a) = {a} if and only if for all z in G, rax~! = a. This is
equivalent to a € Z(G).

5. It suffices to show that the correspondence from the set of left
cosets of N(H) in G to the set of conjugates of H given by
T(zN(H)) = xHz~! is well defined, onto, and one-to-one. Observe
that tN(H) =yN(H) <y laN(H) = N(H) &y 'z € N(H) <
y leH(y o) =y loHo 'y = H & zHa ! = yHy~!. This
shows that T is well defined and one-to-one. By observation, T is
onto.

6. Let r denote the number of conjugates of H. By Exercise 5 we have
r = |G : N(H)|. Since each conjugate of H has the same order as H
and contains the identity and H C N(H ), we know that the union
of all the conjugates of H has fewer than
|G: N(H)||H| < |G : H||H| = |G| elements.

7. Say cl(z) = {x,q1xg; , gogs ', . .. 7g/rcsljg/lzl}. If a7 = gingl, then
for each gjxgj_l in cl(x) we have
(gjuvgj_l)*1 = gj:chlgj_1 = gj(gixgi_l)gj_l € cl(z). Because |G| has
odd order, gjxgj_l # (gjxgj_l)*l. It follows that |cl(x)| is even. But
this contradicts the fact that |cl(x)| divides |G]|.

8. By Theorem 9.3, we know that in each case the center of the group
is the identity. So, in both cases the first summand is 1. In the case
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of 39 all the summands after the first one must be 3 or 13. In the
case of b5 all the summands after the first one must be 5 or 11.
Thus the only possible class equations are

39=1+3+3+3+3+13+13; 55=1+5+5+11+11+11+11.

. Part a is not possible by the Corollary of Theorem 24.2. Part b is

not possible because it implies that the center would have order 2
and 2 does not divide 21. Part c is the class equation for Ds. Part
d is not possible because of Corollary 1 of Theorem 24.1

See Example 3 of Chapter 5.

Let H and K be distinct Sylow 2-subgroups of G. By Theorem 7.2,
we have 48 > |HK| = |H||K|/|H N K| = 16 - 16/|H N K|. This
simplifies to |[H N K| > 5. Since H and K are distinct and |H N K|
divides 16 we have |H N K| = 8.

(123), (234), (124), (134)

By Example 5 of Chapter 9, (x)K is a subgroup. By Theorem 7.2,
(z)K| = [{(z)||K|/|{(x) N K|. Since K is a Sylow p-subgroup it
follows that (x) = (x) N K. Thus (z) C K.

By Theorem 24.5 the number of Sylow 5-subgroups of G has the
form 1+ 5k and divides 77. Thus the number is 11.

By Theorem 24.5, n,, the number of Sylow p-subgroups has the
form 1+ kp and n, divides |G|. But if £ > 1, 1+ kp is relatively
prime to p™ and does not divide m. Thus k£ = 0. Now use the
corollary to Theorem 24.5.

Use Exercise 13.
By Theorem 24.5, there are 8 Sylow 7-subgroups.

By Sylow, ny =1 or 8. If ny = 8, the Sylow 7-subgroups contain 48
elements of order 7. This means all the elements whose orders are a
power of 2 belong to single Sylow 2-subgroup. So ny = 1.

There are two Abelian groups of order 4 and two of order 9. There
are both cyclic and dihedral groups of orders 6, 8, 10, 12, and 14.
So, 15 is the first candidate. And, in fact, Theorem 24.5 shows that
there is only one group of order 15.
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21.
22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

ns = 7, otherwise the group is the internal direct product of
subgroups of orders 3 and 7 and such a group is cyclic.

By Exercise 20, G has seven subgroups of order 3.
6; ((12345)), ((21345))

By Theorem 24.5 the only possibilities are 1, 4, and 10. So, once we
find 5 we know there are actually 10. Here are five:

((123)), ((234)), ((134)), ((345)), ((245)).

By Sylow’s Third Theorem there is only one Sylow 5-subgroup of
G. By Theorem 9.7 the Sylow 5-subgroup is isomorphic to Zss or
Zs ® Zs. Thus the number of elements of order 5 is 4 or 24.

A group of order 100 has 1, 5 or 25 subgroups of order 4; exactly
one subgroup of order 25 (which is normal); at least one subgroup
of order 5; and at least one subgroup of order 2.

Mimic Example 3.

By the corollary of Theorem 24.5 it suffices to show that there is
only one Sylow p-subgroup. By Sylow’s Third Theorem, n,, the
number of Sylow p-subgroups of G has the form 1 + kp and divides
m. Butif k>0, 1+kp>p>m. Sok=0.

Since |Dap,| = 4m the Sylow 2-subgroups have order 4. Let F} be
any reflection in Day,,. One Sylow 2-subgroup is

{Ro, Rigo, 1, Flng(]}. Next let F» be any reflection in Ds,, other
than F; and F}Rjg0. The a second Sylow 2-subgroup is

{Ry, R1s0, F2, F»R1g0}. Since there are 2m reflections, continuing in
this way we have m Sylow 2-subgroups. By Sylow’s Third Theorem
there are no others.

By Sylow’s Third Theorem Theorem and Exercises 5 and 28 we
know |Day, : N(K)| = m. Also, |Day, : K| = m. Thus we have
|IN(K)| = |K| and since K C N(K) we are done.

If p does not divide ¢ — 1, and ¢ does not divide p? — 1, then a
group of order p?q is Abelian.

Primes are ruled by Corollary 3 of Theorem 7.1; the corollary to
Theorem 24.2 rules out 9; Theorem 24.6 rules out 15. This leaves
21.
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33.

34.

35.

36.
37.

38.

39.

If ng =1, then |HK| = 15 where |H| = 3 and |K| = 5. (See
Example 5 of Chapter 9.) If ng = 25, then Theorem 24.5 and
Exercise 5 guarantee the existence of a subgroup of order 15.

Sylow’s Third Theorem (Theorem 24.5) implies that the Sylow 3-
and Sylow 5-subgroups are unique. Pick any z not in the union of
these. Then |z| = 15.

By Sylow, ny =1 or 15, and ns = 1 or 21. Counting elements
reveals that at least one of these must be 1. Then the product of
the Sylow 7-subgroup and the Sylow 5-subgroup is a subgroup of
order 35.

By Sylow’s Third Theorem, n;7 = 1 or 35. Assume n17 = 35. Then
the union of the Sylow 17-subgroups has 561 elements. By Sylow’s
Third Theorem, ns = 1. Thus, we may form a cyclic subgroup of
order 85 (Exercise 57 of Chapter 9 and Theorem 24.6). But then
there are 64 elements of order 85. This gives too many elements for
the group.

By Sylow, ns = 1 or 6. A5 has 24 elements of order 5.

If |G| = 60 and |Z(G)| = 4, then by Theorem 24.6, G/Z(G) is
cyclic. The “G/Z” Theorem (Theorem 9.3) then tells us that G is
Abelian. But if G is Abelian, then Z(G) = G.

a. Form a factor group G/N of order 30. The discussion
preceding Theorem 24.6 shows G/N has normal subgroups of
orders 3, 5, and 15. Now pullback.

b. Let H be a Sylow 2-subgroup containing N. The product of H
with the subgroups of orders 6 and 10 have orders 12 and 20.

¢. The product of N and the subgroup of order 15 has order 30
and is an internal direct product.

Let H be the Sylow 3-subgroup and suppose that the Sylow
5-subgroups are not normal. By Sylow’s Third Theorem, there
must be six Sylow 5-subgroups, call them Kji, ..., Kg. These
subgroups have 24 elements of order 5. Also, the cyclic subgroups
HKy,...,HKg of order 15 each have eight generators. Thus, there
are 48 elements of order 15. This gives us more than 60 elements in

G.
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40.

41.

42.

43.

44.

45.

46.

47.

Let N be the normal subgroup of order 4. Then by Sylow, G/N
has a normal Sylow 7-subgroup whose pullback is normal.

We proceed by induction on |G|. By Theorem 24.2 and

Theorem 9.5, Z(G) has an element z of order p. By induction, the
group G/(z) has normal subgroups of order p* for every k between
1 and n — 1, inclusively. By Exercise 51 in Chapter 10, every
subgroup of G//(x) has the form H/(x), where H is a subgroup of
G. Moreover, if |H/{x)| = p* then |H| has order p**1. So, all that
remains is to show is that if H/(x) is normal in G/(x), then H is
normal in G. Let g € G and h € H. Then

g(@)h(z)((g(z))~" = g(z)hlw)g~ () = ghg™!{z) = h'(z) for some
h' € H. So, ghg™' € h'{x) C H.

Let x € G have maximum order, |z| = p!. Now let y belong to G.
Then |y| = p* < p'. Since (x) has a subgroup of order p*, we have

(y) C (x).

Pick € Z(G) such that |z| = p. If € H, by induction,

N(H/()) > H/(z), say y(z) € N(H/{z)) but y(z) ¢ H/{z). Then
y is not in H, and by the argument given in Exercise 33, y € N(H).
If v ¢ H, then z € N(H), so that N(H) > H.

Since both H and xHz ! have the same set of conjugates this
statement follows directly from Exercise 5.

Since 3 divides |N(K)| we know that N(K) has a subgroup H; of
order 3. Then, by Example 5 in Chapter 9, Theorem 7.2 and
Theorem 24.6, H1 K is a cyclic group of order 15. Thus,

K C N(H;) and therefore 5 divides |[N(H1)|. And since H and H;
are conjugates it follows from Exercise 27 in the Supplementary
Exercises for Chapters 1-4 that 5 divides |[N(H)].

Let K be a Sylow p-subgroup. Then by Example 5 of Chapter 9
HK is a subgroup of G and by Theorem 7.2

|HK| = |H||K|/|H N K|. Since this is a power of p, we must have
HNnK=K.

Sylow’s Third Theorem shows that all the Sylow subgroups are
normal. Then Theorem 7.2 and Example 5 of Chapter 9 ensure
that G is the internal direct product of it Sylow subgroups. G is
cyclic because of Theorems 9.6 and 8.2. GG is Abelian because of
Theorem 9.6 and Exercise 4 in Chapter 8.
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49.

50.

o1.

92.
93.

54.

95.

56.

o7.

Let |G| = p'm and |H| = p’n where m and n are relatively prime to
p. Then |G ® H| = p"Vmn and |G, ® H,| = p"*7. Since mn is
relatively prime to p the Sylow p-subgroup of G @ H has order p*tJ.

Since automorphisms preserve order, we know |a(H)| = |H|. But
then the corollary of Theorem 24.5 shows that a(H) = H.

Clearly, N(H) C N(N(H)). Let = belong to N(N(H)). Since

H C N(H), for any h in H we have that zhax~! belongs to N(H).
By Theorem 7.2, [{(xha= VY H| = |(zhz~ Y ||H|/|(xHz~) N H|. Since
|(xhz~1)| is a power of p and H is a Sylow p-subgroup we must
have (zhx™1) = (rhe~'YN H C H. Thus, zhz~! is in H and z is in
N(H).

That |[N(H)| = |N(K)| follows directly from the last part of
Sylow’s Third Theorem and Exercise 5.

Mimic Example 6. Three pairs are: 5, 7; 7, 11; 11, 13.

Normality of H implies cl(h) C H for h in H. Thus the conjugacy
classes of H obtained by conjugating by elements from G are
subsets of H. Moreover, since every element h in H is in cl(h) the
union of the conjugacy classes of H is H. This is true only when H
is normal.

If not, let ¢ be a prime that does not divide |G|. Then Sylow’s First
Theorem guarentees the existence of an element of order q.

The mapping from H to xHz ' given by h — zhax ™' is an
isomorphism.

It suffices to prove that |K|/|K N S| is relatively prime to p.
Observe that Theorem 7.2 , |[K S| = |K]||S|/|K N S| so that
|K|/|KNS|=|KS|/|S|. Moreover, |KS|/|S| divides |G|/|S|, which
is relatively prime to p.

Suppose that G is a group of order 12 that has nine elements of
order 2. By the Sylow Theorems G has three Sylow 2-subgroups
whose union contains the identity and the nine elements of order 2.
If H and K are both Sylow 2-subgroups, by Theorem 7.2

|H N K| = 2. Thus the union of the three Sylow 2-subgroups has at
most 7 elements of order 2 since there are 3 in H, 2 more in K that
are not in H, and at most 2 more that are in the third but not in
Hor K.
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60.
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62.

63.

64.

65.

By way of contradiction, assume that H is the only Sylow
2-subgroup of G and that K is the only Sylow 3-subgroup of G.
Then H and K are normal and Abelian (corollary to Theorem 24.5
and corollary to Theorem 24.2). So, G = H x K ~ H ® K and,
from Exercise 4 of Chapter 8, GG is Abelian.

First note that p divides n 4+ 1 is equivalent to n mod p = —1. Let
H be the unique Sylow p-subgroup of G and let |H| = p™. By
Theorem 24.4 all the elements of order a power of p are contained in
H. Since every element of G whose order is a power of p lies in H,
we have that n = p™— (number of elements of order p™ + number
of elements of order p™~! + - .. + number of elements of order p?+
number of elements of order p°). By the Corollary of Theorem 4.4
and the fact that ¢(p*) is divisible by p for each k& > 2 each term on
the right is divisible by p except p° = 1. Thus, n mod p = —1.

Mimic Example 6.

Let G be a group of order 21. By Sylow’s Third Theorem
(Theorem 24.5) and its corollary there is a unique Sylow 7-subgroup
H, which is normal in G. Let H = (z) and let y € G have order 3.
Since () is normal in G, yzy~! = 2! for some i = 1,2,3,4,5, or 6.
Then z = yduy = = y?(yay Ny = y2a'y > = y(ya'y )y~ =
y(yry 1)yl = gyl = (ya:gfl)i2 = (ac’)l2 = 2%°. So, 7 divides

i3 — 1 and we see that the only possibilities for i are i = 1, 2 or 4.

By the corollary to Theorem 24.2, G/H is Abelian. To prove that

G' C H it is enough to show that z~'y~lzy € H for all x and y in
G. To this end observe that o~y layH = 2 'Hy 'HxHyH = H.
So, z ty~tay € H.

Say cl(e) and cl(a) are the only two conjugacy classes of a group G
of order n. Then cl(a) has n — 1 elements all of the same order, say
m. If m = 2, then it follows from Exercise 47 Chapter 2 that G is
Abelian. But then cl(a) = {a} and so n = 2. If m > 2, then cl(a)
has at most n — 2 elements since conjugation of a by e, a, and a?
each yield a.

By Sylow’s Third Theorem the number of Sylow 7 subgroups is 1 or
8. So the number of elements of order 7 is 6 or 48.

Note that any subgroup of order 4 in a group of order 4m where m
is odd is a Sylow 2-subgroup. By Sylow’s Third Theorem, the
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67.

68.

69.

70.

Sylow 2-subgroups are conjugate and therefore isomorphic. Sy
contains both the subgroups ((1234)) and {(1), (12),(34), (12)(34)}.

By the “G/Z Theorem” (9.3), |N(H)/C(H)| divides |Aut(H)].
Since H is cyclic we know that C(H) 2O H and therefore
|IN(H)/C(H)| is relatively prime to p. Letting |H| = p¥, we have
by Theorem 6.5 that Aut(H) is isomorphic to U(p*) and by the
formula given in Chapter 8 we have |U(p*)| = p*~1(p — 1). Since
the smallest prime divisor of |[N(H)/C(H)| is greater than p, we
must have |[N(H)/C(H)| = 1.

By Sylow’s Third Theorem, the number of Sylow 13-subgroups is
equal to 1 mod 13 and divides 55. This means that there is only
one Sylow 13-subgroup so it is normal in G. Thus

IN(H)/C(H)| ="715/|C(H)| divides both 55 and 12. This forces
715/|C(H)| = 1 and therefore C(H) = G. This proves that H is
contained in Z(G). Applying the same argument to K we get that
K is normal in G and |N(K)/C(K)| = 715/|C(K)| divides both 65
and 10. This forces 715/|C(K)| = 1 or 5. In the latter case K is
not contained in Z(G).

Let K denote a subgroup of G of order 5 and L denote a Sylow
11-subgroup of G. By Sylow’s Third Theorem and its corollary, we
know that H is only Sylow 7-subgroup and L is the only Sylow
11-subgroup and both are normal in G. Thus, by Example 5 of
Chapter 9, and Theorem 24.6, the subgroup HK of order 35 is
cyclic and the subgroup HL of order 77 is cyclic. It follows that
C(H) contains the groups H, K, and L and so |C(H)| is divisible
by 5-7-11 = 385. If the Sylow 5-subgroup of G is not cyclic then
the Sylow 5-subgroup has the form K7 Ko where K7 and Ko are
distinct subgroups of order 5. Thus the previous argument show
that C'(H) contains both K; and Ky and therefore K;Ks. So,
|C(H)] is divisible by 52 -7 - 11 = 1925. This means that H is
contained in Z(G).

Let H be a Sylow 5-subgroup. Since the number of Sylow
5-subgroups is 1 mod 5 and divides 7 - 17, the only possibility is 1.
So, H is normal in G. Then by the N/C Theorem (Example 15 of
Chapter 10), |G/C(H)| divides both 4 and |G|. Thus C(H) = G.

5
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72.
73.

74.

75.

76.

This follows directly from Theorem 24.1
[Cla)l/IG].

Since D4 has 5 conjugate classes, Pr(Dy) = 5/8. Since S3 has 2
conjugacy classes, Pr(S3) = 1/3. Since A4 has 4 conjugacy classes,
Pr(A4) = 1/3.

Suppose that n is odd. Then there are n? commuting pairs of

rotations; n commuting pairs of the form (Ry, F') where F' is a
reflection; n commuting pairs of the form (F, Ry); and n
commuting pairs of the form (F, F') where F is a reflection. No
other pairs commute. This gives Pr(D,,)

=(n? + 3n)/4n® = (n + 3)/4n. Now suppose that n is even. Then
there are n? commuting pairs of rotations; n commuting pairs of
the form (Rp, F') where F' is a reflection; n commuting pairs of the
form (F, Rp); n commuting pairs of the form (Rigo, F') where F is a
reflection; n commuting pairs of the form (F, Rigo); n commuting
pairs of the form (F, F') where F' is a reflection; and n commuting
pairs of the form (F, FRig9) where F' is a reflection. There are no
others. This gives Pr(D,) =(n? + 6n)/4n? = (n + 6)/4n.

By the discussion in this chapter, Pr(G & H) = m/(|G||H|) where
m is the number of conjugacy classes in G & H. Next prove that
|C(g,h)| =|C(9)||C(h)|. Then use Theorem 24.1.

Exactly as in the case for a group, we have for a ring

R = {x1,79,...,7,}, Pr(R) = |K|/n?, where

K = {(z,y)|ry = yz,xz,y € R}. Also,

|K| = |C(x1)|+ |C(x2)| + - - - + |C(xy)|. From Exercise 28 in the
Supplemental Exercises for Chapters 12-14, we know that R/C(R)
is not cyclic. Thus, |[R/C(R)| > 4 and so |C(R)| < |R|/4. So, for at
least 3/4 of the elements x of R, we have |C(x)| < |R|/2. Then
starting with the elements in the center and proceeding to the
elements not in the center, we have

[K| < |R|/4+ (1/2)(3/4)|R| = (5/8)|R].
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CHAPTER 25
Finite Simple Groups

[\

w

at

8

. This follows directly from the “2-odd” Theorem (Theorem 25.2).

. We may assume that ns = 56 and ny = 8. Then counting elements
forces ny = 1.

. By the Sylow Theorems if there were a simple group of order 216
the number of Sylow 3-subgroups would be 4. Then the normalizer
of a Sylow 3-subgroup would have index 4. The Index Theorem
(corollary of Theorem 25.3) then gives a contradiction.

. Observe that ns; = 6 and use the Index Theorem.

. Suppose G is a simple group of order 525. Let L7 be a Sylow
7-subgroup of G. It follows from Sylow’s theorems that
|IN(L7)| = 35. Let L be a subgroup of N(L7) of order 5. Since
N(L7) is cyclic (Theorem 24.6), N(L) > N(L7), so that 35 divides
|IN(L)|. But L is contained in a Sylow 5-subgroup (Theorem 24.4),
which is Abelian (see the Corollary to Theorem 24.2). Thus, 25
divides |N(L)| as well. It follows that 175 divides |[N(L)|. The
Index Theorem now yields a contradiction.

. The ns = 6 case is easy. Let ns = 36, L5 a Sylow 5-subgroup, L3 a
Sylow 3-subgroup. Consider |N(L3)N(Ls)| to show N(Ls) N N(Ls)
is a subgroup of order 3, call it K. Then show |N(K)| is divisible
by 45. Note that a group of order 45 is Abelian. This contradicts
IN(Ls)| = 15.

Suppose that there is a simple group G of order 528 and L1 is a
Sylow 11-subgroup. Then nj; = 12,|N(L;;1)| = 44, and G is
isomorphic to a subgroup of Ajs. Since |[N(Li11)/C(L11)| divides
|Aut(Z11)| = 10, |C(L11)| = 22 or 44. In either case, C(L11) has
elements of order 2 and 11 that commute. But then C(L11) has an
element of order 22 whereas A9 does not.

. A7 has no element of order 15.
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11.

12.

14.

. Suppose that there is a simple group G of order 396 and Lq; is a

Sylow 11-subgroup. Then ni; = 12, |[N(L11)| = 33, and G is
isomorphic to a subgroup of Ajo. Since |N(L11)/C(L11)| divides
|Aut(Z11)| = 10, |C(L11)| = 33. Then C(L;1) has elements of order
3 and 11 that commute. But then C'(L11) has an element of order
33 whereas Ao does not.

211, 223, 227, 229 and 233 are prime. The 2-odd test rules out 202,
206, 210, 214, 218, 222, 226, 230 and 234. The Index Theorem rules
out 216 and 224. The Sylow test rules out the remaining cases.

If we can find a pair of distinct Sylow 2-subgroups A and B such
that |[AN B| =8, then N(AN B) > AB, so that N(AN B) = G.
Now let H and K be any pair of distinct Sylow 2-subgroups. Then
16-16/|H N K| = |HK| < 112 (Theorem 7.2), so that |H N K| is at
least 4. If |[H N K| = 8, we are done. So, assume |H N K| = 4. Then
N(H N K) picks up at least 8 elements from H and at least 8 from
K (see Exercise 43 of Chapter 24). Thus, |N(H N K)| > 16 and is
divisible by 8. So, |N(H N K)| = 16, 56, or 112. Since the latter
two cases imply that G has a normal subgroup, we may assume
IN(HNK)|=16. If N(HNK) = H, then |H N K| = 8, since
N(H N K) contains at least 8 elements from K. So, we may assume
that N(H N K) # H. Then, we may take A= N(H N K) and
B=H.

We may assume n; = 15 and ng = 7 or 10. Since A7 does not have
an element of order 15, ng # 7. Then let L7 be a Sylow 7-subgroup
and L3 a Sylow 3-subgroup. Then |N(L7)| = 14 and |N(L3)| = 21.
But N(L3) must contain a unique subgroup of order 7. It follows
that N(L3) is cyclic. This means that N (L) must contain a
subgroup of order 3, which is impossible.

Theorem 24.2 handles the case where p = ¢ = r. The Sylow Test
for nonsimplicity (Theorem 25.1) shows a group of order p?q with
p > g must have a normal Sylow p-subgroup. The same theorem
implies that a simple group of order p?q with p < ¢ would have p?
subgroups of order ¢ and more than one subgroup of order p?.
Counting elements then yields a contradiction.

Finally consider a simple group of order pqr where p < ¢ < r. Then
there are pg subgroups of order r, at least r subgroups of order ¢
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16.
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and at least ¢ subgroups of order p. But
pa(r = 1) +r(g—1) +q(p—1) > pgr.

If A5 had a subgroup of order 30, 20, or 15, then there would be a
subgroup of index 2, 3 or 4. But then the Index Theorem gives us a
contradiction to the fact that G is simple.

If S5 had a subgroup H of order 40 or 30, then H N S5 would be a
subgroup of As of order 20, 30 or 15 since every element of H is
even or half of them are even (40 is excluded by Lagrange’s
Theorem). By Exercise 15, this is impossible.

Suppose that there is a simple group of order 120 and let L3 be a
Sylow 3-subgroup of G. By Sylow’s Third Theorem

(Theorem 24.5), ns = 6, ng = 10, or 40. By the Embedding
Theorem (Corollary 2 of Theorem 25.3), G is isomorphic to a
subgroup of Ag. If ng = 10, then |N(L3)| = 12 and |N(L3)/C(Ls3)]
divides |Aut(Z3)| = 2. So, C(L3) has an element of order 2 and an
element of order 3 that commute. But then GG has an element of
order 6 whereas Ag does not. If ng = 40, the union of the Sylow
3-subgroups and the Sylow 5-subgroups has 105 elements. We now
claim that any two distinct Sylow 2-subgroups Ls and L), have at
most 2 elements in common. If this is not the case, then

|La N Lh| = 4. Tt then follows from Exercise 43 in Chapter 24 that
N(Lg N L%) contains LoL,. So, by Theorem 7.2

N(Ly N Lh) > 8-8/4 =16. We also know that |N(Ly N L5)| is
divisible by 8 and divides 120. So, |[N(Lg N L5)| > 24. Then, by the
Embedding Theorem, G is isomorphic to a subgroup of As, a group
of order 60. So, Lo and L/, have at most 2 elements in common.
Thus, when we take the union of three distinct Sylow 2-subgroups
(which exist by Sylow’s Third Theorem) we produce at least

7+ 6+ 5 =18 new elements. This gives us more than 120.

Use Exercise 51 of Chapter 9.

Let a be as in the proof of the Generalized Cayley Theorem
(Theorem 25.3). Then if g € Ker o we have gH =T,(H) = H so
that Ker a C H. Since a(G) consists of a group of permutations of
the left cosets of H in G we know by the First Isomorphism
Theorem (Theorem 10.3) that G/Ker « is isomorphic to a subgroup
of Sa:.gr|- Thus, |G /Ker f divides |G : H|!. Since Ker o C H, we
have that |G : H||H : Ker a| = |G : Ker o] must divide
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23.

|G: H|!=|G: H|(|G: H| —1)!. Thus, |H : Ker «| divides

(|G : H| —1)!. Since |H| and (|G : H| — 1)! are relatively prime, we
have |H : Ker o] =1 and therefore H = Ker a. So, by the
Corollary of Theorem 10.2, H is normal. In the case that a
subgroup H has index 2, we conclude that H is normal.

Use Exercise 19.

If H is a proper normal subgroup of S5, then H N A5 = A5 or {¢}
since Ajs is simple and H N As is normal. But H N A5 = As implies
H = As, whereas H N As = {¢} implies H = {e} or |H| = 2. (See
Exercise 23 of Chapter 5.) Now use Exercise 72 of Chapter 9 and
Exercise 66 of Chapter 5.

The Sylow Test for Nonsimplicity yields ns = 6 and ng = 4 or 10.
The Index Theorem rules out n3 = 4. Now appeal to Sylow’s Third
Theorem (24.5).

If PSL(2,Z7) had a nontrivial proper subgroup H, then
|H| =2,3,4,6,7,8,12,14,21,24, 28,42, 56, or 84. Observing that

[ i ;1 has order 3 and using conjugation we see that PSL(2, Z7)

has more than one Sylow 3-subgroup; observing that l i) i ] has
order 7 and using conjugation we see that PSL(2, Z7) has more

3 ; has order 4
and using conjugation we see that PSL(2, Z;7) has more than one
Sylow 2-subgroup. So, from Sylow’s Third Theorem, we have

n3 = 7,n7 = 8, and ny is at least 3. So, PSL(2, Z7) has 14 elements
of order 3, 48 elements of order 7, and at least 11 elements whose
orders are powers of 2. If |H| = 3,6, or 12, then |G/H| is relatively
prime to 3, and by Exercise 61 of Chapter 9, H would contain the
14 elements of order 3. If |H| = 24, then H would contain the 14
elements of order 3 and at least 11 elements whose orders are a
power of 2. If |H| = 7,14, 21,28, or 42, then H would contain the
48 elements of order 7. If |H| = 56, then H would contain the 48
elements of order 7 and at least 11 elements whose orders are a
power of 2. If |H| = 84, then H would contain the 48 elements of
order 7, but by Sylow’s Third Theorem a group of order 84 has
only one Sylow 7-subgroup. If |H| = 2 or 4, the G/H has a normal

than one Sylow 7-subgroup; observing that
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24.

25.

26.

27.

Sylow 7-subgroup. This implies that G would have a normal
subgroup of order 14 or 28, both of which have been ruled out. (To
see that G would have a normal subgroup of order 14 or 28, note
that the natural mapping from G to G/H taking g to gH is a
homomorphism then use properties 8 and 5 of Theorem 10.2.) So,
every possibility for H leads to a contradiction.

Let H = ((12),(12345)). First note that

(12345)71(12)(12345)(12) = (125), so H contains an element of
order 3. Moreover, since

(12345)72(12)(12345)? = (42531)(12)(13524) = (45), H contains
the subgroup {(1), (12), (45), (12)(45)}. This means that |H| is
divisible by 3, 4, and 5 and therefore |H| = 60 or 120. But |H]|
cannot be 60 for if so, then the subset of even permutations in H
would be a subgroup of order 30 (see Exercise 23 in Chapter 5).
This means that A5 would have a subgroup of index 2, which would
a normal subgroup. This contradicts the simplicity of As.

Suppose that S5 has a subgroup H that contains a 5-cycle « and a
2-cycle 5. Say B = (a1a2). Then there is some integer k such that
o = (ajazazagas). Note that
(a1a2a3a4a5)_1(alag)(a1a2a3a4a5)(a1a2) =
(asagazasar)(araz)(ajazasagas)(aias) = (ajasas), so H contains an
element of order 3. Moreover, since

a2Ba? = (agazasazay)(a1az)(arazasazay) = (agas), H contains
the subgroup {(1), (a1a2), (asas), (a1a2)(asas)}. This means that
|H| is divisible by 60. But |H| cannot be 60 for if so, then the
subset of even permutations in H would be a subgroup of order 30
(see Exercise 23 in Chapter 5). This means that A5 would have a
subgroup of index 2, which would a normal subgroup. This
contradicts the simplicity of As.

Let p=|G: H| and ¢ = |G : K|. It suffices to show that p = ¢. But
if p < ¢, say, then ¢ does not divide p!. This contradicts the Index
Theorem.

Suppose there is a simple group of order 60 that is not isomorphic
to As. The Index Theorem implies ny # 1 or 3, and the Embedding
Theorem implies ng # 5. Thus, ne = 15. If every pair of Sylow
2-subgroups has only the identity element in common then the
union of the 15 Sylow 2-subgroups has 46 elements. But ns = 6, so
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28.

29.

30.

31.

there are also 24 elements of order 5. This gives more than 60. As
was the case in showing that there is no simple group of order 144
the normalizer of this intersection has index 5, 3, or 1. But the
Embedding Theorem and the Index Theorem rule these out.

Use the Embedding Theorem.

Suppose there is a simple group G of order p?q where p and q are
odd primes and g > p. Since the number of Sylow ¢-subgroups is 1
mod ¢ and divides p?, it must be p?. Thus there are p?(q — 1)
elements of order ¢ in G. These elements, together with the p?
elements in one Sylow p-subgroup, account for all p?q elements in
G. Thus there cannot be another Sylow p-subgroup. But then the
Sylow p-subgroup is normal in G.

Let L and M be distinct maximal subgroups of G. Since N(K)
contains both L and M it properly contains them. Since L is
maximal, N(K) = G. Because G is simple, we have K = {e}.

Consider the right regular representation of G. Let g be a generator
of the Sylow 2-subgroup and suppose that |G| = 2*n where n is
odd. Then by Exercise 62 in Chapter 6 every cycle of the
permutation Ty in the right regular representation of G' has length
2% This means that there are exactly n such cycles. Since each
cycle is odd and there is an odd number of them, 7}, is odd. This
means that the set of even permutations in the regular
representation has index 2 and is therefore normal. (See Exercise
23 in Chapter 5 and Exercise 9 in Chapter 9.)
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CHAPTER 26

Generators and Relations

1. u ~ u because u is obtained from itself by no insertions; if v can be
obtained from u by inserting or deleting words of the form xzz~! or
7'z then u can be obtained from v by reversing the procedure; if
u can be obtained from v and v can be obtained from w then u can

be obtained from w by first obtaining v from w then u from v.

2. Let a be any reflection in D,, and let b = aRgg/,- Then aZ(Dy)
and bZ(D,,) have order 2 and generate D,,/Z(D,,). Now use
Theorem 26.5 and the fact that |D,,/Z(Dy)| =n = |Dy,o|.

3. b(@®N) = baN)a = (ba)Na = a*bNa = a®b(aN) = a3(ba) N
a?abN = abN = aSNb = a>Nb = a*>bN
b(a’N)a = a®>bNa = a?b(aN) = a’a’bN
= a’bN = a’Nb = aNb = abN
b(bN) = B2N =N
b(abN) baNb = a>bNb = a’b>N = a*N
b(a’bN) ba’Nb = a’bNb = a’b’N = a’N
b(a>bN) = ba*>Nb= abNb = ab’N = aN

b(a®N)

4. Since b = b~!, we have bab = a®. Then a = a® = (bab)® = ba’b so
that ba = a®b. Thus, a®b = ab and a = e. Finally, note that Z5
satisfies the relations with a = 0 and b = 1.

5. Let F' be the free group on {a1,as,...,a,}. Let N be the smallest
normal group containing {wy, wa, ..., w;} and let M be the smallest
normal subgroup containing {wy,ws, ..., ws, Wil ..., Wik . Then
F/N ~ G and F/M ~ G. The homomorphism from F/N to F/M
given by aN — aM induces a homomorphism from G onto G.

To prove the corollary, observe that the theorem shows that K is a
homomorphic image of G, so that |K| < |G|.

6. Use the Corollary to Dyck’s Theorem.
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7.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Clearly, a and ab belong to (a,b), so (a,ab) C (a,b). Also, a and
a~'(ab) = b belong to (a, ab).

. Use Theorem 26.5.

. By Exercise 7, (x,y) = (z,zy). Also,

(zy)? = (2y)(zy) = (ryx)y = y~ 'y = e, so by Theorem 26.5, G is
isomorphic to a dihedral group and from the proof of
Theorem 26.5, |z(zy)| = |y| = n implies that G ~ D,,.

2

3. (xyy,z | 22 =y? =22 = e, xy = yx, 22 = 200, Y2 = 2Y).

2 -1

Since 22 = y? = e, we have (xy)~!

=Y
ry = 2z lyz, so that (zy)~! = (27 lyz) ! 1 1

™+ = yx. Also,
=z ly e = 27y = oy

a. Wa=ab. ba
First note that > = abab implies that b = aba.

a. So, b2abab® = b%(aba)b® = b2bb3 = 1°.
b. Also, b*abab®a = b3(aba)b*a = b3bb3a = b'a.

Observe that G is generated by 6 and 4 where |6] = 2, [4| = 2 and
|6 - 4] = |3] = n. Now use Theorem 26.5.

Note that yzryxz® = e implies that yzy~! = 2° and therefore (z) is

normal. So, G = (z) Uy(x) and |G| < 16. From y? = e and

yryxr> = e, we obtain yry ' = 273, So,

yr?y~! = yzy~lyzy~! = 275 = 22. Thus, 22 € Z(G). On the other
hand, G is not Abelian for if so we would have e = yryz® = z* and
then |G| < 8. It now follows from the “G/Z” Theorem

(Theorem 9.3) that |Z(G)| # 8. Thus, Z(G) = (x?). Finally,

(zy)? = zyzy = z(yry) = 2272 = 272, so that |zy| = 8.

Use Theorem 7.2, Theorem 26.4, the corollary of Theorem 24.2,
and Theorem 24.6.

Since the mapping from G onto G/N given by z — zN is a
homomorphism, G/N satisfies the relations defining G.

If G were Abelian then the relation st = ¢s could be derived from
sts = tst. But this same derivation would hold when s = (23) and
t = (13). However, (23)(13) # (13)(23).
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19.

20.

21.

22.

For H to be a normal subgroup we must have
yey~t € H = {e,y,4°, ", x, 2y, 2¢% 2y}, But
yry~' = yay'! = (yry)y'® = xy'’.

Every element has the form z* or z'y where 0 < i < 2n. Let
0 < i< 2n. Then 2’ € Z(G) if and only if y~'2'y = z*. But

1 -1

ylaty=(ylay) = (@) =2
So x?" = e. This implies i = n. A similar argument shows

z'y € Z(G) implies i = n. But 2"y € Z(G) and 2" € Z(G) imply
y € Z(G), which is false. So 2"y & Z(G).

To prove the second portion, observe that G/Z(G) has order 2n
and is generated by a pair of elements of order 2.

First note that b=1a?b = (b~tab)(b~lab) = a®a® = a® = e. So,

a’ =e. Also, b=lab = a® = a implies that a and b commute. Thus,
G is generated by an element of order 2 and an element of order 3
that commute. It follows that G is Abelian and has order at most
6. But the defining relations for G are satisfied by Zg with a = 3
and b = 2. So, G =~ Zg.

Since yx = 23y, the set S = {(y), x(y), 2*(y), z3(y)} is closed under
multiplication on the left by  and y. Thus every element of G has
the form z'y/ with 0 <i <4 and 0 < j < 4.

To compute the center observe that zyx = y and zy = yz>. So

22y = z(zy) = 2ya® = (xyx)z? = yo?.

Thus 22 € Z(G). Also,

zy® = (zy)y = ya’y = ya’zy = yaya® = y(ayz)s = y’z
so that y? € Z(G). Tt follows that Z(G) = {e, 22, y?, x%y?}.
(Theorem 9.3 shows |Z(G)| # 8.)

Finally, observe that G/(y?) has order 8 and is generated by y(y?)
and xy(y?) each of which has order 2.
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23.

24.

25.

26.

27.

28.

30.

In the notation given in the proof of Theorem 26.5 we have that

le| =1, |a| = [b] =2, |ab] = |ba| = co. Next observe that since every
element of Do, can be expressed as a string of alternating a’s and
b’s or alternating b’s and a’s, every element can be expressed in one
of four forms: (ab)™, (ba)™, (ab)"a, or (ba)™b for some n. Since

lab| = |ba| = oo, we have |(ab)"| = |(ba)"| = oo (excluding n = 0).
And, since

((ab)"a)? = (ab)"a(ab)™a = (ab)(ab) - - - (ab)a(ab)(ab) - - - (ab)a, we
can start at the middle and successively cancel the adjacent a’s,
then adjacent b’s, then adjacent a’s, and so on to obtain the
identity. Thus, |(ab)"a| = 2. Similarly, |(ba)™b| = 2.

Use Theorem 26.4.

First we show that d = b~!,a = b and ¢ = b3 so that G = (b). To
this end observe that ab = ¢ and c¢d = a together imply that cdc = ¢
and therefore d = b~!. Then da = b and d = b~! together imply
that a = b?. Finally, cd = a and d = b~! together imply ¢ = b°.
Thus G = (b). Now observe that bc = d,c = b, and d = b~! yield
b’ =e. So |G| =1 or 5. But Zj; satisfies the defining relations with
a=1,=3,c=4, and d = 2.

From Theorem 26.5 and its proof the group is dihedral and has
order 2|ab|. To compute |ab|, note that
(ab)® = (aba)(bab) = (aba(aba) = aba*ba = e. So, the group is Dj.

Since aba~'b~! = e, G is an Abelian group of order at most 6.
Then because Zg satisfies the given relations, we have that G is
isomorphic to Zg.

F ® Z3 where F is the free group on two letters.

There are only five groups of order 8: Zg and the quaternions have
only one element of order 2; Z, @& Z5 has 3; Zy @ Zs & Z3 has 7; and
Dy has 5.
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CHAPTER 27
Symmetry Groups

1. If T is a distance-preserving function and the distance between
points a and b is positive, then the distance between T'(a) and T'(b)
is positive.

2. For any fixed v’ in R" define
Ty :R" = R" by Ty(v) =v+7.

Then {T,/|v" € R™} is the set of translations of R™. Closure and
associativity follow from the observation

Ty 0 Ty = Toyiay; T is the identity; (T,y) ™! = T_,.

3. See Figure 1.5.
4. Use Theorem 7.2.

5. There are rotations of 0°,120° and 240° about an axis through the
centers of the triangles and a 180° rotation through an axis
perpendicular to a rectangular base and passing through the center
of the rectangular base. This gives 6 rotations. Each of these can
be combined with the reflection plane perpendicular to the base
and bisecting the base. So, the order is 12.

6. 16

7. There are n rotations about an axis through the centers of the
n-gons and a 180° rotation through an axis perpendicular to a
rectangular base and passing through the center of the rectangular
base. This gives 2n rotations. Each of these can be combined with
the reflection plane perpendicular to a rectangular base and
bisecting the base. So, the order is 4n.

8. A drawing or model reveals the group consists of the identity, three
180° rotations and 4 reflections and is Abelian.
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9.

10.

11.

12.
13.

14.
15.

16.

17.

18.
19.

20.

In R!, there is the identity and an inversion through the center of
the segment. In R?, there are rotations of 0° and 180°, a reflection
across the horizontal line containing the segment, and a reflection
across the perpendicular bisector of the segment. In R?, the
symmetry group is G @ Zo, where G is the plane symmetry group
of a circle. (Think of a sphere with the line segment as a diameter.
Then G includes any rotation of that sphere about the diameter
and any plane containing the diameter of the sphere is a symmetry
in G. The Zs must be included because there is also an inversion.)

No symmetry; symmetry across a horizontal axis only; symmetry
across a vertical axis only; symmetry across a horizontal axis and a
vertical axis.

There are 6 elements of order 4 since for each of the three pairs of
opposite squares there are rotations of 90° and 270°.

It is the same as a 180° rotation.

An inversion in R? leaves only a single point fixed, while a rotation
leaves a line fixed.

A rotation of 180° about the line L.

In R*, a plane is fixed. In R™, a hyperplane of dimension n — 2 is
fixed.

Consider a triangle whose sides have lengths a, b, c. The image of
this triangle is also a triangle whose sides have lengths a, b, c. Thus
the two triangles are congruent (side-side-side).

Let T be an isometry, let p, ¢, and r be the three noncollinear
points, and let s be any other point in the plane. Then the
quadrilateral determined by T'(p), T'(q), T(r), and T'(s) is
congruent to the one formed by p, ¢, r, and s. Thus, T'(s) is
uniquely determined by T'(p), T'(¢), and T'(r).

Use Exercise 17.

The only isometry of a plane that fixes exactly one point is a
rotation.

A translation a distance twice that between a and b along the line
joining a and b.
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CHAPTER 28

Frieze Groups and Crystallographic
Groups

11.
12.
13.

14.

15.

. It suffices to show y~

. The mapping ¢(x™y"™) = (m,n) is an isomorphism. Onto is by

observation. If ¢(x™y") = ¢(z'y’), then (m,n) = (i, ) and
therefore, m = n and i = j. Also, P((x™y")(z'y’)) = o
Pam Ty ) = (m+i,n+ j) = (m,n)(i,j) = d(a™y")p(z'y).

4

. Using Figure 28.9 we obtain z?yzzz = zy.
. :L‘_4y
. Use Figure 28.9.

. Use Figure 28.8.

2?yzaz = 2?yx~! = 2207y = xy

x_3zajzy = x_?’x_ly = $_4y

lgy = 2% and 2712z = 27 for some i and j.

. A subgroup of index 2 is normal.

a. V,b. I, c. II, d. VI, e. VII, and f. TII.
a.Vb.Illc. VIId. IV e V
cmim

Reading down the columns starting on the left we have:

pgg, pmm, p2, pl, cmm, pmg, pg, pm, p3, p4, pdm, p4g, cm, p6,
p3ml, p31lm, pbm.

a. pdm, b. p3, c. p3lm, and d. pbm
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16.

17.

18.

19.
20.

The top row
a?p% a7 a7 87, 87, a8

The bottom row is
a2 a T g ap T B a?p

The principle purpose of tire tread design is to carry water away
from the tire. Patterns I and III do not have horizontal reflective
symmetry. Thus these designs would not carry water away equally
on both halves of the tire.

Let us call the motif a heart. Focus on the heart located at the
bottom middle, where the tip just touches the border. Now draw a
vertical axis of symmetry through the hearts in the next column
(vertical axis). Exactly midway between these two axes is a
glide-reflection axis that is not a reflection axis.

a. VI b. V, c. I d. TI1, e. IV, f. VII, g. IV

Focus on the two triangles located at the bottom left. The vertical
line through the tip of the right side of the base of the triangle on
the right is a glide-reflection axis that is not a reflection axis.
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CHAPTER 29
Symmetry and Counting

1. The symmetry group is D4. Since we have two choices for each
vertex, the identity fixes 16 colorings. For Rgy and Ro7g to fix a
coloring, all four corners must have the same color so each of these
fixes 2 colorings. For Rjgg to fix a coloring, diagonally opposite
vertices must have the same color. So, we have 2 independent
choices for coloring the vertices and we can choose 2 colors for each.
This gives 4 fixed colorings for Rigg. For H and V| we can color
each of the two vertices on one side of the axis of reflection in 2
ways, giving us 4 fixed points for each of these rotations. For D and
D', we can color each of the two fixed vertices with 2 colors and
then we are forced to color the remaining two the same. So, this
gives us 8 choices for each of these two reflections. Thus, the total
number of colorings is

1

g(16+2-24+4+2-4+2-8)=6.

2. 21

3. The symmetry group is D3. There are 5 — 5 = 120 colorings
without regard to equivalence. The rotations of 120° and 240° can
fix a coloring only if all three vertices of the triangle are colored the
same so they each fix 0 colorings. A particular reflection will fix a
coloring provided that fixed vertex is any of the 5 colors and the
other two vertices have matching colors. This gives 5 -4 = 20 for
each of the three reflections. So, the number of colorings is

1
51204+ 0+0+3-20) =30,

4. 92 (7, 9g5) () = 79, (922 H) = g1(9270H)
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5. The symmetry group is Dg. The identity fixes all 26 = 64
arrangements. For Rgy and Rsgg, once we make a choice of a
radical for one vertex all others must use the same radical. So,
these two fix 2 arrangements each. For Riop and Ra4 to fix an
arrangement every other vertex must have the same radical. So,
once we select a radical for one vertex and a radical for an adjacent
vertex we then have no other choices. So we have 22 choices for
each of 2 these rotations. For Rjgp to fix an arrangement, each
vertex must have the same radical as the vertex diagonally opposite
it. Thus, there are 23 choices for this case. For the 3 reflections
whose axes of symmetry joins two vertices, we have 2 choices for
each fixed vertex and 2 choices for each of the two vertices on the
same side of the reflection axis. This gives us 16 choices for each of
these 3 reflections. For the 3 reflections whose axes of reflection
bisects opposite sides of the hexagon, we have 2 choices for each of
the 3 vertices on the same size of the reflection axis. This gives us 8
choices for each of these 3 reflections. So, the total number of
arrangements is

1
5(64+2:2+2:44843-16+3-8) = 13.

6. 9099

7. The symmetry group is D4. The identity fixes 6 -5-4 -3 = 360
colorings. All other symmetries fix 0 colorings because of the
restriction that no color be used more than once. So, the number of
colorings is 360/8 = 45.

8. 231

9. The symmetry group is D1;. The identity fixes 2!' colorings. Each
of the other 10 rotations fixes only the two colorings in which the
beads are all the same color. (Here we use the fact that 11 is prime.
For example, if the rotation Rj.360/11 fixes a coloring then once we
choose a color for one vertex the rotation forces all other vertices to
have that same color because the rotation moves 2 vertices at a
time and 2 is a generator of Z;;.) For each reflection, we may color
the vertex containing the axis of reflection 2 ways and each vertex
on the same side of the axis of reflection 2 ways. This gives us 26
colorings for each reflection. So, the number of different colorings is

1
ﬁ(211 +10-2+11-25) = 126.
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10.

11.

12.

13.

14.

15.

57

The symmetry group is Zg. The identity fixes all n% possible
colorings. Since the rotations of 60° and 300° fix only the cases
where each section is the same color, they each fix n colorings.
Rotations of 120° and 240° each fix n? colorings since every other
section must have the same color. The 180° rotation fixes n®
colorings since once we choose colors for three adjacent sections the
colors for the remaining three sections are determined. So, the
number is

1
6(n6+2-n+2-n2+n3).
o1

The first part is Exercise 11 in Chapter 6. For the second part,
observe that in Dy we have ¢r, = ®Rr,g-

Y9192 () = (g192)cH

Ry, R1s0, H,V act as the identity and Rgg, Rarg, D, D' interchange
Ly and Ly. Then the mapping g — 74 from Dy to sym(S) is a
group homomorphism with kernel { Ry, Rig0, H, V'}.
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CHAPTER 30
Cayley Digraphs of Groups

—_

10.

11.

. 4% (bya)
. 3% ((a,0),(b,0)),(a,0),(e,1), 3% (a,0),(d,0), 3% (a,0),(e,1)

. a’b
. Say we proceed from x to y via the generators ai,as,...,a, and
via the generators by, b2, ..., b,. Then

Y = xa1asg - - - Ay = Tb1bg - - - by, so that ajag - - - ay, = b1bs -+ - by,.

Both yield paths from e to a3b.

. Cay{{(1,0),(0,1)} : Zy ® Za}.

Say we start at . Then we know the vertices

XT,TS81,xS182,...,LS8182 -+ Sp_1 are distinct and x = xs182- -+ 8,. S0
if we apply the same sequence beginning at y, then cancellation
shows that y,ys1,ys1s2,...,ys182 -+ Sp—1 are distinct and

Y =1Ys152- " Sn-
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12.

13.

14.

15.

16.

17.
18.

19.

20.

21.

22.

23.

Trace the sequence b, b, b, a,b,b,b. The digraph could be called
undirected because whenever x is connected to y, y is connected to
x. Such a digraph (that is, one in which all arrows go both
directions) is called a graph.

If there were a Hamiltonian path from (0,0) to (2,0), there would
be a Hamiltonian circuit in the digraph, since (2,0) + (1,0) = (0,0).

Cay({2,3} : Zs) does not have a Hamiltonian circuit.

a. If s1,89,...,8,_1 traces a Hamiltonian path and
5iSi41 -+ 5; = e, then the vertex sysg---s;_1 appears twice.
Conversely, if s;s;41---5; # e, then the sequence
€,81,8182,...,5182 - Sp—1 yields the n vertices (otherwise,
cancellation gives a contradiction).

b. This is immediate from part a.

The digraph is the same as those shown in Example 3 except all
arrows go in both directions.

The sequence traces the digraph in a clockwise fashion.
A circuit is 4 % ((3 % a),b).

Abbreviate (a,0), (b,0), and (e, 1) by a, b, and 1, respectively. A
circuit is 4 (4 1,a), 3xa, b, Txa, 1,b, 3%a, b, 6xa, 1, a, b, 3xa,
b,5%a,1,a,a,b, 3%xa,b, 4%xa,1,3%a, b, 3xa, b, 3xa,b.

Notice that the digraph has four triangles. Start somewhere and
call that triangle 1. Now once you enter any of the other three
triangles, you must cover all three points before leaving it. The
digraph does have a Hamiltonian path, starting at vertex (124) and
ending at vertex (1).

Abbreviate (Ryg,0), (H,0), and (Ro, 1) by R, H, and 1, respectively.
A circuit is 3% (R,1,1),H,2% (1,R,R),R,1,R, R, 1, H,1,1.

Abbreviate (a,0), (b,0) and (e, 1) by a, b and 1 respectively. A
circuit is m
5 % (3% (a,b),a,1,3%a,b,3%a,l).

Abbreviate (a,0), (b,0), and (e, 1) by a,b, and 1, respectively. A
circuit is 2% (1,1,a),a,b,3 x a,1,b,b,a,b,b,1,3 * a, b, a, a.
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24.

25.

26.

27.
28.
29.

30.

31.
32.
33.
34.

Abbreviate (a,0), (b,0) and (e, 1) by a, b and 1 respectively. A
circuit is (m — 1) % 1,a,2% 1,((m —3)/2) *[2xa,b,3 % a,1,b,b,a,3 *
b,1],2*a,b,3%a,1,b,b,a,2xb,1,3 xa,b,a,a.

Abbreviate (r,0), (f,0), and (e, 1) by r, f, and 1, respectively. Then
the sequence isr, v, f,r,r, 1, f,r,r, f,r, 1, v, f,r,r, f, 1,1, T,
f7r77a7]‘7f77a7/r7f7r7]‘7/r.7f7/r7/r.7f7]"

Abbreviate (r,0), (f,0) and (e, 1) by r, f and 1 respectively. A
circuit in D,, & Z,41 is

m—1Dxn*x1,r),nx1, finx((n—1)xr,1),(n—1)*r, f.

Adapt the argument given in the proof of Theorem 30.1.

Abbreviate (r,0), (f,0), and (e, 1) by r, f, and 1, respectively. A
circuit is 1,r, 1,1, f,r, 1,7, 1,7, f, 1.

Abbreviate (a,0), (b,0) and (e, 1) by a,b and 1 respectively. Then a
circuit is

1,a,1,1,b,a,1,a,1,a,b,1,1,
2x(a,1,1,b,a,1,a,1,a,b,1,1),a,1,1,b,a,1,a,1,a,b,1.

5% [3x(1,0),(0,1)],(0,1)]

12 ((1,0), (0, 1).

12+ ((1,0),(0,1))

Let (s1,82,...,8n) = |N|* (a1, az,...,a,) and use Exercise 15(b).
Suppose 8152 ---5; = 5152 - - - 5;. Letting p and ¢ be the quotient
and remainder upon division of ¢ by r, and u and v the quotient
and remainder upon division of j by r, we have
(ala2...ar)pala2...aq = 8182...Si23132...5j

= (araz---a,)%arag - - a,.
But, then,
(a1---ar)Paraz---agN = (araz - - - ar)"arag - - - ayN

so that
aiNasN ---agN = ayNaaN ---a,N.
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35.

Since (a1 N,...,a,N) is a circuit for G/N, we must have ¢ = v.
Thus, (a1az---a,)? = (a1as - --a,)*. And because ajas - - a,
generates N and p and u are less than |N|, this means p = u.

In the proof of Theorem 30.3, we used the hypothesis that G is
Abelian in two places: We needed H to satisfy the induction
hypothesis, and we needed to form the factor group G/H. Now, if
we assume only that G is Hamiltonian, then H also is Hamiltonian
and G/H exists.
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CHAPTER 31
Introduction to Algebraic Coding Theory

10.

wt(000000) = 0; wt(0001011) = 3; wt(0010111) = 4;
wt(0100101) = 3; wt(1000110) = 3; wt(1100011) = 4;

wt(1010001) = 3; wt(1001101) = 4; etc.
2,3, 3
. 1000110; 1110100

a. Both d(u,v) and d(v,u) equal the number of positions in
which v and v differ.

b. Use Theorem 31.1.
c. Use Theorem 31.1.

. 000000, 100011, 010101, OO1110, 110110, 101101, 011011, 111000

. Argue that wt(v)+ wt(u 4+ v) > wt(u).

Not all single errors can be detected.

. C’ can detect any 3 errors whereas C' can only detect any 2 errors.

. Observe that a vector has even weight if and only if it can be

written as a sum of an even number of vectors of weight 1. So, if u
can be written as the sum of 2m vectors of even weight and v can
be written as the sum of 2n vectors of even weight, then u 4+ v can
be written as the sum of 2m + 2n vectors of even weight and
therefore the set of code words of even weight is closed. (We need
not check that the inverse of a code word is a code word since every
binary code word is its own inverse.)

Since the minimum weight of any nonzero member of C' is 4, we see
by Theorem 31.2 that C' will correct any single error and detect any
triple error. (To verify this, use t = 3/2 in the last paragraph of the
proof for Theorem 31.2.)
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11.

12.

13.

14.

15.

16.

17.

No, by Theorem 31.3.

2 2

2

0

1

The code is {0000, 1011, 2022,0121,0212, 1102, 2201, 2110, 1220}. It
will correct any single error and detect any double error. 2201.

H =

S ==

0000000, 1000111, 0100101, 0010110, 0001011, 1100010, 1010001,
1001100, 0110011, 0101110, 0011101, 1110100, 1101001, 1011010,
0111000, 1111111.

Il
O = O ==
O == O -
SO~ O

0 0 1

Yes, the code will detect any single error because it has weight 3.

Observe that the subset of code words that end with 0 is a
subgroup H. If H is a proper subgroup, note that it has index 2.
The same is true for every component.

Suppose u is decoded as v and x is the coset leader of the row
containing u. Coset decoding means v is at the head of the column
containing u. So, r +v = u and x = u — v. Now suppose u — v is a
coset leader and u is decoded as y. Then y is at the head of the
column containing u. Since v is a code word, u = v — v + v is in the
row containing v — v. Thus u —v+y =w and y = v.

For 11101 we get 11100 or 11001. For 01100 we get 11100. No,
because the code word could have been 11100 or 11001. Yes, only
the code word 11100 differs in one position from the received word.

000000, 100110, 010011, 001101, 110101, 101011, 011110, 111000
) 0

OO = O -
O = O O = =

_ o O = =
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18.

19.

20.

21.
22.
23.
24.

001001 is decoded as 001101 by all four methods.

011000 is decoded as 111000 by all four methods.

000110 is decoded as 100110 by all four methods.

Since there are no code words whose distance from 100001 is 1 and
three whose distance is 2, the nearest-neighbor method will not
decode or will arbitrarily choose a code word; parity-check matrix
decoding does not decode 100001; the standard-array and syndrome
methods decode 100001 as 000000, 110101, or 101011, depending on
which of 100001, 010100, or 001010 is a coset leader.

Here 2t + s+ 1 =6. For t =0 and s = 5, we can detect any 5 or
fewer errors; for t = 1 and s = 3, we can correct any one error and
detect any 2, 3 or 4 errors; for t = 2 and s = 1, we can correct any
1 or 2 errors and detect any 3 errors.

For any received word w, there are only eight possibilities for wH.
But each of these eight possibilities satisfies condition 2 or the first
portion of condition 3’ of the decoding procedure, so decoding
assumes that no error was made or one error was made.

The last row is obtained by adding 10000 to each code word. So the
code words can be obtained by subtracting 10000 from each
member of the last row. (Since the code is binary, this is the same
as adding 10000 to each member of the last row.)

There are 3* code words and 3% possible received words.
Yes, because the rows are nonzero and distinct.
No; row 3 is twice row 1.

Suppose that we can use the nearest-neighbor method to correct
any t or fewer errors and the weight of the code is k < 2t + 1. Let u
be a code word of weight k. Let u’ be the vector obtained from u
by changing [k/2]| <t components of u to 0. If k is even, we have
d(u,u’) = & = d(0,4/) so that the nearest neighbor of v’ is not
unique. If k£ is odd, then d(0,u') < d(u,u’) and «’ is not decoded as
u.

Now suppose that the nearest-neighbor method will detect any 2t or
fewer errors and that the weight of the code is at most 2t. Let u be
a code word whose weight is the weight of the code. Then the error
made by changing all the components of u to 0 is not detected.
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25.

26.

27.

28.
29.

30.

31.

No. For if so, nonzero code words would be all words with weight
at least 5. But this set is not closed under addition.

1 0 a; ag as
0 1 by by b3
weight of nonzero code words must be 4. Thus any nonzero code
word has at most one zero component. Since (10)G = 10ajaza3 and
(01)G = 01b1b2bs we have a; # 0 and b; # 0 for ¢ = 1,2, 3. Because
(21)G = 2,1,2a1 + by, 2ag + be, 2a3 + bs we must have a; # b;. Thus
2

the last three columns for G are ; or 1 But then

Say G =

. To detect 3 errors the minimum

(11)G = 11000, a contradiction.

By Exercise 24, for a linear code to correct every error the minimum
weight must be at least 3. Since a (4,2) binary linear code only has
three nonzero code words, if each must have weight at least 3 then
the only possibilities are (1,1,1,0), (1,1,0,1), (1,0,1,1),(0,1,1,1) and
(1,1,1,1). But each pair of these has at least two components that
agree. So, the sum of any distinct two of them is a nonzero word of
weight at most 2. This contradicts the closure property.

000010 110110 011000 111011 101100 001111 100001 010101.

Abbreviate the coset a 4+ (z? + z + 1) with a. The following
generating matrix will produce the desired code:

1 0 1 1 x
0 1 = z+1 x+1]°
1 0 2 1
G = 0112}
{0000, 1021, 2012,0112,1100, 2121, 0221, 1212, 2200};
1 2
2 1 . .
H = Lol The code will not detect all single errors.
0 1
By Exercise 14 and the assumption, for each component exactly

n/2 of the code words have the entry 1. So, determining the sum of
the weights of all code words by summing over the contributions
made by each component we obtain n(n/2). Thus, the average
weight of a code word is n/2.
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32.

33.

34.

35.

Suppose every vector of weight ¢ + 1 is a coset leader. Let v be a
code word of weight 2¢ 4+ 1 and w the vector obtained from v by
changing the first ¢ + 1 nonzero component to 0. Then

wt(w —v) =t + 1 so that w — v is a coset leader. But

w+ C =w—wv+ C and w has weight t. This contradicts the
definition of coset leader.

Let ¢, € C. Then, c+ (v+c)=v+c+d €v+C and
(v+e)+(v+d)=c+ €, sothe set CU(v+ C) is closed under
addition.

Let v be any vector. If u is a vector of weight 1, then wt(v) and
wt(v + u) have opposite parity. Since any vector u of odd weight is
the sum of an odd number of vectors of weight 1, it follows that
wt(v) and wt(v + u) have opposite parity. Now, mimic the proof of
Exercise 23.

If the ith component of both u and v is 0, then so is the ith
component of u — v and au, where a is a scalar.
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CHAPTER 32
Introduction to Galois Theory

1. Note that ¢(1) = 1. Thus ¢(n) = n. Also, for
n#0, 1= (1) = (nn~") = d()o(n~1) = né(n~), so that
1/n = ¢(n~1). So, by properties of automorphisms,
¢(m/n) = p(mn~1) = p(m)p(n~") = p(m)¢(n)~' =mn~" =m/n.

2. Zy

3. If o and § are automorphisms that fix F', then af is an
automorphism and, for any z in F', we have
(af)(z) = a(f(x)) = a(x) = z. Also, a(x) = = implies, by
definition of an inverse function, that a~!(x) = 2. So, by the
Two-Step Subgroup Test, the set is a group.

4. Instead observe that Zy & Zy @& Z5 has 7 subgroups of order 2.

5. Suppose that a and b are fixed by every element of H. By
Exercise 29 in Chapter 13, it suffices to show that a — b and ab™*
are fixed by every element of H. By properties of automorphisms
we have for any element ¢ of H,
¢(a —b) = ¢(a) + ¢(=b) = ¢(a) — ¢(b) = a — b. Also,
6(ab™1) = 3(a)p(b1) = d(a)p(b) L = abL,

6. By Exercise 11 of Chapter 17, the splitting field is Q(v/2,14). Since
[Q(V2,7) : Q] = 4, |Gal(E/Q)| = 4. Tt follows that
Gal(E/Q) = {¢,a, B, aB} where a(v/2) = —/2 and
a(i) = i,3(v/2) = /2, and B(i) = —i and the proper subfields of F
ate Q, Q(v2), Q(v=2), and Q(i).
$ has fixed field Q(v/2), a has fixed field Q(i), and o3 has fixed
field Q(v/=2).
No automorphism of F has fixed field Q.

7. It suffices to show that each member of Gal(K/F') defines a
permutation on the a;’s. Let o € Gal(K/F) and write
f(x) =cpz™ + cp12™ L+ - + . Then
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10.

11.

12.

13.

14.
15.
16.

17.

18.

19.

20.

0= f(a;) = cpal + cn,la?_l + -+ ¢y. So,

0 = a(0) = a(en)(afa;)™ + alen—1)a(a;)" 1 + - + ale) =
en(a(a)™ + cporaa;)" 4 -+ g = f(a(a;)). So, a(a;) = a; for
some j, and therefore a permutes the a;’s.

. Use Corollary 3 of Theorem 16.2 and Exercise 7 of this chapter.

PP (w) = w™ = w.

(w3 + W’ + wb) = W + W + W = Wb + w3 + Wb,

|Gal(B/Q)| = [E : Q] = 4;|Gal(Q(v10)/Q| = [Q(V10) : Q] = 2.

a. Zog @ Zs has three subgroups of order 10. b. 25 does not divide
40 so there is none. c. Zoy @ Zo has one subgroup of order 5.

See Example 4 in this chapter.

The splitting field over R is R(y/—3). The Galois group is the
identity and the mapping a + bv/—3 — a — by/—3.

Observe that Dg has exactly three subgroups of order 6.
Use Theorem 22.3.
Use the Corollary to Theorem 24.2 and Theorem 11.1.

If there were a subfield K of E such that [K : F| = 2 then, by the
Fundamental Theorem of Galois Theory (Theorem 32.1), A4 would
have a subgroup of index 2. But, by Example 14 in Chapter 9, Ay
has no such subgroup.

Let w = (—1+4v/3)/2. The splitting field of 2% — 1 over Q is Q(w).
Since [Q(w) : Q] = 2, the Galois group of 23 — 1 over Q is Z3. The
splitting field of 23 — 2 over Q is Q(¥/2,w). Since

[Q(V/2,w) : Q] = 6, the Galois group has order 6 and is generated
by o and 3 where a(v/2) = wv/2, a(w) = w and B(V/2) = V2,

B(w) = w?. Since af # Ba, the group must be S3 (see Theorem 7.2
and the remark at the end of the proof).

This follows directly from the Fundamental Theorem of Galois
Theory (Theorem 32.1) and Sylow’s First Theorem (Theorem 24.3).

Use the subgroup lattice for Ds.
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21.

22.

23.

24.
25.
26.
27.
28.

29.
30.
31.

32.

33.

34.

Let w be a primitive cube root of 1. Then Q C Q(V/2) C Q(w, v/2)
and Q(+/2) is not the splitting field of a polynomial in Q[x].

Use the Fundamental Theorem and the fact that Gal(E/F) is finite.

By the Fundamental Theorem of Finite Abelian Groups

(Theorem 11.1), the only Abelian group of order 10 is Z19. By the
Fundamental Theorem of Cyclic Groups (Theorem 4.3), the only
proper, nontrivial subgroups of Zjy are one of index 2 and one of
index 5. So, the lattice of subgroups of Z( is a diamond with Zg
at the top, {0} at the bottom, and the subgroups of indexes 2 and
5 in the middle layer. Then, by the Fundamental Theorem of
Galois Theory, the lattice of subfields between E and F' is a
diamond with subfields of indexes 2 and 5 in the middle layer.

Q(w + wt)

By Example 7, the group is Zg.

Z3

This follows directly from Exercise 21 in Chapter 25.

Let K be the subgroup of rotations in D,,. The desired series is
{Ro} C K C D,

This follows directly from Exercise 41 in Chapter 24.
Note that A4 has a normal Sylow 2-subgroup.
This follows directly from Exercise 42 in Chapter 10.

Let {e} = Hy C H; C --- C H,, = G be the series that shows that
G is solvable. Then HoNn H C H1NH C --- C H, " H = H shows
that H is solvable.

Since K/N < G/N, for any x € G and k € K, there is a k' € K
such that &'N = (xN)(kN)(zN)~! = xaNkNx~'N = xkz~'N. So,
zkz™! = k'n for some n € N. And since N C K, we have k'n € K.

Use parts 7, 6 and 1 of Theorem 15.1.
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CHAPTER 33

Cyclotomic Extensions

1. Since w = cos § +isin§ = cos%r —i—z’sin%’r, w is a zero of 2% — 1 =
Q1 (2)Po(2)P3(2)P6(7) = (x — V) (z + 1)) (2?2 + 2+ 1) (2?2 —z + 1), it
follows that the minimal polynomial for w over Q is 2% — x + 1.

2. Use Theorem 33.1

3. Over Z, 2% — 1= (z — 1)(z + 1)(2® + 1)(a* + 1). Over Zs,
2?4+ 1= (zx+1)2and 2* +1 = (z + 1)*. So, over Zo,
28 — 1= (x+1)% Over Z3, 22 + 1 is irreducible, but x* + 1 factors
into irreducibles as (2 + z + 2)(22 — 2 — 1). So,
P —1=@—-1)(z+1)(?+1)(2®+2+2)(2? -2 —1). Over Zs,
2?24+ 1=(z—2)(z+2), 22+ 1= (22+2)(2? — 2), and these last
two factors are irreducible. So,
28 —1=(x—1)(z+1)(z—2)(x+2)(z% +2) (22 - 2).

4. Use 2" — 1= (z —1)(z" P+ 2" 2+ ...+ 2 + 1) and that fact that
nth roots of unity form a cyclic group of order n.

5. Let w be a primitive nth root of unity. We must prove
ww? - w" = (=1)"*1. Observe that ww? - - - w™ = W™ +t1)/2 When
n is odd, w(HD/2 = () +1D/2 = 1(0+1D/2 — 1. When n is even,
(wn/2)n+1 — (_1)n+1 - 1.

6. P3(x)

7. If [F: Q] = n and F has infinitely many roots of unity, then there
is no finite bound on their multiplicative orders. Let w be a
primitive mth root of unity in F such that ¢(m) > n. Then

[Qw) : @] = ¢(m). But F 2 Q(w) 2 Q implies [Q(w) : Q] < n.

8. Observe that 2™ — 1 = (x —1)(z" !+ 2" 2 +..- + 2+ 1) and use
Theorem 33.1.

9. Let 2" +1 =4¢q. Then 2 € U(q) and 2" = ¢— 1 = —1 in U(q) implies
that |2| = 2n. So, by Lagrange’s Theorem, 2n divides
U(q)|=qg—1=2"
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10.

11.

12.

13.

14.

15.

16.

We know ®5(0) = 1. Now observe that

2" —1=(zx—-1) H D y(z) P, (2)
din

and use induction.

Let w be a primitive nth root of unity. Then 2nth roots of unity
are +1, 4w, ..., +w" ! These are distinct, since —1 = (—w?)",
whereas 1 = (w)™.

Let a be a primitive mnth root of unity. Then o™ is a primitive
mth root of unity and o™ is a primitive nth root of unity. This
shows that (z™ — 1)(2™ — 1) splits in the splitting field of ™" — 1.
Conversely, let 8 be a primitive mth root of unity and ~ be a
primitive nth root of unity. It suffices to show that |3v| = mn. Let
H = (B). Since (7)™ = (B™)"(y")™ =1-1 we know |H| < mn.
Since (7)™ = ™4™ = 4™ and, by Theorem 4.2, |y"| = |v|, we
know that n divides |H|. By symmetry, m divides |H|. Thus

|H| > mn. This proves that the splitting field of (z™ — 1)(z™ — 1)
contains a primitive mnth root of unity.

First observe that deg ®9,(z) = ¢(2n) = ¢(n) and

deg ®,(—x) = deg ®,,(x) = ¢(n). Thus, it suffices to show that
every zero of @, (—x) is a zero of ®g,(x). But w is a zero of &, (—x)
means that | — w| = n, which in turn implies that |w| = 2n. (Here
|w| means the order of the group element w.)

Since the two sides are monic and have the same degree it suffices

. k—
to prove that every zero of @, () is a zero of ®,(z? ). Let w be a
zero of @« (z) and note that |w| = p* implies that WP | = p.
Pg(x) =2t + 1, Po7(z) = (29)2 + 29 + 1 =28 +2° + 1.

Let G = Gal(Q(w)/Q) and H; be the subgroup of G of order 2 that
fixes cos(%”). Then, by induction, G/H; has a series of subgroups
Hl/Hl C HQ/Hl Cc---C Ht/Hl = G/Hl, so that

|Hi+1/Hy : Hi/Hy| = 2. Now observe that

|Hi1/Hy 2 Hi/Hy| = |Hiy1/Hil.

Use Theorem 33.4.
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17.

18.
19.

20.
21.

Instead, we prove that @, (z)®p,(x) = ®,(2P). Since both sides are
monic and have degree pp(n), it suffices to show that every zero of
®,,(2)Ppn(x) is a zero of @, (2P). If w is a zero of ®,(x), then
|w| = n. By Theorem 4.2, |wP| = n also. Thus w is a zero of ®,(zP).
If w is a zero of ®,,(z), then |w| = np and therefore |wP| = n.

Use Theorem 33.4.

Let w be a primitive 5th root of unity. Then the splitting field for
25 — 1 over Q is Q(w). By Theorem 33.4, Gal(Q(w)/Q)

~ U(5) ~ Z4. Since (2) is the unique subgroup strictly between {0}
and Z4, we know by Theorem 32.1 that there is a unique subfield
strictly between @ and F.

Use Theorem 33.4 and Theorem 32.1.

1 —4

The three automorphisms that take w — w*, w — w™
have order 2.

JW =W
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SUPPLEMENTARY EXERCISES FOR CHAPTERS 24-33

1.

First observe that since

zy = (zy)*(2y)* = (zy)" = (zy)*(2y)® = yr, 2 and y commute.
Also, since y = (zy)* = (2y)32y = 2(2y) = 2%y we know that

22 = e. Then y = (zy)* = 2*y* = y* and therefore, ¥ = e. This
shows that |G| < 6. But Zg satisfies the defining relations with
x=3and y =2. So, G = Zg.

. In H, |zy| = 6.
. Let |G| =315=9-5-7 and let H be a Sylow 3-subgroup and K a

Sylow 5-subgroup. If H < G, then HK = 45. If H is not normal,
then by Sylow’s Third Theorem the number of Sylow 3-subgroups
is 7 and therefore |G/N(H)| =7 and |N(H)| = 45.

Use Sylow’s Third Theorem and its corollary.

. Observe that K C N(H) implies that HK is a group of order

245 = 45 - 5 (see Exercise 57 in Chapter 9 and Theorem 7.2). By
Sylow’s Third Theorem (Theorem 24.5) and its corollary, K is
normal in HK. Thus, H C N(K).

. Say the group has order n and the three conjugacy classes are cl(e),

cl(a), and cl(b). The class equation then gives
|G| — 1 =1|G|/|C(a)| + |G|/|C(b)|. Obviously, it can not be the case
that both |G|/|C(a)| =1 and |G|/|C(b)| = 1. Nor can exactly one
of |G|/|C(a)| and |G|/|C(b)| be 1 since then |G| —2 < |G]/2 and
therefore |G| < 4. It is also not possible that |G|/|C(a)| = |G|/2
and |G|/|C(b)| = |G|/2 either. In the remaining cases we have
igi/\c(a)\ +1G/ICO) < |G|/2+1G|/3 = (5/6)|G| < |G| — 1when
> 6.

By the corollary to Sylow’s Third Theorem K is the only Sylow
p-subgroup of H. But for any g € G, we have
gKg ' CgHg '=H. So, forall g€ G, gKg~! = K.

. Mimic the analysis carried out for 32°> — 15z + 5 at the end of

Chapter 32.
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9.

10.

11.

12.

13.

14.

15.

16.

17.

Use the same proof as Exercise 57 in Chapter 9.

Hint: If 2 € N(H), then both P and zPz~! are Sylow p-subgroups
of H. So, they are conjugate in H.

By Sylow’s Third Theorem n; = 8 and by the Embedding Theorem
(Chapter 25) we know that G is isomorphic to a subgroup of Ag.
But Ag does not have an element of order 21.

Mimic Example 8 of Chapter 24 (Theorem 24.7 is relevant).

Let G be a non-Abelian group of order 105. By Theorem 24.6 we
know that Z15 and Zs5 are the only groups of orders 15 are 35 and
by Theorem 9.3, G/Z(G) is not cyclic. So |Z(G)| # 3, 7, 15, 21, or
35. This leaves only 1 or 5 for |Z(G)|. Let H, K, and L be Sylow
3-, Sylow 5-, and Sylow 7-subgroups of G, respectively. Now,
counting shows that K < G or L < G. Thus, |[KL| = 35 and KL is
a cyclic subgroup of G. But, KL has 24 elements of order 35 (since
|U(Z35)| = 24). Thus, a counting argument shows that K < G and
L < G. Now, |[HK| =15 and HK is a cyclic subgroup of G. Thus,
HK C C(K) and KL C C(K). This means that 105 divides
|C(K)|. So K C Z(G).

The Sylow 2-subgroup has order 2; the odd order Sylow
p-subgroups are contained in the rotation subgroup.

IR
o

Letting V' denote a vertical move and H a horizontal move and
starting at (1,0) a circuit is V,V, H,6 = (V,V,V, H).

It suffices to show that z travels by a implies zab™! travels by a
(for we may successively replace x by zab=!). If zab~! traveled by
b, then the vertex xa would appear twice in the circuit.
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18.

19.

20.

21.

22.

23.

24.

To show that C'* is a subspace, recall that if v, u, and w are
vectors and a is a scalar, then

(v—w) - u=v-u—w-uand (av) - u=a(v-u).

To prove C has dimension n — k, choose a basis vy, vs, ..., v for
C'. The matrix with vy, v, ..., v, as columns has rank k (because
the columns are independent) so the kernel of the linear
transformation this matrix represents has dimension n — k. This
kernel is C'*.

a. {00,11}

b. {000,111}

c. {0000, 1100, 1010, 1001, 0101,0110,0011, 1111}
d. {0000,1100,0011,1111}

Since C' C C+, we know u - u = 0 (remember, arithmetic is done
modulo 2) for all w € C. If u = (uy,...,uy,) then

u-u=uy+ us + -+ up, so there is an even number of
components equal to 1.

The mapping T, : F™ — {0,1} given by T;,(u) = u - v is an onto
homomorphism. So |F"/Ker T, | = 2.

If v € F™, then the dot product of v and 11---1 is 0 if and only if v
has an even number of components equal to 1.

It follows from Exercise 18 that if C' is an (n, k) linear code, then
C* is an (n,n — k) linear code. Thus, in this problem, k = n — k.
Since C' = C*, to prove that (11---1) is a code word it is enough
to prove that(11---1) -« = 0 for all v € C. By Exercise 21, we
know that (11---1)-u =mn/2 =0 mod 2.

Since G is solvable there is a series
such that K;11/K; is Abelian. Now there is a series

K; L L L K;
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where |(Ljy+1/K;)/(L;/K;)| is prime. Then
KZ'ZL()CLlCLQC"'CLt:KH_l

and each |L;y1/L;| is prime (see Exercise 42 of Chapter 10). We
may repeat this process for each 1.



