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General Syntax

Table 1. Document syntax

Item Convention
Menu items, dialog box titles, field names, keys Bold

Mouse click required Click:

User Input

Monospace Font

User typing required

Type:

Website addresses

http://www.compellent.com

Email addresses

info@compellent.com

Conventions

/

Note

Cr

Timesaver

>I>

Warning

Notes are used to convey special information or instructions.

Timesavers are tips specifically designed to save time or reduce the number of steps.

Caution indicates the potential for risk including system or data damage.

Warning indicates that failure to follow directions could result in bodily harm.
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Preface

Audience

This document is highly technical and intended for storage and server administrators, as well as other
information technology professionals interested in learning more about best practices for implementing
Microsoft Server Hyper-V R2 as part of a private cloud using SCVMM 2012 with Dell Compellent Storage
Center.

This document assumes the reader has read, has formal training, or has advanced working knowledge
of the following:

e Dell Compellent Storage Center

e Dell Compellent Enterprise Manager Client and Data Collector Server

e  Microsoft SCVMM 2012

e Microsoft Server 2008 R2 Hyper-V (hosts, guests, clustering, etc.)
References

Reviewing the following documentation is highly recommended prior to referencing this best practices
guide:

e  Microsoft System Center Technical Documentation Library
http://technet.microsoft.com/en-us/library/cc507089.aspx

e  Microsoft SCVMM 2012 Technical Documentation Library
http://technet.microsoft.com/en-us/library/gg610610.aspx

e Dell Compellent Documentation
o Enterprise Manager Installation and Users Guides
Storage Center Users Guide
Microsoft Server 2008 R2 Hyper-V Best Practices Guide
Disaster Recovery Best Practices Guide for Microsoft Server 2008 R2 Hyper-V
Dell Compellent SMI-S Best Practices for SCVMM 2012

O O O O

http://knowledgecenter.compellent.com
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Purpose

The purpose of this document is to provide best practices for how to configure SCYMM 2012 to deploy
and manage Hyper-V hosts and guest VMs on Dell Compellent Storage Centers.

Please note that the information contained within this document provides general recommendations
only and may not be applicable to all configurations or environments. Configurations may vary based
Cauton  Upon individual circumstances, environments, or business needs.

Page 11



Microsoft Server 2008 R2 Hyper-V Best Practices for Microsoft SCYMM 2012

Introduction

Dell Compellent Storage Center Overview

The Dell Compellent Storage Center is an enterprise class storage area network (SAN) that significantly
lowers capital expenditures, reduces storage management and administration time, provides
continuous data availability and enables storage virtualization. Storage Center’s industry-standard
hardware and sophisticated software manage data at the block level, maximizing utilization,
automating tiered storage, simplifying replication and speeding data recovery.

Dell Compellent SMI-S Provider

Storage Management Initiative Specification (SMI-S) is a standard interface specification developed by
the Storage Networking Industry Association (SNIA). Based on the Common Information Model (CIM) and
Web-Based Enterprise Management (WBEM) standards, SMI-S defines common protocols and data
models that enable interoperability between storage vendor software and hardware.

The Dell Compellent SMI-S Provider version 1.4 works with the open source OpenPegasus CIM Server,
which is included with the Enterprise Manager Data Collector version 5.5.5. SMI-S can be configured
during initial Data Collector installation or post-installation by modifying the Data Collector Manager
properties. When SMI-S is enabled and configured, the Data Collector automatically installs and
manages the Dell Compellent SMI-S Provider and the OpenPegasus CIM Server. No additional
installation is required.

For more information about Dell Compellent SMI-S, please refer to the Dell Compellent Enterprise
Manager Installation and Setup Guide, and the Dell Compellent SMI-S Best Practices for SCYMM 2012
Guide (see References on page 10).

Microsoft SCVMM 2012

Microsoft System Center 2012 is a cloud and datacenter management solution that provides a common
management toolset for public and private cloud services and applications.

Storage Center Virtual Machine Manager (SCVMM) 2012 is a component of the Microsoft System Center
2012 cloud and datacenter management suite and it allows administrators to:

e Deliver Infrastructure as a Service (laaS). Datacenter resources such as processing,
networking, and storage can be pooled and virtualized and made available via self-
service role-based user access.

e Apply cloud principles to provisioning and servicing datacenter applications with
techniques like service modeling, service configuration and image based management.

e Server application virtualization allows applications and services to be managed
independently from the underlying infrastructure.

e Optimize and manage multi-hypervisor environments (Hyper-V, Citrix Xen and VMware).

¢ Dynamic optimization of datacenter resources based on workload demands.

A full deployment of SCVMM 2012 includes the following components, which may be installed on the
same server in smaller environments, or different servers in larger environments:

SCVMM 2012 server (the database component - requires SQL 2008)

SCVMM 2012 Manager console (the management GUI)

SCVMM 2012 library server

SCVMM command shell

SCVMM 2012 self-service portal (SPP) (which is now optional)
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Prerequisites

This best practices guide assumes that the following components have been installed, configured and
are functioning correctly. For assistance with the installation or configuration of these components,
please refer to the list of documents and URLs listed under References (see page 10).

e One or more Dell Compellent Storage Centers has been made available for management
by SCVYMM 2012 (via SMI-S).

e One or more Dell Compellent Storage Center SAN arrays have been added to the SCVMM
2012 fabric as available storage pools, and a storage classification has been assigned to
each pool.

e A Microsoft Active Directory (AD) domain is in place.

e A Dell Compellent Data Collector server, version 5.5.5 (or higher), has been installed
and configured (as a physical or virtual AD member server). This server must have
access to the Dell Compellent Storage Center(s) that SCVMM 2012 will manage.

e Dell Compellent SMI-S (a component of Enterprise Manager 5.5.5) has been enabled and
configured on the Dell Compellent Data Collector server.

e An SCVMM 2012 server (the SQL component) has been installed and configured per
Microsoft best practices (as a physical or virtual AD member server).

\ SCVMM 2012 (the database component) and the Dell Compellent Data Collector must be installed on
separate servers. These separate servers can be physical or virtual servers.
Note
e An SCVMM 2012 library server has been configured with adequate space for library files.

In this example, the library server was installed on the same server as the SCYMM 2012
server (which is the default configuration when installing SCVMM 2012). In larger
environments it may be necessary to install the library server on a separate server for
performance reasons per Microsoft best practices.

Some SAN management functions in SCYMM 2012 that are associated with creating VM templates for

rapid provisioning will not work if the SCVMM 2012 library server is installed on a virtual server. To

avoid these limitations, it is recommended that the library server be installed on a physical Hyper-V

host server that is (1) managed by SCYMM 2012, and (2) has access to the Dell Compellent Storage
\ Centers managed by SCYMM 2012. The work-a-round requires using SAN management tools (e.g. Dell

Compellent Storage Center Manager) outside of SCYMM 2012 for some SAN management steps. For more
information see Rapid Provisioning Prerequisites in the Microsoft SCVMM 2012 TechNet library (see the
URL listed under References on page 10 of this document).

Note

e Physical Hyper-V host servers are available to be managed by SCVYMM 2012 (standalone
and/or clustered). These hosts must also have connectivity (fiber channel or iSCSI) to
the Dell Compellent Storage Center(s) that are managed by SCVMM 2012.

Overview

This best practices guide will demonstrate how to configure an environment for test or production use
for SCVMM 2012 to manage Hyper-V hosts and guests when utilizing Dell Compellent storage, including
rapid provisioning.

In SCVMM 2012, the “fabric” includes all the underlying hardware components and other resources that

are required for administrators and self-service role users to create and manage SAN-based standalone
and clustered Hyper-V hosts and guest VMs.
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In addition to physical Hyper-V host servers, the fabric includes SAN storage that supports SMI-S (Dell
Compellent in this example), networking components, load balancers, hardware profiles, OS profiles,
and VM templates. A well-designed fabric in SCVMM 2012, when used with rapid provisioning, allows
for quick, intuitive, and efficient (thinly provisioned) deployment and management of Hyper-V guests
from a gold image (see Configure Rapid Provisioning with Dell Compellent on page 81 of this
document).

The primary user interface for SCVMM 2012 is the SCVMM Manager console. The SCVMM Manager
console is a client based GUI that is installed by default on the SCVMM 2012 server. The SCYMM
Manager console can also be installed on other servers or workstations that have a supported 0OS. Both
administrators and self-service users can use the SCYMM 2012 Manager console.

The other user interface for SCVMM 2012 is the Self Service Portal (SSP). The SSP is a web-based
interface that enables self-service role users to manage and deploy Hyper-V guest VMs in a SCVMM 2012
private cloud. While the SSP does not include all the functionality of the SCVMM 2012 Manager console
GUI, it allows convenient access from any supported web browser over the network. While self-
service user roles that have been granted access to manage private clouds can use either the SSP or the
SCVMM 2012 Manager console to manage their Guest VMs, the best practices recommendation is to use
the SCYMM 2012 Manager console.

A new feature with SCVMM 2012 is the ability for administrators to create private clouds. A private
cloud is a logical grouping of SCVMM 2012 fabric components that provides an environment for
administrators and self-service users to create and manage their own guest VMs based on hardware
profiles, OS profiles and VM templates.

When deploying Hyper-V guests to a private cloud, a user does not have to wait for the SAN storage
administrator to provision LUNs, for the network administrator to allocate static IPs, or for the systems
administrator to allocate physical hypervisor host capacity. All of these hardware parameters and
capacities are defined and allocated in advance as part of creating a private cloud environment. The
steps to create a private cloud will be demonstrated below.

Configuring the SCYMM 2012 Fabric

Central to the functionality of SCVYMM 2012 is the configuration of the fabric. Configuring the basic
elements of the fabric is necessary before being able to deploy guests or create a private cloud. The
following components are part of the basic fabric configuration:

e Host Group: a logical grouping of one more clustered or standalone physical hypervisor host
servers

e Physical Hypervisor Hosts: VMware ESX, XenServer and Hyper-V are supported (this guide will
focus on Hyper-V)

e Library Server: contains a catalog of files, scripts, installers, 10Ss, VHDs, hardware templates,
0S templates, and guest VM templates used for deploying host and guest servers

e Networking Components: logical IP networks, static IP pools, MAC address pools and load
balancers

e SAN Storage: one or more Dell Compellent Storage Centers, including Enterprise Manager 5.5.5
(which supports SMI-S)
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The configuration of each of these fabric components will be described below.

Define a Host Group Structure

A host group allows administrators to group physical host servers logically according to such identifiers
as location, level of redundancy, type of hosted application, type of hypervisor, or business unit.

In the below example, a host group called Test Host Group 1 will be created.

1) Launch the SCVYMM 2012 Manager console and log in as an administrator.

M Administrator - MG-VMM2012.MGTestDomain.local - Virtual Machine Man:

Home | Folder

. A - l_.» -~
# 4 @@ ® C
Create Add Overview| Fabric | Compliance Scan  Remediat
< Resources = Resources
Create Add Show Complia
Fabric <+  Hosts (0)
4 _'?_'?_ Servers ﬁ |
3 '_— All Hasts | Mama | Hact Sratye
= Lo S ¥ Create Service
ibrary Servers M .
- PXES’)" . Create Virtual Machine Fabric Fabric
? srvers 1}3 Add Hyper-\' Hosts and Clusters _—
&2 Update Server a Add Citrix XenServer Hosts and Clusters = _'?_'?_ Servers 2 _'?_'?_ Servers
3 vCenter Servers | Add VMware ESX Hosts and Clusters 4 [ All Hosts 4 51 All Hosts
VMM Server ([ create Host Group | > s > 7 Test Host Group 1
-\. _
- =M
& WMs and Services 'F AR
?( Delete
3‘_ Fabric Properties
; Library
I_H Jobs
Settings
Figure 1: Create a new SCVMM 2012 host group

2) In the left pane, click on the Fabric workspace as shown in Figure 1.

3) Expand Servers, right click on All Hosts, select Create Host Group, provide a name, and then
press Enter.
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Fabric

4 ﬂ Servers
4 [ All Hosts
[ | Test Host Group 1]
F-S Library Servers
_:i PXE Servers
frg Update Server
i vCenter Servers

dj VMM Server

b - Networking

4 Storage

Figure 2: New SCVMM 2012 host group created

4) As shown in Figure 2, the new host group folder should now be listed under the All Hosts
folder. The actual physical host servers themselves will be assigned to this host group folder
below.

Configure a Library Server

A library server provides a way to define a catalog of resources that are available for deploying and
configuring both host and guest VM servers. Many kinds of common file types (as well as custom install
packages) and templates can be added to a library server.

Table 2. SCVMM 2012 library server resources

Types of Library Server Resources Details
Automatically-indexed file types. These files are|lncludes many common file types such
indexed and added automatically during library |as virtual hard disks (VHDs), ISOs,

File-based |server refreshes in SCYMM 2012. PowerShell scripts, and driver files
Custom file types (folders with .CR extension) Might include a custom installation
package
Templates and profiles (stored in the
Non-file-based SCVMM 2012 database) that are used to

standardize host and guest installations

As shown in Table 2, many types of resources can be added to a library server. By default, the SCVYMM
2012 server installation will create a local instance of a library server on the same server. For larger
environments, a separate (or additional) library servers can be configured as needed.

The default location for the library server resources (a shared folder) is:

C:\ProgramData\Virtual Machine Manager Library Files

Copy Resources to a Library Server

Because the C:\ProgramData folder is a hidden folder by default, it is not possible to use Windows
explorer to navigate directly to the share location without first removing the hidden attribute on the
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ProgramData folder (not recommended). The suggested way to copy resources to the library server
share is to access the folder by its share name:

1) Click on Start-> Run.

2) Type the following path and press Enter:

\\localhost\MSSCSCVMMLibrary

3) If the library server is on another server, then substitute that server’s name for “localhost”.

B 1s0s M=l B3
e
ek)v | .~ Network - localhost » MSSCYMMLbrary « 1S0s - m I Search 150s (D]
Organize *  Sharewith v  Mew folder 2= S| @
-
Eﬁj Metwork, ;I Mame “ | Date modified | Type | Size | |

1M localhost
[ 4 M3SCyMMLbrary

.AiilicationFrameworks

L WHDs
[l ST

[ || en_sql_server_2005_rZ_enterprise_x86_x64_iab4_dvd_S20517.iso 612972010 1:11 PM 150 File 4,277,666 KB ]

Figure 3: Location of SCVMM 2012 library server files

4) Files and other resources must be copied to the library server’s share manually outside of
SCVMM 2012. As shown in the example in Figure 3, create one more folders under this share
and copy file resources to them. In this example, a folder called ISOs was created as a place
to contain the ISO files to be made available to SCVMM 2012 users, and a SQL ISO file was
copied there.

ibra sical Libra ects
Library < Physical Library Objects (7)
4 :lTempIates I
g E Profiles - | Name | Type |
09 en_sgl_server_2008_r2_enterprise_x86_x54_ia64_dvd_520517.is0 IS0 Image ]
ﬁ- Equivalent Objects . Blank Disk - small wirtual Hard Disk
. . Blank Disk - Large virtual Hard Disk
2= Cloud Libraries )
kS WebDeploy x86_en-UZ_2.0.1070.cr Customn Resource
&8 Self Service User Content ED  SAV_x64_en-Us_4.7.24.1485.cr Custorn Resource
4 é Library Servers 3_‘: ‘WebDeploy_x&4_en-Us_2.0,1070.cr Custom Resourcs
= ﬂv SAV w35 en-US 4.7.24.1485.cr Custom Resourcs

- ﬁ: MG-VMM2012.MGTestDomain.lo
4 7] MSSCVMMLibrary
| ApplicationFramewarks
I VHDs
_'; Stored Virtual Machines and Se
E Orphaned Resources

Figure 4: SCVMM 2012 automatically discovers common file types

5) Once resources have been copied to subfolders under the library server’s share, allow time for
SCVMM 2012 to refresh the library server’s contents. This happens every hour by default.
During a refresh, the new folders and file resources will be automatically discovered. Once
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discovered, these resources will be visible from within SCYMM 2012. To view these resources,
click on the Library workspace in the left pane, then expand Library Servers as shown in

Figure 4.
, ]

- ﬁ Library Servers :'-: WebDeplo
4| & MG-VMM2012. MGTestDomainJocal =1 BD SAV X85
. i o 2dd Library Shares
“ 7 HSSCVM MLibrary

__| ApplicationFramewarks == Remove
- 150s | | Properties
1 VHDs
"3 Stored Virtual Machines and Services
E Orphaned Resources

Figure 5: Refresh the library server to import resources

6) To force a refresh of the library server, right click on the library server object in SCYMM 2012

and click on Refresh as shown in the example in Figure 5.

Assign a Library Server to a Host Group
After a library server has been configured, it needs to be assigned to a server host group. This will
allow the physical Hyper-V host servers in the host group access to the library server’s resources.

4 & Library Servers | 3_:3 P MR 1B MG-¥MM2012. MG TestDomain.local Properties E
3 : =| i SAV xBS
] & MG-VMM2012. MGTestDomainlocal * Add_UbL = RRy General properties
- rary =harss
4 || MSSCVYMMLibrary 4 Refresh Name: MG-VMM2012
= ApplicationFrameworks Domain: MGTestDomain.local
f =3 Remove Description: | virtual Machine Manager server as library server
o 150s [ [ Properties ]
Lol VHD= £
|3 Stored Virtual Machines and Services \
E Orphaned Resources Host group: No hast group association E
Nﬁ Mo hest group association
= A4l Hosts
By Test Host Group 1

Figure 6:

1)

Properties as shown in Figure 6.

2)

Assign a library server to a Host group

To assign a library server to host group, highlight the library server, right click on it, and select

In this example, the library server is assigned to the host group named Test Host Group 1.
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Configure Networking

SCVMM 2012’s global network configuration settings are configured by default to automatically create
and assign logical networks and network sites to new server hosts and guests when they are managed
by SCVMM 2012. This ensures basic functionality “out of the box” in cases where DHCP is in place and
dynamically assigned IPs are allowable or desired for Hyper-V hosts or guests. These default global
networking configuration settings can be modified as needed, for example, to specify static IP pools.

In this example, a new logical network will be configured. Once a logical network is configured, then
within that network, a small number of contiguous IPs will be configured as a static IP pool and made
available to the host group so they can be assigned to Hyper-V guest VMs. The steps to do this are
detailed below.

M Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version - 169 days remaining)

B~ Home Folder
ﬁ 3 Create IP Pool . + i] 7% Services £¥ PowerShell
& Create MAC Pool ' 7% virtual Machines  [] Jobs LI
Create Logical |.. Create Add COwverview | Fabric View Dependent
Network gﬁeate VIP Template - Resources Resources ?_?_ Hosts @ PRO Resources
% Add Show Window Dependencies

E:ﬂ Create Logical Metwork Wizard

Fabric

» 39 Servers

4 & Networking
41 Legical Metworks
s MAC Address Pools ‘
541 Load Balancers Network Site Mame: |Test SCVMM Logical Network 1
g VIP Templates

‘ Specify a name and description for the logical network

Summary Description: | Test SCVMM Logical Network 1
J

- Storage

=H Classification and Pools
& Providers

Arrays

Figure 7:  Launch the Create Logical Network Wizard

1) In the SCVMM 2012 Manager console, click on the Fabric workspace in the left pane. Expand
Networking and highlight Logical Networks. Then click on Create Logical Network on the
ribbon bar under Home to launch the Create Logical Network Wizard as shown in Figure 7.

2) Provide a Name and Description for the logical network. In this example, the logical network is
named Test SCVMM Logical Network 1. Then click on Next.
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E:ﬂ' Create Logical Network Wizard

“'~ Network Site

Name Network sites

‘ ‘ Metwork sites can be added to a logical netwaork to associate VLANs and subnets to host groups.

Summary Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD44:29C0: L34F:302C: /64,

T4 Add | == Remove

E

|itr| TS M Logica... Host groups that can use this network site:
B 8 Al Hosts

[ Test Host Group 1

Associated VLANs and IP subnets:

WLAN I? zubnet Insert row I

0 020
Delete row

d

Metwork site name: | Test SCVMM Logical Network 1[Test Host Group 1)

S N
4

Figure 8: Define a network site for a logical network and assign it to a host group

3) The next wizard step is to define a network site as shown in Figure 8. The purpose of a
network site is to associate the necessary VLANs and IP subnets to a SCYMM 2012 host group.
a) Click on the Add button.

) Check the box for the desired host group (in this example, Test Host Group 1).

) Click on Insert row to add the desired VLANs and IP subnets.

) Modify the Network site name. By default, the wizard appends “_0” to the network site

name. In the example shown in Figure 8, the “0” was replaced with Test Host Group 1.
e) When finished, click on the Next button.

o N T

4) Confirm the settings on the Summary screen and then click on Finish to complete the wizard.
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Jobs - recent jobs (11)

| Name

| Status

U}  Create logical network definition

Completed

Figure 9:

Fabric
g ﬁ Servers

4 i Networking
& Logical Metworks
s MAC Address Pools

< Logical Networks and IP Pools (1)

Name

[ i Test scvrM Logical Network 1

Verify completion of the job to create a logical network

5) As shown in Figure 9, verify that the Create logical network definition job completes

successfully and that the logical network is listed in the Logical networks and IP Pools window
after clicking on the Fabric Resources button on the ribbon bar.

6) If DHCP will be used in your environment, then the rest of this section can be skipped. If
setting aside a pool of static IPs is desired for your servers, then continue with the steps below.

Home | Folder

"W Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Ma

4 _'?_'?_ Servers

4 & Networking
1 Logical Networks
s MAC Address Pools
£ Load Balancers

E VIP Templates

- Storage

i Providers
Arrays

=E Classification and Pools

L | o e
T ol
i Create MARPool
Create Logical . Create Add Overview
Metwork gﬁeate VIP Tegplate - Resources +
Create Add
Fabric < Lc%l Metworks and IP Pools (1)

N

\

N

Name

\ .

N

[ iy Test SCVMM Logical Network 1 J

Figure 10: Create IP pool for a logical network

7) To create a static IP pool, click on the logical network just created (Test SCVMM Logical

Network 1 in this example) and then click on Create IP Pool as shown in Figure 10 to start the
Create Static IP Address Pool Wizard.
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B Create Static IP Address Pool Wizard E

I Name

| | Specify the IP address pool name and logical network

Metwork Site Enter the name of the IP address pool and select the logical network to which you want to make the pool available,
VIR and Reserved 195 Name: ([Test scvmm 1P Pool 1 |

Gateway Description: Test SCYMM IP Poal 1

DNS

WINS Logical network: | Test SCVMM Logical Network 1 | |

Summary

Figure 11: Provide a name for a static IP address pool

8) On the Name screen as shown in figure 11:
a) Provide a descriptive name for this static IP Pool.
b) Enter a description if desired.
c) From the drop-down list, select the logical network this static IP pool will be associated
with (Test SCVMM Logical Network 1 in this example).
d) Click on the Next button.

‘4. Network Site

Name Specify a network site and the IP subnet

| ‘ celect an existing network site and IP subnet from the logical network you have chosen or create a new one,
Specify the IP subnet using classless inter-domain routing {CIDR) notation; for example 192.168.1.0/24.

VIP and Reserved IPs [ﬁ' Use an existing network site ]
" Create a nebwork site

Gateway
Netwiork site: || Test SCVMM Logical Network 1_Test Host Group 1 |
DS
1P subnet: I 172.16.16.0/20 =l oo
WINS
Host groups that can use this network site:
Summary

B [T @ Al Hosts
= i Test Host Group 1

Figure 12: Provide network site settings for static IP address pool

9) For Network Site, choose the desired network site from the drop down list (if not already
selected), and the desired IP subnet as shown in Figure 12. Then click on Next.
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*= VIP and Reserved IPs

Name IP address range
Specify the range of IP addresses from the subnet to be managed by this poal.

Nebwork Site
I subnet: 172.16.16.0/20

Starting IF address: | 172.16.23.134
Gateway Ending IP address: !1?2,15_23.149

DNS Total addressas:

e VIPs and reserved IP addresses

You can specify one or more IP addresses from the address range in the IP subnet to use for creating virtual IP
[VIP) addressas or to reserve for other purposes, Uss commas to separate multiple [P addresses, Ranges in the
format IP1-1P2 are allowed.

IP addresses reserved for load balancer VIPs:

Summary

IP addresses to be reserved for other uses:

Figure 13: Set IP address range, VIP and reserved IPs for static IP address pool

10) The wizard will initially suggest a static IP pool with a Starting IP address and an Ending IP
address that will consume the entire IP subnet. In this example, the full /20 subnet (mask of
255.255.240.0) would allow for up to 4094 IP addresses.

11) As shown in Figure 13, the static IP pool in this example will be limited to a small contiguous
block of 20 static IP addresses within the 172.16.16.0/20 subnet:
a) Enter the desired Starting IP Address (172.16.23.130 in this example).
b) Enter the desired Ending IP address (172.16.23.149 in this example).
c) The wizard will indicate the Total addresses in the pool (20 in this example).

g Make sure the IPs in this static pool do not conflict with other resources on the network.
Caution

12) Define any virtual IPs (none will be defined in this example) and then click on the Next button.

13) Complete the rest of the wizard screens by adding a gateway IP, DNS server(s), and WINs
server(s) as appropriate for the environment.

14) On the Summary screen, confirm the settings and click on the Finish button to exit.
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M Administrator - TSSRV190.MGTestDomain.ocal - Virtual Machine Manager (Evaluation Yersion - 169 days remaining)

[ =R Home Folder
ﬁ ; i Create IP Pool 3 + i] % Services £3 Powershell
i Create MAC Pool 7 virtual Machines [ Jobs I
Create Logical . Create Add Overview | Fabric View Dependent
MNetwork g&eate VIP Template > Resources ~ Resources ﬂ Hosts @ PRO Resources
Create Add Show Window Dependencies
Fabric ¢  Logical Networks and IP Pools (1)
» 3% Servers I
. Name = | Subnet | Begin Address | End Address | Available Addresses
4 & Networking
- B iy Test SCVMM Logical Network 1
i+ Logical Networks —
[ iy Test SCWMM IP Poal 1 172.16.16.0/20 172.16.23.130 172.16.23.14% 20 ]
i MAC Address Pools
B4 Load Balancers
g VIP Templates

Figure 14: Verify creation a static IP pool

15) Verify that the Create Static IP Pool job completes successfully. The static IP pool will now
show as an object under the logical network as shown in Figure 14.

" Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version -

169 days remaining)

Home Folder
ﬁﬂ' i Create 1P Pool ‘i;é' + l] 76 Services £4 Powershell
@i Create MAC Pool 7% virtual Machines  [5] Jobs LI

Create Logical . Create Add Overview | Fabric View Dependent

Metwork gﬁeate VIF Template = | Resources = Resources | 11 Hosts ‘ @ PRO | Resources

el reate MAC Address Pool Wizard

Fabric
N ™ Name and Host Group
4 & Networking

+#1 Logical Networks ‘ | Specify the host groups that can use this MAC address pool

E MAC Address Pools MAC Address Range Selecting a top-level host group automatically selects its subaroups.

B2 Load Balancers

‘gwp Templates Summary MAC address pool name: |Test SCYMM MAC Address Pool 1
4 Storage Description: Test SCVMM MAC Address Pool 1

=E Classification and Poc

& Providers Host groups:

Arrays BT @ Al Hosts
¥ 1 Test Host Group 1

Figure 15: Create MAC address pool wizard

16) The default SCVMM 2012 MAC address pool will be used in this example. If a specific MAC
address pool is desired for your environment, click on Create MAC Pool to launch the Create

MAC Address Pool Wizard as shown in Figure 15, and provide a custom MAC address range for
your host group to use.
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Verify the Configuration of Dell Compellent Storage in SCVMM 2012

In this example, three Dell Compellent Storage Centers are available in SCYMM 2012. Each Storage
Center has its own classification assigned.

M Administrator - MG-VMM2012-01.MGTestDomainJocal - Virtual Machine Manager {Evalua

Home | Folder

- . 3\ % ﬁ_. 7% Services
= e k | Tfr -

Create Craate Create Add Allocate Ovenview | Fabric

Classification Logical Unit - Resources = | Capacity Resources | 4] Hosts/C]
Create Add Capacity Show
Fabric ¢  Classifications (3), StoragePools (3), and Logical Units (1074)
4 [ All Hosts |
1 Test Host Group 1 || Name | Type
%_ Library Servers = =E 5C12 (all tiers) Classification
i PYE Servers Lk 5C12 Storage pool
=] ] . .
= Sa = D 5CL13 (all tiers) Classification
e 3C13 Storage pool
ﬂ vCenter Servers T
= B =@ 5C5 (all tiers) Classification
VMM Server
L 5C5 Storage pool
4 & Networking
¢ Logical Networks e
o BAAC Addrare Dol

Figure 16: Verify the configuration of Dell Compellent storage in SCVYMM 2012

For more information on adding a Dell Compellent Storage Center array to the SCYMM 2012 fabric and
assigning it a classification, please refer to the Dell Compellent SMI-S Best Practices for SCYMM 2012

user guide (see

1) Launch the SCVMM 2012 Manager console and log on as an administrator.

2) In the left navigation pane, click on the Fabric workspace, and then expand Storage.

References on page 10).

Under

Classifications and Pools, each Dell Compellent Storage Center (in this example, SC12, SC13

and SC5) should be listed under a classification as shown in Figure 16.

Allocate a Storage Pool to a Host Group
There are two ways to assign SAN storage to a host group in SCYMM 2012:

Allocate an entire storage pool (a managed Dell Compellent Storage Center SAN array)
to a host group. With a storage pool assigned to a host group, individual logical units
(SAN volumes or LUNs) can then be created in this storage pool for managed Hyper-V

hosts in the hosts group.

Using SCVMM 2012, create and assign individual logical units (SAN Volumes or LUNs) on

a SAN storage pool to a host group.

The steps to allocate an entire storage pool or a logical unit to a host group will be shown below.

Page 25



Microsoft Server 2008 R2 Hyper-V Best Practices for Microsoft SCYMM 2012

W' Administrator - MG-VMM2012-01.MGTestDomain local - Virtual Mad

Home Folder

R & %

Create Create Create Add Allocate
Classification Logical Unit - Resources = Capacity
Create Add Capacity

Fabric f'orage (3)
b 99 Servers |iName

@ Classification and Pools
» -&- Networking 1% Providers

5; Classification and Pools
& Providers

Arrays

Figure 17: Allocate capacity to a host group

1) To allocate an entire storage pool to a host group, from the SCYMM 2012 Manager console, click
on the Fabric workspace, click on Storage on the left pane, and then on Allocate Capacity as

shown in Figure 17.

B allocate Storage Capacity E I

Select a host group to view the capacity information for hosts and clusters and
allocate storage logical units and storage pools

Host groups: | & All Hests E
= 4 &l Hosts

Storage capad i Test Host Group 1

Storage capacity for hosts in this host group

Local Remaote
Total capacity: 0GB Total capacity: 0GB
Available capacity: 0 GB Available capacity: 0 GB

Allocated storage for this host group

Logical units [ Allocate Storage Pools... |]
Number of logical units: 0

Taotal capac'rty: 0 GE Allocate Logical Units... |
Available capacity: 0GB

Storage pools:

Name | Classification | Total Capacity | Desaription

Figure 18: Allocate storage capacity configuration screen

2) Select the desired host group from the drop down list (Test Host Group 1 in this example).

Then click on the Allocate Storage Pools button.
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I® allocate Storage Pools
Allocate storage to this host group for virtual machine workloads

The storage allocatad to a host from an indvidual storage poal is usad only for virtual machine workloads.

[~ Display as available only storage arrays that are visible to any host in the host group

[ [

Available storage pools:

Storage Pool | Classification | Total Capacity | Awailable Capacity | Description

SC12 (all tiers) 41,870.31 GB 26,332.64 GB Storage Center 12
5C13 5C13 (all ters) 40,51%.61 GB 1%,144.05 GBE Storage Center 13
5Ch SC5 (all tiers)  37,722.90 GB 17.59 GB Storage Center 5

l Add I Remove |

Allocated storage pools: | bk ||
Storage Fool | Classification | Total Capacity | Awailable Capacity | Host Groups

Allocated storage pools: | P | |
Storage Pool | Classification | Total Capacity | Available Capacity | Host Groups

| SC12 5C12 (all tiers) 41,870.31 GB 26,332.64 GB  All Hosts\Test Host Group 1

Figure 19: Select the desired storage pool

3) Click on the desired storage pool (SC12 in this example) and then click on the Add button as
shown in Figure 19. The storage pool will then be displayed under Allocated storage pools.
Add other Dell Compellent Storage Centers as storage pools if desired.

4) Click on OK, and then on Close to return to the SCYMM 2012 Manager console.

Use SCVMM 2012 to Create and Allocate a Logical Unit to a Host Group
As was stated in the previous section, there are two ways to allocate Dell Compellent SAN storage to a
host group in SCYMM 2012.

The steps to allocate an entire storage pool were shown in the preceding section. The steps to create
and assign a logical unit (SAN volume or LUN) will be shown below.

When creating a logical unit on the SAN by using SCVMM 2012, there are a few limitations to be aware
of:

e At the time of creation, the Name field in SCYMM 2012 for a logical unit on the SAN
allows only the numbers 0-9 and the letters A-Z. No spaces or special characters such
as dashes or underscores are allowed. This is an SCVMM 2012 limitation, not at Dell
Compellent limitation. Volumes created by using Dell Compellent management tools
such as Storage Center Manager allow spaces and special characters.

e Once the logical unit has been created in SCVMM 2012, the name of the logical unit can
be changed in SCVMM 2012 to include spaces and special characters for ease of
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management if desired. The steps to do this are indicated below (see Figure 23).
However, the name change made in SCYMM 2012 for a logical unit will not propagate to
the corresponding LUN on the Dell Compellent Storage Center. The LUN on the storage
center will retain the original name it was given when it was created.

e When a logical unit is created using SCVYMM 2012, the matching Dell Compellent SAN
volume will be placed at the root of the Volumes folder (as viewed from Dell
Compellent Storage Center Manager or Enterprise Manager). For ease of management,
administrators may optionally choose to move these SAN volumes to subfolders.

The steps in SCVMM 2012 to create a logical unit on a Dell Compellent storage pool are as follows:

W Administrator - MG-VMM2012-01.MGTestDomainlocal - Vi

Home | Folder

£ %, | s
L= g ’f“.' 3 L
Create Create Create Add Allocate
Classification Logical Unit = Resources = Capacity
Create @ Hyper-v Cluster Capacity
. e seni
Fabric $ erice age (3)
| virtual Machine
> 3% Servers iy Logical Network
- I [lassification
b - Networking wiu P Poo Sroviders
i Create MAC Pool 3
rrays
4 Storage 5] VIP Template
=i Classification and| 85 acsification
& Providers l == Logical Unit l

Arrays

Figure 20: Create a logical unit from the SCVYMM 2012 manager console

1) From the SCVMM Manager console, click on the Fabric workspace, click on Storage, then under
the Home tab, click on Create. From the drop-down list, select Logical Unit as shown in Figure

20.

Specify the settings for the new logical unit

Storage pool: ISCIZ j

Classification: SC12 (all tiers)
Available capacity: 26,332.64 GB
Allocation percentage: 672 %

Name: I TestVMMLUNDL

Description: Test LUN for SCYMM 2012 usd

Size (GE): sod [

View Script | [4].4 I Cancel

Figure 21: Specify logical unit parameters
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2) Select the desired Storage pool (SC12 in this example) from the drop-down list, and specify
the Name, Description, and Size (GB) for the logical unit. In this example as shown in Figure
21, the logical unit is named TestVMMLUNO1 with a capacity of 500 GB. Note that the name
field allows the characters 0-9 and A-Z only. Then click on OK.

3) Monitor the Creates new storage logical unit job until it completes successfully.

D&LL Compellent

sC12

( Storage Management '\{ View

Refresh «* Help

i Volume Properties | A Map Volumes to Server | b Replay | i@ Create Volume £ Create Volumes

. sC 12
B& Storage

Storage Profiles
[+ 4 Recyde Bin

- W Servers

(-4 Digks

2
( !/}I Volumes

Name Type |status  |status Infe
Hyper-V Volume Folder
Microsoft Volume Folder
Other_Valumes Volume Folder
VMware Volume Folder

i TestyMMLUND1 Volume Down

Figure 22: Logical unit (SAN volume) on the Storage Center as created by SCYMM 2012

4) When a new logical unit is created in SCVMM 2012, a SAN volume with the same name is
created on the Dell Compellent Storage Center at the root of the Volumes folder, as shown in

Figure 22.

Home | Folder

"M Administrator - MG-VMM2012-01.MGTestDomainJocal - Virtual Machine Manage

i . 3
L= g )

J _._?_ Servers
b -& Metworking

- Storage
EE Classification and Pools
1% Providers

Arrays

Create Craate Create Add Allocate Overview | Fabric
Classification Logical Unit - Resources ~ Capacity Resources
Create Add Capacity Showy
Fabric Classifications (3), StoragePools (3), and Logical

Mame | Type
® testym20-RDMZ Logical unit
L Tonys Demo ) B s
il TanyTest l Properties !
Cw TR_PYVS_1 Lagical unit
Cw TR_PYS_1_Data Logical unit

. T5-HV-Cluster0l_CD01_Q Logical unit

Description:
Associated Logical Units

&l Test¥mMMLUNDL Propetties

Logical Unit Snapshots Name: S [|1est-vr~1r-| LUN_O].]

Storage logical unit information

Test LUN for SCYMM 2012 use

il TR-HY-Clustarid D02 _C_| naical unit

Figure 23: Change the name of a logical unit in SCVMM 2012

5) If renaming a logical unit in SCYMM 2012 is desired (e.g. to add spaces or special characters),
then from the SCVMM 2012 Manager console, click on the Fabric workspace, expand Storage,
and click on Classifications and Pools. Scroll to the desired logical unit, right click on it, and
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select Properties. Under the General tab, change the name as desired. In this example, the
Name was changed by adding a dash, a space, and an underscore as shown in figure 23.

D&AL Compellent

sC12

c Storage Management k% View

a Empty Recyde Bin

Refresh +* Help

(. sc12

=8 &. Storage
E}@ Volumes
EIB Hyper-V

§ TS-HV-Cluster0s
][ T5-Hv-Standalone
= [SSEV 204
RV209_Datay
i i& TSSRV204_Guest-VHDs
-/ TS5RY205
+- {8 Microsoft
{58 Other_Volumes
{55 vMware
[+ [ Replay Profiles

Figure 24: Corresponding SAN volume renamed and moved to a volume subfolder

6) For ease of management, if a logical unit is renamed in SCYMM 2012, then the corresponding
SAN volume on the Dell Compellent Storage Center may also be renamed so that it matches.
Since a name change to a logical unit in SCVMM 2012 does not propagate to the matching SAN
volume, the SAN volume has to be renamed manually. In this example, the SAN volume was
renamed and moved to a subfolder using Dell Compellent Storage Center Manager. Renaming
these volumes so they match and moving them to subfolders is optional.

"M Administrator - MG-VMM2012-01.MGTestDomain.Jocal - Virtual Machine Manager (Evaluation Version - 174 days remaining)

Home Folder

E B Allocate Storage Capacity [ x|
\

B~
e ., b
= BE L
Create Create Create Add Allocate Ove
Classification Logical Unit - Resources ~ Capacity
Create Add Capacity
Fabric < Storage (3)
g ﬂ Servers |Name—

b -&. Networking

4 Storage
EE Classification and Pools
i~ Providers

Arrays

Arrays

B8 Classification and P

1% Providers

Select a host group to view the capacity information for hosts and clusters and
allocate storage logical units and storage pools

R LT (BB Test Host Group 1 h

Storage capacity for this host group includes storage allocated to the parent host groups.

Storage capacity for hosts in this host group

Local
Total capacity: 0GB
Available capacity: 0 GB

Remote
Tatal capacity: 2,200.97 GB
Available capacity: 2,008.23 GB

Allocated storage for this host group

Logical units

Mumber of logical units: 9

Total capacity: 2,787.75 GB
Available capacity: 291,02 GB

Allocate Storage Poals... |
Allocate Logical Units...

Figure 25: Allocate logical units to a host group
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7) To allocate this new logical unit to a host group, from the Fabric workspace, click on Storage,
then on click on Allocate Capacity under the Home tab to open the Allocate Storage Capacity
Window. From the Host groups drop down list, select the desired host group (Test Host Group
1 in this example), and then click on the Allocate Logical Units button as shown in Figure 25.

@alocatetogcales K|
Allocate storage to this host group for virtual machine workloads

The logical units allocated to the host group can be assigned to hosts, dlusters, or virtual machines,

[ Display as available only storage arrays that are visible to any host in the host group

Available logical units: | +

Array | Classification | Total Capacity | Logical Unit
5C12.techsollocal 5C12 (all tiers) 70.00 GB  Test-RDM
SC12.techsollocal =C12 (all tiers) 22,00 GB  testvm20-RDM2

5C12.techsol.local 5C12 (all tiers) 512.00 GB Test-VMM LUN_01
SC12.techsol.local 5C12 (all tiers) 50,00 GB  Tonys Demo
SC12.techsol.local 5C12 (all tiers) 20.00 GB  TonyTest
SC12.techsol.local 5C12 (all tiers) 500.00 GB  Tundra(win)-data
5C12.techsol.local 5C12 (all tiers) 500.00 GB  wvcoe_lun80
SC12.techsol.local 5C12 (all tiers) 100.00 GB  VDI-Replica-Lun20 “

l Add ' Remove |

Allocated logical units: | £ ||
Array | Clazsification | Total Capacity | Assigned | Hiost Group | Logical Unjt

= Pool Mame: SC12 \%

sC12.techsol.local SC12 (all tiers) 512,00 GB No Test-VMM LUN_01 F

Figure 26: Adding a logical unit

8) Scroll down the list to locate the new logical unit, click on it to highlight it, and then click on
the Add button to assign it. Once added, it will be listed in the Allocated logical units window
as shown in Figure 26.

9) If a new SAN volume is created on a Dell Compellent Storage Center outside of SCYMM 2012 (by
using Storage Center Manager or Enterprise Manager) after that Storage Center has already
been discovered and assigned a classification in SCYMM 2012, then that new SAN volume will
not show up as an available logical unit in SCYMM 2012 until after the Storage Provider in
SCVMM 2012 is refreshed. A storage refresh happens automatically once per day (by default).
It can also be run manually at any time.
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"M Administrator - MG-VMM2012-01.MGTestDomainJocal - Virtual Machine Manager {

Home | Faolder

2 % & .3 3"

Create Create Create Add Allocate Overview | Fabric
Classification Logical Unit - Resources = Capacity Resources
Create Add Capacity Show
Fabric < Providers (1)

4 ﬂ Servers |

; MName -
b i Networking
|L|;J 172.16.23.121:5389
4 Storage i Refresh
EE Classification and Pools &= Remove
1% Providers Properties

Arrays

Figure 27: Refresh the storage provider to view new Dell Compellent volumes

10) To force a refresh of the Dell Compellent storage provider in SCYMM 2012 so that any recently
created SAN volumes will show up as available logical units, complete the following steps:
a) From the Fabric workspace in SCVMM 2012, expand Storage.
b) Click on Providers.
c) In the Providers window, right-click on the storage provider for the Dell Compellent
Storage and select Refresh as shown in Figure 27.

11) Monitor the Reads Storage Provider job in SCVMM 2012 until it completes. This job may
require significant time to complete (up to an hour or more), depending on the number of Dell
Compellent Storage Centers managed by SCYMM 2012 and the number of existing volumes on
them.

12) Once the Reads Storage Provider job has finished, any new SAN volumes should now be

available as logical units in SCVYMM 2012. See steps 7 and 8 above in this section to allocate
these new SAN volumes (as logical units) to a host group.
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Add Physical Hyper-V Hosts to SCVMM 2012

Verify Consistent and Intuitive Naming for Virtual Networks on Hyper-V Hosts
Before adding existing physical Hyper-V host servers to SCVMM 2012, it is best practices to ensure that
clear, consistent and intuitive naming is in place for all the virtual network and network connection
components on each Hyper-V host server. This is especially important for Hyper-V failover clusters or
standalone Hyper-V hosts that may be clustered later. This will:
e Minimize confusion and networking configuration errors later when managing these
Hyper-V network components in SCVMM 2012
e Is required in order for these Hyper-V network components to be considered as “highly

available” by SCVMM 2012 for Hyper-V failover clusters

e Make it easier to add standalone Hyper-V servers to a failover cluster using SCYMM 2012

Ee Hyper-¥ Manager

2 Fie

Action  View Window  Help

&= | 2=5H=

25 Hyper-¥ Manager
Ha Tssrvzod

Yirtual Machines

| | Actions

Mame =

| State | CPU Usage

| Aszigned Memory | temory D emand | Me_ri

Mo wvirual machines were found on this server.

Mew

# Global Network Settings

[ Mac address Range
00-15-50-17-22-00 ko 00-15-50-1..,

IMore about creating virtual netwarks

Add

Creates a virbual network that binds to the physical network adapter so that virtual
machines can access a physical network,

- Import Virkual Machine. ..
B 3virtual Network Manager M= Lep “mP
¥ Hyper-Y Settings. ..
# Virtual Networks YA Create virbual netwaork T virtual Network Manager. . ]
s’% Mew wirbual network
2%, Wirtual Netwark 1 (External LAN) What bype of virtual network do you want to create? !ﬁl Edit Disk...
HP MC373 Multifunckion Gigabit Se. .. H Inspect Disk...
whw Wirtual Metwork 2 (External iSCSI) )
HP MC373i Mulkifunction Gigabit Se. .. (®) stop Service
i Wirtual Network 3 (Inkernal LAN) 75 Remaove Server
Internal only d
T Refresh
i Virtual Network 4 (Private LAN) —
Private virtual machine network, 2 Wiew

Mesw Window From Here

Help

Figure 28: Create virtual networks with Hyper-V Manager

1)

When Hyper-V Manager is installed on a Hyper-V host server, one or more Virtual Networks
(virtual switches) need to be created for Hyper-V guests to use. In the example shown in
Figure 28, a total of four virtual networks are defined for Hyper-V guest use on the standalone
Hyper-V host TSSRV204: virtual networks 1, 2, 3, and 4. An intuitive identifier (in parenthesis)
has been appended to each virtual network name (e.g. External LAN) to make it easier to

identify the role of each virtual network now and later on.
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Figure 29: Rename network connections to ensure consistency

Changes to network settings in Hyper-V’s Virtual Network Manager may cause brief interruptions to
network connectivity for both Hyper-V host and guest servers. To avoid a service outage, make any
changes to Hyper-V’s Virtual Network Manager during a maintenance window. Simply renaming existing
virtual networks or network connection objects will not cause interruptions to network connectivity.

2)

Once one or more virtual networks have been created by using Hyper-V Manager, one
additional step is needed inside of Network Connections to ensure intuitive and consistent
naming. By default (as shown by the middle screen in Figure 29), each new virtual network
created with Hyper-V Manager is given a default generic name such as Local Area Connection
2. To make it easier to correctly identify connection roles and manage them in SCVMM 2012,
provide more intuitive naming as shown in the right window in Figure 29.

e The top two objects shown in Network Connections (in the middle and right screens in
Figure 29) are the physical LOM (LAN on Motherboard) NICs. Each external and internal
virtual network (as defined in Hyper-V Manager) is bound to one of these physical NICs.

e Because Virtual Network 4 (Private LAN) as shown in the left screen in Figure 29 is a
private network, it is not bound to a physical NIC; therefore, no corresponding network
connection exists for it (this is by design).

Referring to Figure 29, for Hyper-V hosts in a failover cluster, verify that the names used for
each virtual network and each network connection object are configured and named exactly

the same across all of the hosts in the cluster.

In order for the virtual networks to be

considered highly-available in SCVMM 2012, the naming for these components must be identical

across all nodes in a cluster.
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%Failover Cluster Manager

File Action View Help

B EE
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= ifl Mebworks
-TJ Cluster Metwork 1 {External LAN)
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Adapter: Virtual Metwork 1 [External LAM)
IP Address: 172.16.23.78

Figure 30: Naming cluster networks in Failover Cluster Manager

4) In Failover Cluster Manager, each Cluster Network (in the left pane) should have matching
Network Connections (in the center pane) for each Hyper-V node of the cluster. In this
example Cluster Network 1 (External LAN) is associated with a matching and intuitively
named Virtual Network for each of its two nodes TSSRV202 and TSSRV203, as shown in Figure
30. The same is true for Cluster Network 2 (External iSCSI).

5) For ease of management, the descriptive identifiers (External LAN) and (External iSCSI) were
added to the default names Cluster Network 1 and Cluster Network 2 as shown in Figure 30 to
clearly identify their purpose now and in the future. With consistent and intuitive naming in
place for all cluster networks, virtual networks, and network connections, it is much easier to

manage and troubleshoot the networking aspects of a clustered environment.

Add Existing Physical Hyper-V Servers to SCVMM 2012
The steps below will demonstrate how to add existing physical Hyper-V host servers to the SCYMM 2012
fabric. In this example, a Hyper-V failover cluster consisting of two physical Hyper-V nodes, and a

standalone physical Hyper-V host server will be added to the SCYMM 2012 fabric.

It is very important to ensure that intuitive and consistent naming is in place for the networking
components of your physical Hyper-V servers (both clustered and standalone) as detailed in the

previous section of this document before continuing.
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Per Table 3 below, SCYMM 2012 supports the management of Hyper-V hosts and failover clusters in a
variety of AD and network situations.

Table 3. Server management options in SCVMM 2012

Type of existing Windows | In relation to the SCVMM 2012 server, the Windows | Can it be managed by

host server host is on the following type of domain or network SCVMM 2012?
Trusted AD Domain Yes
Untrusted AD Domain Yes
Standalone Hyper-V host Disjointed Namespace Yes
Perimeter network/Screened Subnet/DMZ Yes
Trusted Domain Yes
Hyper-V Failover Cluster Disjointed Namesp.ace Yes
Untrusted Domain Yes
Perimeter network/Screened Subnet/DMZ No

To ensure full management capability, it is best practices to locate your SCYMM 2012 server and your
managed physical Hyper-V hosts and nodes (standalone or clustered) on the same AD domain or on a
trusted domain (two-way trust). While SCVMM 2012 can manage Hyper-V hosts and nodes on other
networks such as an untrusted domain or a disjointed hamespace, some management options (such as
running Cluster Validation) are not available if the SCVMM 2012 server and managed Hyper-V hosts and
nodes are not on the same domain or a trusted domain.

Note

In this example, three physical Hyper-V servers (two nodes that are clustered and one host that is
standalone) will be added to SCYMM 2012. All three are on an untrusted domain and so this example
will show the necessary configuration steps required to manage these untrusted servers. For more
information on how to add physical Hyper-V hosts or nodes that are on other types of networks, please
refer to the Microsoft SCYMM 2012 documentation as listed in the References section of this document
found on page 10.
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Figure 31: Create a domain service account user for untrusted Hyper-V hosts
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1) As shown in Figure 31, on the untrusted domain’s AD domain controller, complete the following

steps:

a) Launch Active Directory Users and Computers.

b) Create a new domain user account with a name and description that intuitively identifies
its purpose (for example, UntrustedHosts).

c) Assign this new domain user account a password that meets minimum complexity
requirements, and record it in a secure place for future reference.

d) Because this user account is a service account that will not be used by actual users, the
recommendation is to set this password to never expire to prevent possible service
interruptions due to an expired password.

.‘._-:Iusrmgr - [Local Users and Groups {Local)'Groups]

File  Action Wiew Help
e« 2@ XE = H
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Administrators Properties r v
General I
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Description: Administrators have complete and unresticted access Fo
to the computer/domain
Members:
A A dministrator
% TECHSOL D omain Adming
(A TECHSOLATS5RY205 o
é} TECHSOLuntrustedhosts [untrustedhosts @techsol local) ] [

Figure 32: Add domain service account user to each Hyper-V host and node

2) As shown in Figure 32, on each physical Hyper-V node of the untrusted failover cluster, and on
the untrusted standalone Hyper-V host, complete the following steps:
a) Launch Local Users and Groups.

b) Add the domain user service account (UntrustedHosts in this example) to the local
administrators group.
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Figure 33: Create SCYVMM 2012 “run as” account for untrusted hosts and nodes

3) Asshown in Figure 33, create a “run as” account using the SCVMM 2012 Manager console:

a)
b)
<)
d)

From the Settings workspace, expand Security=> Run As Accounts.

Click on Create Run As Account under the Home tab.

Provide a descriptive name for the Run As account and provide a description (if desired).
For User Name, enter it in <untrusted_domain_name>\<user_name> format as shown,
and provide the password. The domain name, user name and password entered here must
match the domain name, user name, and password used to create the domain user service
account in step 1 above.

Uncheck the option for Validate domain credentials. Since this domain user account is on
an untrusted domain relative to the SCVMM 2012 server, validation will fail if the box is left
checked (this is by design).

Click on OK to create the user.
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Figure 34: Launch Add Resources Wizard to add a Hyper-V host or cluster

4) To add physical Hyper-V host servers to SCYMM 2012, from the Fabric workspace, click on
Servers, and then click on Add Resources from the ribbon bar under the Home tab as shown in

Figure 34. Select Hyper-V Hosts and Clusters to launch the Add a Resource Wizard.

'E Add Resource Wizard

‘£ Resource location

| ‘ Indicate the Windows computer location
Credentials  windows Server computers in a trusted Active Diractory domain
[ % Windows Server computer in an untrusted Active Directory domain ]
Target resources
 Windows Server computers in a perimeter natwork
Host settings 1f you select this option, before yeu continue, use VMM Setup to install the VMM agent locally on the targeted
computers. Ensure that you configure the perimeter network settings during the agent setup.
Summary
" Physical computers to be provisioned as virtual machine hosts
Select this option to add bare-metal with baseboard it o
. . ’ .
Figure 35: Specify the Hyper-V server’s location

3)

For Resource Location, select the location of the Hyper-V Host server to be added. In this
example, since the two-node Hyper-V failover cluster and the standalone Hyper-V Host server

are on an untrusted domain, that option is selected as shown in Figure 35.
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*E Add Resource Wizard

Resource location
Target resources
Host settings

Summary

‘£ Credentials

Specify the credentials to use for discovery

Specify the Run As account to use to discover computers and, when needed, to add the Hyper-V role and deploy the
Virtual Machine Manager agent.

Run As account: I Untrusted Hosts "run as" Account for SCVMM2012

Browse... I

i ' The above provided Run As account should be a local administrator on the host machine. 1t will be used while
adding the host as well as for providing future access to the host during its lifetime.

Figure 36: Specify the correct “run as” account to access a Hyper-V host

6) Click on the Browse button and select the appropriate SCYMM 2012 run as account. In this
example, the Untrusted Hosts run as account is selected. Then click on Next.

d Resource Wizard

Resource location

Cradentials

‘& Target resources

Specify the Windows Hyper-V candidate computers

Each time that a Virtual Machine Manager (VMM) agent is installed locally en a computer, a certificate is gener
This certificate is used te communicate securely with the host, and will be imported into the WM

‘ certificate store when the host is added.

Host settings

Summary

Fully qualified domain name {FQDN) or IP address:

I TS-HV-Clusterd1.techsellocal Add |
Computer Hame Remove |

'-?‘.E Failowver Cluster Manager

File  Action Wiew Help

€= 2= B=

TI5RYZ02
TSSRNZ03
[ Cluster Shared Yolumes
|, Storage

i Metworks
id| Cluster Events

Figure 37: Specify the FQDN or IP address of a Hyper-V host server or cluster

7) Specify the IP address or fully qualified domain name (FQDN) for the Hyper-V host server to be
managed by SCVMM 2012. In this example, since a two-node Hyper-V failover cluster is being
added, it is timesaving step to provide the FQDN of the failover cluster object, as shown in
Figure 37. This will allow SCYMM 2012 to install the agent on all the physical Hyper-V nodes in
the cluster at the same time (TSSRV202 and TSSRV203 in this example). Then click on the Add

button.

Each host in the failover cluster can also be added individually to SCVYMM 2012 by entering the IP

Note

address or the FQDN of each host one at a time. Other management functions, such as creating a
failover cluster from individual Hyper-V Hosts are also possible from within SCVMM 2012.
some management functions, such as running cluster validation, are not possible from within SCVMM

Note that

2012 if the Hyper-V Hosts and the SCVMM 2012 server not on the same (or trusted) AD domain.
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'E Add Resource Wizard

‘£ Target resources

Resource location Specify the Windows Hyper-V candidate computers

Credentials Each time that a Virtual Machine Manager (VMM) agent is installed locally on a computer, a certificate is generated.
This certificate is used to communicate securely with the host, and will be imported into the VMM server's local
| | certificate store when the host is added.

Host settings Fully qualified domain name (FQDN) or IP address:

[ ndd__|

Computer Name
t!{: TS-HV-Clusterd1.techsol.local
1 TssrV202.techsoldocal
1 Tssrv203.techsoldocal

Summary

EiE:E Failover Cluster Manager

File  Action ‘iew Help

€= ZmlH=

Tﬁ Failover Cluster Manager
= &;ﬂ sterD1.bechsol local
Services and applications
= :53 MNodes

TS5RYZ0Z2
= g TSSRY203
s Cluster Shared Yolumes
|, Storage

5| Metworks
i Cluster Events

Figure 38: Failover cluster added to SCVMM 2012

8) Once SCVMM 2012 discovers the failover cluster or Hyper-V host, it will be displayed as shown
in Figure 38. Note that in this example, since a failover cluster was added, both of the
physical Hyper-V nodes in that cluster were added automatically. Click on Next.

‘E Add Resource Wizard

£ Host settings
Resource location Specify the desired location for selected hosts
Credential
renentials Assign the selected computers to the following host group:
Target resources Host group: 3 All Hosts
| El A All Hosts

) Test Host Group 1

Summary

Figure 39: Assign the managed Hyper-V host or failover cluster to a host group

9) On the Host Settings screen, click the drop down arrow and select the desired host group to
assign the selected Hyper-V nodes or hosts to. In this example, Test Host Group 1 is selected

as shown in Figure 39. Click on Next to continue.
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‘E Add Resource Wizard

Resource location Confirm the Settings
Credentials
Target resources Resource type: Hyper-\ capable Windows Servers
Resource location: Non-trusted Windows computer
Hast settings Credentials: Untrusted Hosts "run as" Account for SCVMM2012
‘ Computers to be added: TS-HV-Clusterdl.techsol.local
| Haost group: Test Host Group 1

Figure 40: Confirm Add Resources Wizard summary

10) On the Summary screen, review the settings, and then click on the Finish button.

Jobs - recent jobs (13)

| Namg | Status -
b Refresh host cluster [ 0%
Add non-trusted domain host EEEEEENENENNENENEER 66 %

Add non-trusted domain host IEEEREENENNNNEENEENR 65 %
Create new host cluster Completed

Q=

Figure 41: Add resources jobs

11) Monitor the status of any jobs until they complete successfully.

12) Repeat the above steps, starting with Step 4 in this section, to add other physical Hyper-V
nodes or host servers. In this example, the standalone Hyper-V host server TSSRV204 was also
added to the host group Test Host Group 1.

13) If adding a standalone Hyper-V host, once it has been added, right click on it, and under

Properties, go to the Placement screen and specify a location for guests. In this example, the
path E:\VirtualGuests was specified for the host server TSSRV204.
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¥ Administrator - MG-VMM2012-01.MGTestDomain local - Virtual Machine Mana

Home | Folder

¥ % F Y |@ O
Fabric

Create Add Qverview Compliance Scan  Remediate Co
= Resources P
Create Add Show Compliance
Fabric Hosts (3)

A

4 29 servers =l

4 [ All Hosts Mame | Host Status
4 7] Test Host Group 1 ' TssRv202.techsol Jocal K
4 .TS-HV-CIuster[)l -i‘ T55RV204.techsel.local QK
7 TssRv202 ' Ts5RV203.techsollacal oK
& Tssrvz03
& TssRV204
= Library Servers
i PXE Servers il

:2 Update Server
i vCenter Servers
i VMM Server

b & Networking

Figure 42: Failover Hyper-V cluster and Hyper-V host successfully added to SCVMM 2012

14) To verify the addition of the Hyper-V failover clusters and standalone Hyper-V host servers to
SCVMM 2012, click on the Fabric workspace, expand Servers, and under All Hosts, expand the
desired host group (Test Host Group 1 in this example). As shown in the example in Figure 42,
the two-node Hyper-V failover cluster consisting of TSSRV202 and TSSRV203, and a standalone
Hyper-V host server TSSRV204 are now listed with a status of OK.

Configure Networking and Static IP Pools in SCVMM 2012

Assign a Logical Network and Static IP Pool to a Hyper-V Host

In the Configure Networking section of this document (see Page 19), a logical network named Test
SCVMM Logical Network 1 with an associated static IP pool named Test SCVMM Logical Network
1_Test Host Group 1 (consisting of 20 static IPs) was created for Hyper-V guest use.

Now that several physical Hyper-V hosts are available in the host group in SCVYMM 2012, this logical
network and its associated static IP pool can now be associated with one or more physical Hyper-V

hosts in the host group. In the below example, this logical network will be associated with the
standalone Hyper-V host TSSRV204.
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RGNS Administrator - TSSRV190.MGTestDomai

Home Folder Host
Q Eshut Down Power On fé@starl Maintenance Mode " Move to Host Group  Remove Cluster Node ‘i ] —
~ 34f Restart (7} Power Off  Sijg Stop Maintenance Made ;
Refresh = Connect View Remove
Reset l@l\-‘iew Status [& Run Script Command via RDP networking
[H TesR¥204 techsollocal Properties
Fabric

4 29 Servers
4 ] All Hosts
4 [ 7] Test Host Group 1

4 @ TS-HV-Cluster01

General

Status

3 cru
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i Memory
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*
S

Storage
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= Virtual Machine Paths
o TS5RV203
1 TSSRv204 S—
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_Eg Update Server
i v enter Servers Virtual Networks
38 VMM Server Placement
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@ HP NC373i Mulkifunction Gigaki. . )
Virfual Mafwork T (Exfarmal LAM)
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Device name: HP MC373i Mulkifunction Gigabit Ser...
Data rate: 1000 Mbps

State: Connecked

Physical (MAC) address:  00:19:B6:30:05:38

DHCP enabled: Mo

IPv4 address: 172.16.23.34

Description:

=

Logical network connectivity

Logical networks that are ko be associated with this adapter:
Test SCYMM Logical Network 1]
wirtual Mekwork 1 (External LAN)
O virtual Metwoark 2 (External iSCSI)

/

8 MAC AddressPools | tom Properties @3 HP NC373i MulbFunction Gigabi.

37 Load Balancers Wirtual Metwork, 2 [External iSC..

E VIP Templates DYD/CD-ROM Drives | | LI
- Advanced Advanced... |
#% \Ms and Services i
= BMC Setting V' awailable For placerment
EJL Fabric BMC Logs V' Used by management
= Library
[ Jobs _view scip | ok || cmed

A

Figure 43:

1)

Assign a logical network and associated static IP pool to a Hyper-V host

From the Fabric workspace, expand Servers, All Hosts, and under the desired host group, click
on the desired Hyper-V Host (in this example, TSSRV204).

Under the Host tab, click on Properties on the ribbon bar, and then on the Hardware screen.

On the Hardware screen, click on the physical NIC for the desired external network (Virtual
Network 1 (External LAN) in this example).

In the Logical network connectivity window, note that the NIC is already associated with
Virtual Network 1 (External LAN) in this example. In addition to that check box, check the
box for the desired logical network (Test SCYMM Logical Network 1 in this example) as shown
in Figure 43.

In this example, access mode is being used (the default). If trunk mode is being used in your
environment, then click on the Advanced button and configure trunk mode settings.

Click on the OK button, and verify that the Change Properties of virtual machine host job
completes successfully.
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7) If desired, associate this logical network with other Hyper-V hosts and nodes in the host group.
In this example, Test SCVMM Logical Network 1 was also associated with both nodes
(TSSRV202 and TSSRV203) of the failover cluster TS-HV-Cluster01.

™ Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version - 169 days remaining)

Home Folder

:,, 4 Create IP Pool 2 ) % 2 8 Services E3 PowerShell —
i ot

'Ecreate MAC Pool 7 Virtual Machines E| Jobs
Create Logical .. Create Add Overview Fabric (o = Properties
Network go'eate VIP Template - Resources = Resources |ﬂ Hosts 5 PrO
Create Add Show \ Window Properties
Fabric <  Logical Network Information for Hosts (3)
\7
4 ﬂ Servers W “
4 7] All Hosts Name - fﬁ:ompliance N | Logical Network
4 [ Test Host Group 1 = ! TssRv204.techsol.local Fully compliant
4 .TS—HV-CIusterOl W HP NC373i Multifunction Gigabit Server Adapter #42 | Fully compliant | Virtual Network 2 (External iSCSI)
, TSSRV202 W HP NC373i Multifunction Gigabit Server Adapter #43 | Fully compliant | Test SCYMM Logical Network 1, Virtual Network 1 (External LAN)
E & T55RV203.techsol.local Fully compliant
7 TssRv203 L ¥ come
F AT W HP NC373i Multifunction Gigabit Server Adapter #6 | Fully compliant | Test SCYMM Logical Network 1, Virtual Network 1 (External LAN)
k . = W HP NC373i Multifunction Gigabit Server Adapter #43 | Fully compliant | Virtual Network 2 (External iSCSI}
Library 5 3
_ forary Servers B ! Ts5RV202.techsollocal Fully compliant
? PXE Servers B HP NC373i Multifunction Gigabit Server Adapter #43 | Fully compliant | Virtual Network 2 (External iSCSI)
2 Update Server W HP NC373i Multifunction Gigabit Server Adapter #3 | Fully compliant ) Test SCVMM Logical Network 1, Virtual Network 1 (External LAN)
ﬂ vCenter Servers
_j VMM Server

4 i Networking L5

4+ Logical Networks

8 MAC Address Paols

Figure 44: Verify that logical network information is fully compliant for all hosts

8) To verify the configuration, from the Fabric workspace, expand Networking, click on Logical
Networks, and in the Show group under the Home tab on the ribbon bar, click on Hosts.
Verify that the Compliance column shows a status of Fully compliant for each Hyper-V host’s
physical NIC, as shown in Figure 44.
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Creating a Private Cloud

Now that all the essential elements of the SCVMM 2012 fabric are in place, a private cloud can now be
created from a host group and its associated fabric components.

Review Fabric Settings

Before creating a private cloud, ensure that the steps in the preceding sections of this document have
been completed to prepare the SCVMM 2012 fabric. As a quick review of the sections above,
configuring the SCVYMM 2012 fabric consisted of the following steps:

Define a host group for physical Hyper-V hosts and nodes

Configure a library server, copy resources to its default share location, and assign it to
the host group

Configure a logical network, network site, static IP Pool, and assign to the host group
Discover Dell Compellent SAN storage, assign classifications, allocate storage pools
and/or logical units from the Dell Compellent SAN to the host group

Add one or more physical host servers to a host group (after verifying consistent and
intuitive naming for all Hyper-V host and failover cluster networking components)
Assign an SCVMM 2012 logical network (and associated pool of static IPs) to the physical
Hyper-V hosts and nodes in the SCYMM 2012 host group.

Add New Read-write Library Shares to the Library Server
Before running the wizard to create a private cloud, a couple of new read-write library shares need be
to be created as read-write locations for stored VMs and for user role shared data.

When creating a private cloud, the wizard will prompt for a data path for Stored VMs.
Since we want self-service SCVYMM 2012 users to be able to store Hyper-V guest VMs, an
additional library server share (named StoredVMs in this example) will need to be
created ahead of time for this purpose. A separate library server share for stored VMs
is required because it must be read-write (the default library server share is read-
only).

When creating a user role and assigning it to a private cloud, the wizard will prompt for
a user role shared data path, which is a location where members of a user role can
upload data to share with other role users. Since we want self-service role users to be
able to upload and share data files, an additional library server share (named
UserRoleSharedData in this example) will need to be created ahead of time for this
purpose. This library share will also be read-write.

The example below will first walk through the necessary steps to create the StoredVMs share. Once
that share is created, the same steps can be repeated (steps 3a - 3f below) to create the second share
for UserRoleSharedData.
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n Permissions for MSSCYMMLibrary E
Share Permissions |
Group or user names:
& S0LAmin (S0LAmin@MEGT estDomain local)
z; WAk A dmin [V MAdminEi G T estD omain. local]

2 Ts5RVIa0S
};‘I"Dumain Adminz [MGTESTDOMAINDomain Admiﬂsi _ILI
4 »

Permiszions for SYSTEM Allow Deny
Full Contral [m]
El w Datall (D:) Change o
.. Program Files Fiead O
. Program Files {x86) 4 J% Library Servers
=1 . ProgramData 4 %TSSRVIQO.MGTEStDDmEil'l.‘ClCﬂl
[ =l Wirtual Machine Manager Library Files] —-—D [‘ | MSSCVMMLibrary ]
. ApplicationFramecrks o I RS Leamn about access control and permissions
. 150s L1150s
| WHDs = VHDs 0K I Cancel | Apply

Figure 45: Default SCVMM 2012 library server share and permissions settings

1) The default instance of the library server in the SCVMM 2012 fabric in this example currently
has one library shared folder on the D:\ drive as shown in Figure 45.

on this server because the default path was changed from C:\ to D:\ during the initial install of the

By Default, this share is on the C:\ drive under the hidden folder C:\ProgramData. It is on the D:\ drive
SCVMM 2012 server so that it would not be on the same drive as the operating system.

Note

2) The Windows folder is named Virtual Machine Manager Library Files and is shared as
MSSCVMMLibrary. This folder appears in the SCYMM 2012 Manager console (under the library
workspace) by its share name.

3) To add a new read-write SCVMM 2012 library share to an existing library server to hold stored
VMs for your self-service users, complete the following steps:
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Figure 46: Configure a new Windows folder, share it, and set permissions

a) Use Windows Explorer to create the folder structure in the desired location. In this
example, a new folder was created under D:\ProgramData called StoredVMs. Right-click
on this folder and select Properties, click on the Sharing tab, click on the Advanced
Sharing button, and check the box to Share this folder. Provide a desired share name or

choose the default share name.

b) Click on the Permissions button and remove the Everyone group and add SYSTEM with Full
Control permissions as shown in Figure 46 (adding the SYSTEM group is required).

c) Add other Windows users and groups as desired to allow administrators or other users
access to this location by its Windows share name. As an example, see the permissions on

the default MSSCVMMLibrary share in Figure 45.

“ % Library Servers

“1150s
~| VHDs

B Self Service User Content

4 7] MSSCVMMLibrary

| ApplicationFramewaorks

I WEDDEDT
.9 en_sql_se

©% en_wind

d kTSSR".-‘lQO.MGTestDDmain.Iocal [ﬁ, Add Library Shares ]

Ly Refresh

=3 Remove

[ Properties

Figure 47: Add a new library share to the SCVMM library server for stored VMs
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d) Now that the new Windows share location is in place, from the SCYMM 2012 Manager
console, click on the Library workspace, expand Library Servers, right-click on the desired
library server and select Add Library Shares as shown in Figure 47.

|

Es add Library Shares

B% Add Library Shares

Add Library Shares Select library shares to add

Surnmary Share Mame | Shared Path | Caomment | Add Default Resources
Eﬁ Library Server: TSSRY190.MGTestDomain.local

[# MssCymMMLbrary D:iProgramDatalirkual M.,
[ v StoredvMs [:iProgramData)StoredviMs I

-
I

Figure 48: Add a new library share to SCVMM 2012 library server

e) The Windows share is now visible (as StoredVMs in this example). Check the box in front
of the share name and click on Next, verify the configuration on the Summary screen, and
then click on the Add Library Shares button to complete the wizard.

“ = Library Servers
= # TS5RV190.MGTestDomain.local
4 7 MSSCVMMLibrary
| ApplicationFrameworks
1150s
_1VHDs
_'§ Stored Virtual Machines and Services

E Orphaned Resources

Figure 49: New library share now available in SCVMM 2012

f) Verify that the Set Library Server job completes successfully in SCYMM 2012, and then the
new library share should be visible under the library server as shown in Figure 49.

4) Repeat steps 3a - 3f above to create the UserRolesSharedData library share. Once this

additional share has been added to the library server, please continue with the steps below to
create a private cloud.

Page 49



Microsoft Server 2008 R2 Hyper-V Best Practices for Microsoft SCYMM 2012

Launch and Complete the Create Cloud Wizard

' Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version -

1B ~ Home Folder
3 I = L3 Powershell
8 ¥ (ot o2 @@@s o
Create Create Virtuall Create | Create Host Assign Overviewi| VMs | Services
Service  Machina~ Group Cloud @PRO
Create Cloud Show Window
VMs and Services + VMSs (0)
&5 Clouds I
= it Statu:
» | 1 All Hosts Ltians s

Figure 50: Launch the Create Cloud Wizard

1) From the SCVMM 2012 Manager console, click on the VMs and Services workspace, and then

under Home, click on Create Cloud on the ribbon bar to launch the Create Cloud Wizard as
shown in figure 50.

IH Create Cloud Wizard

General

| ‘ Specify a name and optional description for the private cloud

Resources
Name: | Test Private Cloud 1

Description: | Tast Private Cloud 1

Logical Networks

Load Balancers

VIP Profiles

Figure 51: Provide a name for the private cloud

2) On the General screen, enter a name for the private cloud (Test Private Cloud 1 in this
example), a description if desired, and click on Next.

[H create Cloud Wizard

Resources

General Select the resources for this cloud

| | (= Host groups:
Logical Networks

Name
Load Balancers BT § All Hosts

M8 Test Host Group 1
VIP Profiles _——————

Figure 52: Select the resources (host group) for the private cloud
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3) Check the box for the desired host group (Test Host Group 1 in this example) as shown in
Figure 52, and click on Next.

IH create Cloud Wizard

Logical Networks
General Select the logical networks for this cloud
Resources Logical networks:
|— Mamg | Description

¥ Virtual Network 2 (External i5CST)

Load Balancers ¥ Test SCVMM Logical Network 1 Test SCYMM Logical Network 1
[« Vvirtual Netwaork 1 {External LAN)

VIP Profiles

Figure 53: Select the logical networks for the private cloud

4) As shown in Figure 53, check the boxes in front of the desired logical networks to be made
available to this private cloud. Recall from the steps above under Configure Networking (see
page 19) that the Test SCVMM Logical Network 1 was preconfigured as a fabric resource in
SCVMM 2012 to define a small pool of static IPs for Hyper-V guest use. Note how the previous
intuitive naming provided for the logical networks makes it easy now to quickly identify the
role of each logical network (see Configure Networking on page 19, and Verify Consistent and
Intuitive Naming for Virtual Networks on Hyper-V on page 33). Click on Next.

5) On the Load Balancers screen, check the box in front of any desired load balancers. In this
example, no load balancers will be selected. Click on Next.

6) On the VIP (Virtual IP) Profiles Screen, select any desired VIP Profiles. In this example, no VIP
profiles will be selected. Click on Next.

'H Create Cloud Wizard

Storage
General Select the storage classifications for this cloud
Resources Storage dlassifications:
Classification | Total Capacity

Logical Networks ,F <Cs (al tiers)

Load Balancers [¥ sC12 (all tiers)
B 5c13 (all tiers)
~—

37,872.%0 GB
44,433.31 GB
40,519.61 GB

VIP Profiles

Figure 54: Select Storage for the private cloud

7) On the Storage screen, select the desired storage classifications for this private cloud. In this
example, three Storage Centers, each assigned a classification, are selected as shown in Figure
54. Click on Next.
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'H Create Cloud Wizard

Library

General Specify stored VM path and read-only library shares

Resources
Stored VM path:

Logical Metworks I WTSSRVL90.MGTestDoma in.Iocal'_.Stn radVMs

Load Balancers
Read-only library shares:

N

VIF Profiles Mame | Description | Path
Storage MSSCVMMLibr. . | Virtual Machine Manager Library Files  \\TS5RV190.MGTestDomain.local\M5_
Capacity

Figure 55: Specify stored VM path and read-only library shares

8) On the Library screen, for the Stored VM path, click on the Browse button and select the
library share for Stored VMs. In this example, this library share was created previously (see
Add New Read-write library shares to the Library Server) and was named StoredVMs.

9) For the Read-only library share, click on the Add button and select the MSSCVMMLibrary
share, as shown in Figure 55. Then click on Next.

path must be a read-write path. This is the reason why (in this is example) the stored VM path was

. The Stored VM path and the Read-only library cannot be set to the same share because the stored VM
created above prior to running the Create Private Cloud Wizard.

Note

10) On the Capacity screen, adjust the capacities if desired for virtual CPUs, memory, storage,
etc., and then click on Next. In this example, the default values are left unchanged.
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IH! Create Cloud Wizard

Capability Profiles
General Add virtual machine capability profiles for this cloud
Resources Profiles:
Logical Metworks Name | Description
[ ESX Server The built-in fabric capability profile for VMware ESX hosts
Load Balancers e . o N
[~ Xenserver The built-in fabric capability profile for Citrix Xen hosts
VIP Profiles [ Hyper-v The built-in fabric capability profile for Microsoft Hyper-V hosts

Storage
Library

Capadty

Summary

Figure 56: Select the Hyper-V capability profile

11) On the Capability Profiles screen, check the box for Hyper-V (Since this private cloud will only

contain Hyper-V Servers) and click on Next.

12) On the Summary Screen, verify the settings summary and then click on Finish.

'¥! Administrator - TSSRV190.MGTestDomain ocal - Virtual Mad

Home | Folder

B F B 1 o4

Create Create Virtual Create Create Host Assign Ovenview

Service  Machine~  Cloud Group Cloud
Create Cloud
VM= and Services < VM= (0)
4 | &5 Clouds |:
[-i‘- Test Private Cloud 1] | Mame
» [ All Hosts

Figure 57: Private cloud successfully created

13) Verify that the Create New Cloud job completes successfully. Then click on the VMs and
Services workspace, and the new private cloud (Test Private Cloud 1 in this example) should

be listed under Clouds as shown in Figure 57.
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Library

4 % Cloud Libraries

4 &5 Test Private Cloud 1
4[] MSSCVMMLibrary
| ApplicationFrameworks
1150s
] VHDs

k— Stored Virtual Machines and Services

& Self Service User Content

- k— Library Servers

Figure 58: Verify cloud details under cloud libraries

14) Under the Library Workspace, expand Cloud Libraries and the new cloud should be listed with
its read-only library shares and the Stored Virtual Machines and Services object, as shown in

Figure 58.
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Create Self-service User Role
There are two ways that SCYMM 2012 can be accessed by users:

e The SCYMM Manager console: this is installed by default on the SCVMM 2012 server
during initial setup. The Manager console (a client-based GUI) can also be installed on
other servers or workstations with a supported OS.

o The SCYMM 2012 Manager console is used by SCVMM 2012 administrators or
delegated administrators to configure and manage SCVMM 2012 resources,
private clouds, and self-service roles.

o The SCVMM 2012 Manager console can also be used by self-service role users to
manage their own private cloud resources. As a result, the use of the Self
Service Portal (SSP) with SCVMM 2012 is optional (see next bullet).

e The SCVMM 2012 Self Service Portal (SSP): this allows self-service roles users created
by an administrator or delegated administrator to access and manage their own private
cloud resources by using a supported web browser (no client required) over an http or
https connection. However, functionality with SSP is limited. It is a best practices
recommendation for self-service role users to use the Manager console where possible.

In this example, an SCYMM 2012 user role will be created, self-service role users will be added, and the
user role will be assigned to the Test Private Cloud 1 created above.

"M Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version - 169 days remaining)
Home B! Create User Role Wizard

: Name and description
Create reate Run  Cre
User Role Jis Account

Create |

| Provide a name and an optional description for this user role

Settings Prefile
2 General Name: [Test SCMM User Role 1
L Members bescrint
4 29 Security escription: [Test SCYMM User Role 1
Scope
:;l’ User Roles

Run As Accounts Library servers
E Servicing Windows Run As accounts
il Configuration Provi|  Summary

a2 System Center Setti

Figure 59: Launch the Create User Role Wizard

1) From the Settings workspace in the SCVMM 2012 Manager console, click on Create User Role

under the Home tab on the ribbon bar to launch the Create User Role Wizard as shown in
Figure 59.

2) Provide a Name and Description for the User Role. Since this user role will be associated with
the Test Private Cloud 1 created previously (see Launch and Complete the Create Cloud
Wizard on page 50) the name and description fields named accordingly as shown in Figure 59.
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[B Create User Role Wizard

Profile

Name and description Select a user role profile for this user role

‘ | The profile that you select determines the actions that will be available for members of this user role.

" Delegated Administrator
Members

 Read-Only Administrator
Scope (% Self-Service User

Resources User role profile description:

Actions Self-service users create, deploy, and manaage their own virtual machines and services by using the VMM console or
a Web portal. A self-service user role specifies which tasks the users can perform on their virtual machines and

services and can place quotas on cemputing resources and virtual machines,
Summary

Figure 60: Select a profile for a self-service user role

3) On the Profile screen, select the option for Self-Service User and then click on Next.

B Active Directory Users and Computers Test-Private-Cloud Properties [ 7] ] ‘

File  Action  Wiew Help

$$|ﬁ\&’ﬂ|x|§@|ﬂ|$ﬁ Members:
=] Active Di:EtDW Users and Compute ame Marne | Active Directory Domain Services Folder
|| saved Queries 3) ClaudU serd MG TestDomain.local/TechSal

= gT:j::mam.loca\ 2 CloudUssi02  MGTestDomain local/TechSal
@ [ Computers
|2 Domain Controllers
[ ForeignSecurityPrincipals
(| Managed Service Accounts
|27 Servicenccounts
2 TechSol
[ Users
2 sCYMMM-z012

General Members | MamheerI tanaged Byl

I8! Create User Role Wizard

Name and description Members
Profila Members are uger accounts or Active Directory groups that belong to this user role,
| Members:
~
Name | Add I
Scope

MGTESTDOMAIN|Test-Private-Cloud J

Quotas for the Test Private...

Resources

Actions

Summary

Figure 61: Assign AD users/groups to SCVMM 2012 self-service user role

4) On the Members Screen, select the Active Directory (AD) Users (and/or Groups) that will
belong to this self-service user role. In this example, an AD group named Test-Private-Cloud
was first created on the AD domain controller by using Active Directory Users and Computers.
To this AD group, two self-service AD users were added (CloudUser01 and CloudUser02 in this
example). As shown in Figure 61, the Test-Private-Cloud AD group was then added to the
Members screen in the Create Users Role Wizard. Once the desired users or groups are listed,
click on Next.
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'E! Create User Role Wizard

Scope

Name and description
Profile

Members

Scope

The scope of the user role determines the objects on which the the member of the user role can perform
actions.

Scope:

|

Quotas for the Test Private
Resources
Actions

Summary

[ & Test Private Cloud 1

Figure 62: Specify a private cloud for the self-service user role

5) Check the box for the private cloud for which this self-service user role will be able to perform
actions. In the example shown in Figure 62, Test Private Cloud 1 is the only private cloud
available. Click on Next.

[H Create User Role Wizard

Quotas for the Test Private Cloud 1 cloud

Name and description
Profile
Members
Scope
|
Resources
Adtions

Summary

Quotas for the Test Private Cloud 1 cloud

Role level quotas:
All members of this user role cembined can use resources up to the specified limits.

Dimension | Awailable Capacity ‘ Use Maximum ‘ Assigned Quota

Virtual CPUs: Unlimited @ [ Unlimited
Memory (ME): Unlimited 2 lm
Storage (GB): Unlimited 2 lm
Custom quota (points): Unlimited °2 lm
Virtual machines: Unlimited 2 lm

Member level quotas:
Each member of this user role combined can use resources up to the specified limits.

Dimension | Awailable Capacity | Use Maximum | Assigned Quota

Virtual CPUs: Unlimited [ [ Unlimited
Memory (MBE): Unlimited ™2 lm
Storage (GB]: Unlimited 2 lm
Custom quota (points): Unlimited 2 lm
Virtual machines: Unlimited I~ lm

Figure 63: Set role and member level quotes for a private cloud

6) On the Quotas screen, adjust the role and member level quotas as desired. In this example,

the default values are left in place as shown in Figure 63. Then click on Next.
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'H Create User Role Wizard [ x| i
Resources
Name and description Resources
Profilz Each member of this user role can use enly the specified resources.
Mamhars Resources: _
| Mame | Type | Description | Add... I
Scope
Remove

Quotas for the Test Private..
Actions

Summary

Specify user role data path

Each member of this user role can upload their data to this library path location.

Data path:ll WTSSRY1%0.MGTestDomain.lecal\UserRolessharedData J Browse...

Figure 64: Assign resources and a data path to a user role

7) On the Resources screen, add any existing hardware profiles, OS profiles or templates these
self-service users can use for Hyper-V guest VM creation. Since no profiles or template have
been defined yet in this example, these will need to be added later on after they have been
created (see Create SCVMM 2012 Profiles and Templates below on page 63).

8) For the Data path, click on Browse and choose a unique read-write library server share
location that members of this self-service user role can use to upload and share their data files
and share them with each other. In this example, a new library share called
UserRoleSharedData was created for this purpose in the preceding section Add New Read-
write library shares to the Library Server.

9) Once a data path is specified, then click on Next.

The Data path chosen in Figure 64 must be unique. It cannot be the same as the library share created
for Stored VMs.

Note
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IHl Create User Role Wizard

Actions
Name and description Select the permitted actions for this user role
Profile Each member of this user role can perform only the specified actions.
Members MName Description
™ Author Author virtual machine and service templates &=
scope =¥ Checkpoint Create and manage virtual machine checkpaints
Quotas for the Test Private... ¥ Checkpoint (Restore only)  Restore to but cannot create virtual machine checkpoints
=~ Deploy Create virtual machines and services from VHDs or templates
Resources [Z Deploy (From template only) Create virtual machines and services from templates only
| ¥ Local Administrator Grants local administrator rights on virtual machines
¥ Pause and resume Pause and resume virtual machines and services A
Run As accounts [¥ Receive Receive resources from other self-service users 5
Summary [V Remote connection Remotely connect to virtual machines
¥ Remove Remaove virtual machines and services
v save Save virtual machines and services
[ share Share resources with other self-service users
[ shut down Shut down virtual machines
[ start Start virtual machines and services w
¥ stap Stop virtual machines and services -

Selact all Clear all

Figure 65: Select the permitted actions for the user role

10) On the Actions screen as shown in Figure 65, select the actions this user role will be permitted
on the private cloud. In this example, all available actions were selected by clicking on the
Select All button. Then click on Next.

Bl Create User Role Wizard [X] i

Run As accounts

Name and description Run As accounts
Profile Each member of this user role can use only the specified Run As accounts.
Members Run As accounts:

Name Description Add...
Scope Untrusted Hosts "run as" Account for SOVMM...  used to managed untrusted Hyper-V hosts an...

Remove

Quotas for the Test Private...
Resources
Actions
Summary

Figure 66: Add run-as accounts for self-service user role

11) Because the Author and Deploy actions were selected on the previous screen, the wizard will
prompt for the addition of any necessary SCYMM 2012 “run-as” accounts on the Run As
accounts screen. Run-as accounts may be needed to allow self-service role users to create VMs
from templates and profiles. In this example, the Untrusted Hosts run-as account is added.
Add other run as accounts as needed, then click on Next.

12) Verify the settings on the Summary screen and then click on Finish. Verify that the self-
service user role is now listed under Settings->Security->User Roles.
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Access the Self Service Portal (SSP)

E’Virtual Machine Manager Self-Service Portal - Windows Internet Explorer

=5 = . s . | N fo
@: = (|2 titpiifessrvisor |0 =] 42| X 2 Wirtual Machine Manager Self.., X L i\f 52

¥ Microsoft*
% System Center2012

Virtual Machine Manager

Security (show explanation)
= Do not store my credentials

" Store my credentials

Domaintusemame: Imgtestdomain\clouduserm
Password

I..l........l‘
J

Figure 67: Self Service Portal (SSP) logon screen

1) To verify access to the SCYMM 2012 Self-Service Portal (SSP), from a server or workstation on

the network, open Internet Explorer and provide the web URL for the SCVYMM 2012 server and
provide a valid domain, user name and password. In this example, the URL is
http://TSSRV190/ as shown in Figure 67.

2) In this example, the AD user clouduser01 is a member of the AD group that is assigned to the
SCVMM 2012 self-service user role. Then click on Log On.

E’Virtual Machine Manager Self-Service Portal - Windows Internet Explorer

@\”: = I@ http:/tssrv190/Pc Dj' hedllEsd 2 virtual Machine Manager Seff.., X | | A
— — B
""f‘§§§'t'em Centerzo2 CloudUser01 {Test SCVMM User Role 1) | Change Role

Contact Administrator = Help | Log Off
‘irtual Machine Manager

] [ Clear |
| ompurs Library |
» =] List View 2] Thumbnail View
VM Name Status  Owner = Memory Disk  Date Deployed Quota

Create

¥ MNew Computer

Figure 68: SCCVMM 2012 Self Service Portal main window

3) After successfully logging in to the SCVMM 2012 SSP, a list of VMs will be displayed (if any have
been deployed to this private cloud and shared with this user role), along with any stored VMs

under the Library tab. In this example, no guest VMs have been created or stored yet on the
private cloud. Click on Log Off to close out of the SSP.
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B! Connect to Server =1 I

.&ﬁ gc)r;ssfffem Center2012

Virtual Machine Manager

Server name: | localhost:8100
Example: vmmserver.contoso.com:8100

" Use current Microsoft Windows session identity
= Specify credentials

User name: | magtestdomain'clouduserdl
Example: contoso\domainuser

Password: I....ll.ll.lq

Figure 69: SCVMM 2012 Manager console logon

4) Due to limited functionality in the SSP, the best practices recommendation is for self-service
users to access SCVMM 2012 with the Manager console instead of the Self Service Portal. To
access SCVMM 2012 by using the Manager console, provide the self-service user credentials as
shown in Figure 69.

' Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager |

=3 E¥ PowerShell 5
COpen Hew Connection E f
Jobs J
) cing Backup B Delete
IF About f Lol
- Backup Window Delete

R Exit ¢ User Roles (2)
[

Figure 70: Launch another instance of the SCVMM Manager console

5) It is also possible to launch 2nd instance of the SCVMM 2012 Manager console from within the
current Manager console session by clicking on the down arrow in the upper left from any
SCVMM 2012 workspace, and selecting Open New Connection.
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Getting started Report a problem

-_— | | | |

Select features to install
Expand all

[~ VMM management server ~

Installs the Virtual Machine Manager service, which processes commands and controls communications with the VMM database,

library servers, and virtual machine hosts.
This feature requires a SQL Server database and Windows Automated Installztion Kit (AIK) for Windows 7.  View all installation

reguirements )
¥ VMM console ~

Installs a program that allows you to connect to a8 VMM management server to centrally view and manage resources, such as hosts,
virtual machines, private dlouds, and services. ( View all installation requirements )

[~ VMM Self-Service Portal ~
Installs a web site that self-service users can use to deploy and manage their own virtual machines.
This feature requires the Web Server (II5) role to be installed. { View all installation reguirements )

There are several ways to provide self-service users access to the functionality provided by VMM,
For more information, see Choosing a Self-Service Solution .

Previous | Next > | Cancel |

IHI Microsoft System Center 2012 Yirtual Machine Manager Setup Wizard E I

Figure 71: Install the VVM Manager console on another computer

6) The SCVMM 2012 Manager console GUI can be installed on additional servers or workstations by
simply running the SCVMM 2012 setup.exe and choosing to install just the VMM console as

shown in Figure 71.
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Create SCVMM 2012 Profiles and Templates

Create a Hardware Profile

A hardware profile specifies the specific hardware parameters for guest VM creation, such as number of
processors and the amount of RAM. Different hardware profiles can be created based on different
guest VM deployment needs. In this example, an example of a basic hardware profile will be created
that will specify 1 processor and 512MB of RAM.

' Administrator - TSSRV190.MGTestDomain.local -

Home | Falder
§$ L] ~ \ 7 E| |
=3 L 2 |
Create Service Create VM | Create Add Library I
Template Template M Server Tqg
Create Application Profile

Capability Profile
[¥7 Guest 05 Profile

1) .
=/ Senvice Depioyme Hardware Profile

% Semvice Templates Host Profile

2] VM Templates [T sQL Server Profile
4 5] Profiles | Baseline

[ Application Profiles

[=5 Capability Profiles

[=7 Guest OS Profiles

[ Hardware Profiles

[E Host Profiles

[T 5QL Server Profiles

Library

Figure 72: Select Create New Hardware Profile from the Create down-down list

1) From the Library workspace in the SCYMM 2012 Manager console, click on Create on the ribbon
bar under the Home tab, and choose Hardware Profile as shown in Figure 72.

[H' New Hardware Profile

_ Name: |1 proc 512MB non-HA W2K3R2Ent HW Profile

Hardware Profile

Description: I 1 proc 512M8 non-HA W2KBR2ZEnt HW Profile

Type: Hardware Profile
Added: 4/24/2012 4:02:59 PM
Modified: 4/24/2012 4:02:59 PM

Figure 73: Provide a name and description for a new hardware profile
2) Under the General tab of the New Hardware Profile screen, provide a name and a description,

similar to the example shown in Figure 73. Then click on Hardware Profile to view the
Hardware Profile screen.
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B New Hardware Profile
General New: (;—SCSI Adapter & DYD ‘ Network Adapter Remave |
% Compalibility S | T
Hardvware Profile Cloud Capability P...
Hupertt Specify how much memory [4.00 MB - 255,00 GB] to allocate to the vittual
e maching, or specify 3 range to allow the vitualization host to allocate memany
% General dunamically.
m Processar  Static
¥ processor
Wirkual machine memary: 512 3: ME T
l.;_—l Floppry Drive ' Dynamic
Mo Media Captured
T comi Startup memory: 512 3: ME ¥
More
1? oMz Maxirum memary 1024 E ME ¥
None Memary buffer percentage: |20 3:
B video Adapter
Default video ada...
# Bus Configuralion
;- IDE Devices
1 Device attached
4% Virkual DVD dr. .
Mo Media Ca.
5 5051 Adapter 0
0 Devices attached
% Metwork Adapters ;I
Wiew Seript QK Cancel |
P

Figure 74: Set specific hardware parameters for a new hardware profile

3) Set the desired specifications for this new hardware profile. For this example, the hardware
defaults will be used except for the following parameters:

e Cloud Compatibility = Hyper-V

e Processor = 1 (with Allow migration to a virtual machine with a different processor
version checked)

e Memory = dynamic (with a minimum of 512 MB and a maximum of 1024 MB)

e Network Adapter: remove the Legacy Network Adapter and add back a regular
Network Adapter with the following settings:

o Connectivity = Test Network (as defined earlier in this document - select this
from the Logical network drop-down list)

o Set IP assignment method to Static IP (from a static IP Pool) and choose IPv4
only from the drop down list

4) Once the desired hardware settings are in place, click on OK to finish creating the hardware
profile.

If availability is set = High, SCVMM 2012 will deploy Hyper-V guest VMs created with this hardware
profile to a Hyper-V failover cluster only.

Note
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"M Administrator - TSSRV190.MGTestDomain.ocal - Virtual Machine Manager (Evaluation Version - 170 days remaining)

Home | Folder
‘L,'j$ £ ] BN JE.- Tz - £# PowerShell
g K 2 o7 =
Create Service Create VM Create Add Library Import  Import Physical Library _
Template Template - Server Template Resource Settings 'E PRO
Create Add Import Settings Window
Library < Profiles (1)
4 gTemplates A
| Mame | Type

e E Profiles
[=] Application Profiles
[= Capability Profiles
E Guest 05 Profiles

E Host Profiles
E SQL Server Profiles

[ Equivalent Objects

b &= Cloud Libraries

E Hardware Profiles

1 Proc 512MB Hyper-V Server non-HA Hardware Profile

Hardware Profile J

[

Figure 75: New hardware profile created successfully

5) Verify that the new hardware profile is displayed as shown in Figure 75 under
Profiles>Hardware profiles.

H 1 proc 512MB non-HA W2KSR2Ent HW Profile Properties

General
Hardware Profile
Dependencies

Validation Errors

Access

Self-Service cwner:

I MGTESTDOMAINYmglaser {Administrator)

Shared with these Self-Service users or roles:

Select... |

User Role

| User

Add...

]

Test SCVMM User Role 1

Remove |

Figure 76: Share a hardware profile with a self-service user role

6) To assign this new hardware profile to a self-service role, right-click on the new hardware

profile and select Properties.

Under the Access tab, click on the Add button and select the

desired users or roles. In the example shown in Figure 76, this hardware profile is shared with
Test SCVMM User Role 1 that was defined previously. Then click on OK.
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Create a Guest Operating System Profile

Create a guest operating system profile to have SCVYMM 2012 apply specific settings to the guest OS
when new VMs are created.

S
M Administrator - TSSRV190.MGTestDomain.ocal - Vi
Home | Folder
£ ] 5 7 E 3 (
E z L i% !
Create Service Create VM | Create Add Library I
Template Template - Server Ten
Create Application Profile
Library Capahility Profile s
) Guest 05 Profile ]
27! Service Deploymer— -
- Hardware Profile ]
E Service Templates Hast Profile lam
= VM Templates [T 5QL server Profile | pre
4 [ Profiles -, Baseline -

Figure 77: Create a guest OS profile

1) From the Library workspace in the SCVYMM 2012 Manager console, click on Create under the
Home tab, and choose Guest OS Profiles as shown in Figure 77.

B New Guest DS Profile |

E
General
MName:

Guest 05 Profile

IWZKBRZEnl AD Member Guest 05 Profile

Description: IWZKBRZEnl AD Member Guest 05 Profild

Type: [T Guest 05 Profile
Added: 4/26/2012 7:11:21 AM
Modified: 4{26/2012 7:11:21 AM

Figure 78: Provide a name and description for a new guest OS profile
2) Under the General screen of the New Guest OS Profile configuration wizard, provide an

intuitive name and a description, similar to the example shown in Figure 78. Then click on
Guest OS Profile.
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[H'New Guest 05 Profile

General

\» Identity Information =
Guest 05 Profile SV -Guesritst [Fovmam-Guestatet
@ Admin Password To randomly generate a computer name, enter an asterisk as the computer

# General Settings

Computer narme:

name,
LIITIrrr)

5 Product key
Maone
@ Time Zane
Central Standard Time
}:'9 Operating Syskern
Bd-bit edition of ‘wind...

# Roles and Features

v Roles
) More
% Features
" Mone
# Metworking
E}_ Domain | Workgroup
Voinad fo Domait mat.
# Scripls
_j Answer File
Maone
_j [SUIRuNOnCce] Comm...

Figure 79: Provide settings and configuration details for a guest OS profile

3) Under the Guest OS Profile screen, adjust the options as desired under General Settings,
Roles and Features, Networking, and Scripts. In this example, all the defaults will be used
except as follows:

Under Identity Information, the computer name is changed from * (randomized) to
SCVMM-Guest###. The # character acts as a wildcard for automatic guest VM
numbering for new guest VMs. For example, the first Hyper-V Guest created with this
0S profile would be assigned the name SCYMM-Guest001, the second guest would be
assigned the name SCYMM-Guest002 and so forth.

A local administrator password is set.

An installation key is specified.

Under Networking, a domain name and domain credentials are specified to join the
new Hyper-V guest VMs created with this OS profile to a domain.

4) After setting the guest OS profile settings, click on OK.
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M Administrator - TSSRV190.MGTestDomain.bocal - Virtual Machine Manager (Evaluation Versi

Homa Falder

|
B T B Y ~

Create Service Create VM Create Add Library Import Import Physical Export Physical

Template Template - Server Template Resource Resource
Create Add Import Export
Library < Profiles (1)
4 E Profiles "
[7] Application Profiles | Mame
(=] Capability Profiles [ W2KBR2Ent AD Member Guest 0 Profile J

E Guest OS Profiles
E Hardware Profiles
E Host Profiles

E SQL Server Profiles

Figure 80: Verify creation of the Guest OS profile

5) Verify that the new Guest OS profile is displayed as shown in Figure 80.

B w2K8R2ZEnt AD Member Guest 0S Profile Properties E3
General Access
Guest 05 Profile self-Service owner:
I MGTESTDOMAIN'\mglaser {Administrator) Select... |

Dependencies
Shared with these Self-Service users or roles:

_ User R0|E - | User ” Mdl“ I]
Test SCVMM User Role 1

Remove |

Figure 81: Share guest OS profile with a self-service user role

7) To assign this guest OS profile to a self-service role, right-click on the new guest OS profile,
and select Properties.

8) Under the Access tab, click on the Add button and select the desired role. In the example
shown in Figure 81, this guest OS profile is shared with the Test SCVMM User Role 1 that was
defined previously. Then click on OK.

Create a Hyper-V Guest VM Template

A guest VM template allows administrators and self-service users to quickly create new Hyper-V guest
VMs according to predefined hardware and guest OS profile settings.

In this example, a new VM Template will be created that will use the following:
e The W2K8R2Ent AD Member Guest OS Profile (created previously above)
e The 1 proc 512MB non-HA W2K8R2Ent HW Profile (created previously above)
e A sysprepped VHD on the library server will provide the base image for the new VMs
created with this template
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1. Using Windows Explorer, copy a sysprepped VHD to the VHDs folder on the library server. For
steps to complete this, see Copy Resources to a Library Server starting on page 16. In this
example the path is:

D:\ProgramData\Virtual Machine Manager Library Files\VHDs

"M Administrator - TSSRV190.MGTestDomain.bocal - Virtual Machine Manager (Evaluation Version - 167 days remaining)

Home | Folder
.$ £T] St E 3 '] = &4 Powershell
9] 3 7 nd ==
Create Service Create VM Create Add Library Import Import Physical Export Physical Library _
Template Template - Server Template Resource Resource Settings u!ﬁ PRO
Create Add Import Export Settings Window
Library < Cloud Library Objects (3)

4 &2 Cloud Libraries

4 & Test Private Cloud 1 | Mame | Type Library Server | Family Name | Operating System |
4 | MSSCVMMLibrary . Blank Disk - Small Virtual Hard Disk TS5RV190.MGTestDomain.local None
. - . Blank Disk - Large Virtual Hard Disk TSSRV190.MGTestDomain.local MNone
_| ApplicationFrameworks
= 50 [ . Sysprepped-W2KBR2Ent-Bootimagel.vhd  Virtual Hard Disk TSSRV190.MGTestDomain.local Unknown ]
_1150s
71 VHDs

-ﬁ Stored Virtual Machines and Se

» B Self Service User Content

Figure 82: Sysprepped VHD added to the library server

2. Once the VHD has been copied to the library server using Windows Explorer, refresh the library
server in SCVMM 2012 and verify that the new VHD shows up under the VHDs folder as shown in

Figure 82.
la=1il -
H' Sysprepped-WZK8R2Z2Ent-BootImagel.vhd Properties E
Dependencies Mame: | Sysprepped-W2K3R2Ent-BootImagel.vhd
Family: I ;I
Release: I ;I
Type: . Virtual Hard Disk
Mamespace: Glokbal
Release time:
iew equivalent resources...

Description:
Path: | W TS5RV190.MGTestDomain. local\MSSCVMMLibrary\WHDs\ Sysprepped-W2KBRZEnt-BootIm;
Size: 13.31 GB
Maximum size: 50,00 GB

Operating system: IE4—hit edition of Windows Server 2008 R2 Enterprise]

[
Virtualization platform: I Micrasoft Hyper-V j

SAN copy capable: MNo

Figure 83: Define the operating system and virtualization platform for a VHD
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3. Note that the Operating System column for this VHD in Figure 82 shows as Unknown. To
associate an OS with this VHD, right click on the VHD object, select Properties, and under the
General tab, set the operating system and the virtualization platforms as shown in Figure 83.

R R RPRRREEAARRAAEEEEPEEEEEEEEEDBEEDB
"M Administrator - TSSRV190.MGTestDomainJocal - Virtual Machine Manager |

E o
. A Q,

Add Library Import Import Physical

Server Template Resource
Add Import

Library < Templates (0)
- 3 Templates |

= Service Deployment Configuratic: | MName

E Service Templates

: VM Templates
4 E Profiles

Figure 84: Launch the Create VM Template Wizard

4. In the Library workspace, click on Create VM Template on the ribbon bar under the Home tab
as shown in Figure 84.

H

Create ¥M Template Wizard

.E;q

Select Source

Selast e Select a source for the new Wi template.

Wi Template |dentity
% se an existing M template or a virtual hard disk stored in the library

[ISysprepped-W2K8F|2Ent-B ootlmagel.vhd J Browse... I

' From an existing vitfual machine that is deplayed on a hast:

Configure Hardware

Configure Dperating Systern

Configure Applications

I Browse... |
Configure SOL Server

=

e Select ¥™M Template Source

Select a virtwal hard disk or an existing VM template as the source for the new VM template.

| 2]
Mame | Type | Operating System | R |Fo Vi |P..
Blank Disk - small Virtual... None Mi... Y.
Blank Disk - Large Virtual .. Mone Mi... .
Sysprepped-W2KBRZEnt-Bectlmagel.vhd Virtual... &4-bit edition of Windows Server... ] Mi... ..

Figure 85: Select a source for the new VM template

5. Select Use an Existing VM template or a virtual hard disk stored in the library, click on the
Browse button and choose the desired source. In this example the sysprepped VHD is selected
that was just copied to the SCVMM library as shown in Figure 85. Then click on Next.
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Bl create ¥M Template Wizard

IEB VM Template Icdentity

Select Source WM Template name:
M Template dentity (I'+/2KBRZEnt Guest M Template 1]
Configure Hardware Dezcription:

Configure Dperating System 2K ER 2Ent Guest WM Template 1]

Configure Applications
Configure SOL Server

Summary

Figure 86: Provide a VM template name and description

6. For VM Template Identify, provide a descriptive name as shown in Figure 86. Then click on
Next.

IH Create ¥M Template Wizard E

IEB Configure Hardware

Select Source Configure hardware for the vitual machine. You can import settings from a hardware
WM Template [dentity profile or save a new profile based on your settings.
Configure Hadware Hardware profile: |[1 proc 512MB norHA W2KSRZErt H Profile | =l
Configure Operating System b Save as... |Mew: . Disk >5CSIAdapter &DVD 88 Network Adapter Remave |
Configure Applications # Compatibility 211w Syspreppedw2KER2ZEnt-Bootimagel.vhd
Canfigure SOL Server E Cloud Capability Pro...
Hyper Channel:
Surmmary # General Frimary channel [0 [in uze] j
D Processor Digk:
1 processar & Use an existing virtual hard disk
g Memory ~ 2 5
512 MB Startup, 10.. Create a new virtual hard disk
H Flappy Drive " Pass thiough to physical dive on host
Mo Media Captured
1'? COM 1 I\\TSSHV‘I 90.MGT estDomain. localsMS SCWRMLibrar WY HD 2451 Browse... |
) Mane | File name:
T3 COM 2 |
Mane Example: data_disk
L Video Adapter
Default video adapter Classification:
# Bus Configuration
< IbE D?WCES ¥ Cantains the operating spstem for the virtual machine
2 Devices attached
w Shsprepped2.
S0 00 58, Frinr.. LI

Previous | Mext I Cancel

Figure 87: Configure hardware settings for a new template

7. Under Configure Hardware, choose the desired hardware profile from the drop-down list or
change the default settings as desired. In this example, the existing hardware profile 1 proc
512 MB non-HA W2K8R2Ent HW Profile is selected as shown in Figure 87. Choose the desired
disk classification (in this example SC12 (All Tiers). Then click on Next.
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[H Create ¥M Template Wizard [ %]

IEB Configure Operating System

Select Source

Configure identity, networl settings, and scripts for the new virtual machine. You can

WM Template |dentity import settings from a guest OF profile or save a new profile hased on your settings.
Eanfigure Hardware Guest D3 profile: [ [\W2K8R2Ent AD Member Guest 05 Profile | |
Configure Operating System H ———_——

Configure Applications
Computer name:

SCVMM-Guestiif

To randomly generate a computer name, enter an asterisk as the computer name.

Configure SOL Server

Summary

Figure 88: Configure operating systems settings for a new template
8. Under Configure Operating System, choose the desired operating System profile from the drop
down list (or change the default settings) as shown in Figure 88. In this example, W2K8R2Ent
AD Member Guest OS Profile is selected. Then click on Next.

9. On the Configure Applications and Configure SQL Server screens, define any desired settings
and then click on Next. In this example, no settings are defined on these screens.

10. On the Summary screen, click on Create to finish the template wizard.

'8 W2K8R2Ent Guest ¥M Template 1 Properties ﬂ

General Access

Hardware Configuration Self-Service owner:

I MGTESTDOMAIN \malaser {Administrator) Select... |

Shared with these Self-Service users or roles:

a

Application Configuration User Role | User Add... I

Test SCVMM User Role 1 ]
Remaove |
SQL Server Configuration

Custom Properties

05 Configuration

Settings
Dependencies

Validation Errors

Figure 89: Grant a self-service user role access to a new VM template

11. Now that the new template has been created, assign it to a self-service user role if desired.
Self-service user roles do not have access to new templates automatically. Access to new
templates has to be explicitly granted. To do this, go to the Library work space and expand

Page 72



Microsoft Server 2008 R2 Hyper-V Best Practices for Microsoft SCYMM 2012

Templates=>VM Templates and in the Templates window, right click on the new template and
select Proprieties. Under the Access tab, click on the Add button. In this example, the Test
SCVMM User Role 1 has been granted access to this template as shown in Figure 89.

Create Virtual Machine from a Template
Now that an SCVMM 2012 Hyper-V guest VM template has been created, it can be used by SCVYMM
administrators or assigned self-service role users to create guest VMs.

1) Launch the SCVYMM Manager console and log in with an AD user that is a member of an SCYMM

2012 user role (or as an administrator). In this example, an administrator will provision a new
guest to a private cloud using the template created above.

"M Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager

Create Create Hest Assign Overview| VMs | Servi
Cloud Group Cloud
Create Cloud Show
VMs and Services < VMs (0)
4 & (Clouds (
0 Test Private Cloud 1 | Name
4 [ All Hosts

4 [ 7] Test Host Group 1
4 @ TS-HV-Cluster01
& TssRvz202
& TssRv203
# TssRvz04

Figure 90: Launch the Create Virtual Machine Wizard

2) Under the VMs and Services workspace, expand Clouds, and click on the desired private cloud
(Test Private Cloud 1 in this example). Then click on Create Virtual Machine from the ribbon
bar under the Home tab as shown in Figure 90.
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'H Create ¥irtual Machine Wizard x|

.Eiq

Select Source

Select Source

Select the source for the new virtual machine.

Specify Wirtual kMachine [dentity
% se an existing vitual machine, M template, or virtual hard disk.

Canfigure Hard 1 |
priiaue Rartnare [|W2K8H2EntﬁueslVM Template 1 e

Configure Operating Systenn

" Create the new fartual maching with a blank virtual hard digk

Select Destination

Select Cloud Select ¥irtual Machine Source

Configure Settings Select a Wi template, wituallhard disk. or virtual machine az the source for the new virtwal machine.

&dd Properties Search o x]in | i IType |

Surmmary I ame I Owrier I Operating System | SAN Copy Eapablel Fel... | Wit | Des...l Path I

[= Type: ¥irtual Hard Digk

EBlark Disk - Large MGTEST... Mone Ma Mic... Ta... WT.
Blank Disk - Small METEST... Mone Mo Mic... To.. WT..
Sysprepped-W2KER2Ent-Boot.., &4-bit edition of ... No Mic. .. W,

= Type: ¥M Template

[ W2KE8RZENt Guest YIM Template 1 ] MGETEST... 64-bit edition of ... Mo W2,

Figure 91: Select a virtual machine source

3) On the Select Source screen, click on the Browse button and choose the desired VM template.
This example, W2K8R2Ent Guest VM Template 1 is selected as shown in Figure 91. Then click
on Next.

I8! create ¥irtual Machine Wizard

™ Specify Virtual Machine Identity

Select Source Wirtual machine namne:
Specify Yirtual Machine [dentity [Il J
Canfigure Hardware If the: Mame field is left Blank. WM will generate a M name based on the Computer Mame.

Configure Dperating System Description:

Select Destination
Select Cloud
Configure Settings
Add Properties

Summarny

Figure 92: Provide a name for the virtual machine

4) On the Specify Virtual Machine Identity screen, choose a VM name. In this example, the field
will be left blank and the name will be auto-generated based on the computer name
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information in the OS profile that is associated with this template (in the format SCVMM-
Guest###). Click on Next.

5) On the Configure Hardware and Configure Operating System screens, review the settings and
change if desired. In this example, no changes will be made as the desired settings are already
in place as defined by the hardware and OS profiles that were associated with this template
when it was created. Click on Next on both screens.

I®! Create ¥irtual Machine Wizard E

IEB Select Destination

Select Source

Choose whether to deploy or store the virtual machine.
Specify Virtual Machine [dentity

Canfigure Hardware _ ] [5“ Deploy the virtual machine to a private cloud]

Canfigure Operating System i! " Place the virtual machine on a host

Select Destination Copies the filez azzociated with the witual machine ta the virtual machine host that you designate. “Y'ou can then
start the virtual machine immediately if dezsired.

Select Cloud -
‘; " Store the virtual machine in the library

Stores the wirtual maching in the library for later uze. Before pou can start the vitual machine, vou must deploy it
Add Properties on a host or cloud.

Configure Settings

Summary

Figure 93: Select a destination for the virtual machine

6) Under Select Destination, choose where to deploy the new guest VM. In this example, Deploy
the virtual machine to a private cloud is selected. Then click on Next.

IH! Create Yirtual Machine Wizard

IEB Select Host

Select Source Select a destination for the virtual machine

Specify Virtual Machine |dentity Degtinations are rated based on the virtual machine requirements and on the default placement options.

Configure Hardware Expected Utlization... |

Configure Operating System

Select Destination ISearch }/j in I"ﬁ‘"HDStS ﬂ
Fating - |_Qestinati0n I Transfer Type I Metwork, ...
Select Host St oot u T3SRY204. techsol local &, Network
Configure Settings e Y e l TSSRY202, techsal Jocal &, Metwork
I l TSSRY203, bechsal local & Metwark

Add Fropertizs

Surnmary

Figure 94: Choose a specific host or node for the new guest VM
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7) On the Select Host (or Cloud) screen, choose the desired cloud or server as shown in figure 94.
Self-service users see a list of clouds only. Administrator users can pick specific hosts or nodes
in a cloud. In this example, since the template will create a new guest VM that is non-HA, the
new Hyper-V guest will be installed on the standalone host TSSRV204. Click on Next.

IH! Create ¥irtual Machine Wizard E

'E;q Configure Settings

Review the wirtual machine settings
The fallowing values will be uzed when the new vitual machine iz created:

Select Source

Specify Yirtual Machine |dentity - -
% Operating System Settings Specify the computer name for this virtual machine. Mo wild cards are allowed. This

Canfigure Hardware . Identity Information name is not required to match the virtual machine name. To ensure consistent
] ] T S CUMM-GuestOT displays in System Center Operations Manager, use the same name for the
Configure Dperating System computer name and virtual machine name.
Select Destination cioldE iz
SCVMM-Guest001 o=

Select Cloud
Configure Settings
Add Properties

Surnrmary

Figure 95: Specify a computer name for the new VM

8) On the Configure Settings screen, review the best practices instructions for keeping the
computer name and the virtual machine name consistent for ease of management. Because
the template includes an OS profile that auto-populates the computer name based on the
format SCVMM-Guest###, the wizard will automatically fill in a computer name here starting
with SCVMM-Guest001. This name can be changed if desired. Click on Next.

While SCVMM 2012 should automatically insert the next number in line in place of any #’s for the
Computer name in Figure 95, on occasion, this field may come up with the wild card characters still in
place (e.g. “SCVMM-Guest###” instead of “SCVMM-Guest001”). If this occurs, simply return to the
Specify Virtual Machine Identity screen (see Figure 92) which should now have an auto-generated
name listed. Copy and paste that name into the Computer Name field, and then continue with the
wizard.

9) On the Add Properties screen, review the automatic actions and make any desired changes.
The default settings are used in this example. Then click on Next.

10) On the Summary screen, click on Create.
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Jobs - recent jobs (83)

| Name ‘ Status | Start Time ‘ Result Name
&} Remove resource Completed 5/1/2012 11:45:58 AM Object Deleted
o Create virtual machine 5/1/2012 11:45:57 AM SCVMM-GuestD01
ﬂ Update the placement settings of a VM deployment configurat... Completed 5/1/2012 11:44:29 AM SCVMM-Guest001
@} Modify existing VM deployment configuration Completed 5/1/2012 11:44:29 AM SCUMM-Guestdi1
& Create new ¥M deployment configuration Completad 5/1/2012 11:41:57 AM SCVMM-Guest001
€} Create template Completed 5/1/2012 11:41:56 AM Temporary Templated5ddfc33-1bca-49b6-983-03
€} Remove virtual machine Completed 5/1/2012 11:38:27 AM SCVMM-Guest001
@ Refresh virtual machine properties Completed 5/1/2012 11:38:20 AM T55RY204.techsol.local
3 Refresh host Completed 5/1/2012 11:37:07 AM T35RY204.techsol.local
an .

P! Create virtual machine

Status: (TTII]]]] 23 %

Step | Mame Status |

Command:  New-SCVirtualMachine » B1 Create virtual machine 111} 23%
Result name:  SCVMM-GuestD01 i1 Craate virtual maching Completed

Sbarte.d: AR ) [ > 1.2 Deploy file (using BITS aver HTTPS): 0 of 1 files (5.79 GB/13.31 GB) time remaining 00:05:14 [NNNNNNENN 43 ‘3’;
2:::::2“’ ::’G":grjmmmmghser L3 Change properties of virtual machine Not sterted
14 Fix up differencing disks Mot started

Figure 96: Monitor the create virtual machine job

11) In the Jobs workspace, the Create virtual machine job will launch and complete the various
tasks associated with the creation of the new Hyper-V guest VM.

12) As shown in Figure 96, the VHD file has to be copied over the network from the library server
to a destination volume on the target Hyper-V host server. This can require significant time if
the VHD is large. It may also consume significant network bandwidth. And, redundant copies
of the VHD consume extra space on the SAN. With rapid provisioning (as will be shown below)
these three problems are eliminated.

Jobs - recent jobs (11)

| MHame | Status
) Remove resource Completed
£} Remove resource Completed
) Remove resource Completed

Create virtual machine in doud Completed

&} Modify existing VM deployment configuratien Completed
) Modify existing Vi deployment configuraticn Completed
)} Creste new ¥M deployment configuration Completed
)} Creste template Completed
) Change properties of resource Completed
)} Refresh library share Completed
¢} Refresh library share Completed

) Create virtual machine in cloud

Status: Completed

Command:  Mew-5CVirtualMachine
Result name: SCYMM-Guestlol
Started: 4{26/2012 10:46:40 AM

Duration: 00:16:13

Owner: MGTESTDOMAIN'clouduser(1

Property

Figure 97: Job to create a virtual machine in the cloud completes successfully
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13) As shown in Figure 97, the job has completed. In this example, it took just over 16 minutes for
the guest to be created. This includes the time required to copy the VHD over the network
from the library server to the host, and to boot the new guest and apply the template’s
settings to the hardware and the OS.

See the next section below under Rapid Provisioning to see how to avoid the network copy time by
using Dell Compellent Replays (snapshots) to deploy new thinly-provisioned guests.

Timesaver

14) To summarize what the job accomplished:

M Test SCVMM User Role 1 - TSSRV190.MGTestDomain.local - Virtual Machine Manager {Evaluation Version - 167 days remaining)

B~ Home |
- [ = | E—] k4 PowerShell
& é} Tgs $ EJobs
Create Create Virtual Overview | WMs |Services Cloud _
Service Machina = Properties lﬁ PRO
Create Show Properties Window
VMs and Services < VMs (1)
4 & Clouds I
< Test Private Cloud 1 | Name | Status = | Virtual Machine State Host
[ 3; SCYMM-Guestdol Running Running

Figure 98: New guest VM in the private cloud

a) A new VM named SCYMM-Guest001 was created in the Test Private Cloud 1 cloud.

EEVGEALE ] Administrator - TSSRV190.MGTestDomain.local - Virtual

Home | Folder Host
- = e o E4 PowerShell
& %} —— 2 2 & E]obs
Create Create Virtual Create Creats Host Assign Overview | VMs | Services _
Service  Machine~  Cloud Group Cloud @PRO
Create Cloud Show Window
VMs and Services < VMs (1)
4 5 Clouds |
&5 Test Private Cloud 1 | Name | Status - | vif
- ﬁ; SCYMM-Guestinl Running R
4 | ] All Hosts —

4 [ 7] Test Host Group 1
4 @ T5-HV-Cluster1
& Tssrvzoz
& TssRva03

Figure 99: Guest VM placed on a Hyper-V host

b) As shown in Figure 99, the guest was placed on the standalone host TSSRV204. The wizard
chose a standalone host in the private cloud because the template specified that this be a
non-HA guest. If the template had specified that this guest VM be highly available (HA), it
would have been placed on either TSSRV202 or TSSRV203 in the TS-HV-Cluster01 cluster.
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mv | .. = Computer = Guesk_YHDs (E:) - virtualGuests = SCWMM-GuestODl -

n SCYMM-Guest001 B 155R¥204.techsollocal Properties

Organize *  Includeinlibrary +  Sharewith +  Mew folder

T Favorites e =

Status

| Virtual Machines

i Libraries [ || Sysprepped-w2KaRZENt-BootImagel . vhd ]

=% Computer
&, waKer2Ent (C)
s TSSRYZ04_Datall (D:)
[=] w Guest_YHDs (E:)
= ) rtulGuests

a0l
.. Wirtual Machines

Hardware

virtual Machine Paths
Resarves

Storage

Virtual Networks

General Specify default virtual
E:\virtualGuests

Figure 100: Placement of the guest VM’s VHD and configuration files on the host

c) Asshown in Figure 100, the new guest VM (its VHD and configuration files) was placed on
the existing E:\ drive - a Dell Compellent SAN volume mapped to the host server TSSRV204.
This VM location (E:\VirtualGuests) was specified when the Host TSSRV204 was added to
SCVMM 2012 fabric as a managed Hyper-V host. See Placement under the properties for

the host to verify or change this location.

¥ 5CYMM-Guest001 on localhost - Yirtual Machine Connection

File Action Media Clipboard Wiew Help

| O@OO|IN|bs

Host Name:
Computer Boot Time:
Snapshot Time:
0S5 Version:
Service Pack:
System Type:
Logon Server:
Logon Domain:
Machine Domain:
CPU:
Memory:
IP Address:

Volumes:

LaunchBGI.bat Free Space:
- Shortout

SCVMM-GUEST-001
472612012 11:16 AM

412612012 11:17 AM

Windows 2008 R2

Service Pack 1

Server, Stand-alone, Enterprise, Terminal Server

MG-DC01

MGTESTDOMAIN

MGTESTDOMAIN

3.00 GHz Intel Xeon(R) X5365
512 MB

172.16.23.130

C:149.90 GB NTFS
C:138.24 GB NTFS

iy Virtual Network 1 (External LAN)
¢ Virtual Network 2 (External iSCSI)

Logical Networks and IP Pools (3) /
f
i ]
Name = | Subnat | Begin M{ress | End Address | Awailabl... |
=) e Test SCYMM Logical Network 1
\'."_ih'Test SCWMM IP Pool 1 172.16.16.0/20 172.16.23.130 172.16.23.149 19

Figure 101: New guest VM server name, domain, CPU, RAM, and static IP settings

= 3 )

d) As shown in Figure 101, based on the settings in the hardware and OS profiles associated

with this template:

e The VM computer name was set to SCVMM-Guest-001
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e The VM was joined to the domain MGTESTDOMAIN

e The VM was allocated one processor with 512 MB of RAM

e The VM was assigned a static IP from the range specified previously in SCVMM 2012
under Networking->Logical Networks (see Figure 13 under Configure Networking)
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Configure Rapid Provisioning with Dell Compellent

Overview
SCVMM 2012 rapid provisioning leverages Dell Compellent Storage Center Replays (snapshots) to quickly
and efficiently deploy new guest VMs from a SAN copy-capable template.

Table 4. Rapid deployment (SAN copy-capable) compared to network copy
LIPS @I L Provisioning Method | Pros |Cons Observation
Template
X There is no impact on network bandwidth.
New read-write SAN volumes from Storage Center Replays
X are created and mapped to the target Hyper-V host
servers in just a few seconds.
_ S SAN volumes are thinly provisioned and consume no space
Rapid Provisioning: A X initially. Only deltas are written to new blocks while
new, thinly- unchanged blocks continue to be accessed from the gold
SAN Copy- | provisioned read- image.
capable | write SAN volume is
Template | created from a gold | y New writes to new read-write volumes occur at RAID 10
image and mapped to on the highest tier disk for best performance.
the Hyper-V Host. Reads of unchanged (frozen) data on the gold image can
X take advantage of the performance and cost savings of
RAID 5 on lower tier disk.
Many new guest VMs (up to 100) can be created from the
X same gold image further realizing SAN space usage

efficiency.

Network
Template

A complete copy of a
source VHD (on a
library server) is
copied over the

network to a Hyper-V

host.

Requires significant network bandwidth which may force
VM provisioning to take place outside of peak network
usage times.

Large VHDs may require a significant amount of time to
copy over the network causing delays for administrators
or self-service users as they wait for VMs to deploy.

Duplicate data - full copies of source VHDs are copied
every time a new guest VM is created - this redundant
data consumes additional SAN space unnecessarily.

As shown in a previous section of this document, a network-copy template was created which was then
used to deploy a new Hyper-V guest VM to a private cloud. Creating a SAN copy-capable template for
rapid provisioning is similar but requires a few additional steps, which will be detailed below.

Prerequisites for Rapid Provisioning

Before configuring a SAN copy-capable template, a number of prerequisites must be in place first.
Assuming the reader has been following this guide, most of these prerequisite were put in place in the
preceding sections. These include:

o At least one Dell Compellent Storage Center is available to SCVMM 2012 (via SMI-S
configuration) with classification(s) assigned.
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e Dell Compellent storage pool(s) must be allocated to the host group where guest VMs
will be rapid provisioned.

e All Hyper-V hosts (and the library server) must have access to Dell Compellent storage
pools via the same connectivity method (fiber channel or iSCSI). A configuration where
some physical servers access the SAN via fiber channel and other physical servers
access the SAN via iSCSI is not supported.

e All physical hosts that will be used for rapid provisioned guest VMs must be allocated to
the host group.

e If a SAN copy-capable template is to be created from a new guest VM, the physical host
for that new VM must be a member of the host group.

e |If a SAN copy-capable template is to be created from an existing virtual machine, then
the library server must be on a physical Hyper-V host server that is a member of the
host group.

e  MPIO must be enabled for each physical server in the host group.

e All physical hosts in a host group (and the library server) must be zoned so that they
can see all the Dell Compellent storage pools allocated to that host group.

Choose a Method for Creating a SAN Copy-capable Template
There are two methods for creating a SAN copy-capable template.

e Create a SAN copy-copy capable template from a new guest VM that is built using a
blank VHD, patched, customized, and then imported into the library server.
e C(Create a SAN copy-capable template from an existing VM.

In the example below, a SAN copy-capable template will be created from a new guest VM.

Add the Library Server as a Physical Hyper-V Host.

To ensure that either option above can be used for creating and managing SAN copy-capable
templates, it is best practices to have the library server be on a physical Hyper-V host server that can
be allocated to a SCYMM 2012 host group. In this example, the library server was originally installed on
the physical server TSSRV190 (with the Hyper-V role installed).

1) Add the additional physical Hyper-V server with the library server role (TSSRV190 in this
example) to the host group. For more information on how to add a physical host to a host
group, see Add Physical Hyper-V Hosts to SCVYMM 2012 on page 33).

"M Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version - L

Home B Active Directory Users and Computers

[\3) ngj = & Powershel * % File  Action  Wiew Help
US:;Rtgle ir::lceci\:; Crea\t;i:;‘::cing Backup Ig:::: Enable Disable Delete Pr] @ $ | ﬂ | n&d Ij | x EI ,E, E |
) ] Active Directory Users and Compute | Mame
Create Backup Window Run As account Delete Pri J Saved Queries W

Settings ¢ Run As Accounts (6) = —}F’j MisTestDomain, lacal 5 SMIS

@ General [ —:I Builtin , SQLAmIn

Name || Computers

* &7 securty . | NT AUTHORITY!LocalService (&1 Domein Controller UMM Adrmin

% User Roles I NT AUTHORITY WetworkService | ForeignSsedrtyPrincipals ’

Run As Accounts 3 _AEnaged Service Accounts

[ NT AUTHORITY\System
E=d Servicing Windows EB SMIS "run as” Account for SCVMM 2012 '/

[—:\aj Trusted Hosts "run as” account for SCVMM 2012 }/
Ha;) Untrusted Hosts "run as" account for SCYMM 2012

2] SCWMMM-2012
BBl - crvicetccounts

2] Techsal

| Users

.I\F}" Configuration Providers

a3 System Center Settings

Figure 102: Create an additional “run as” account for trusted hosts
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2) In this example, since the host TSSRV190 is on a trusted domain, an additional SCVMM 2012
“run-as” account was created that is associated with a matching AD service account user on
the trusted AD domain controller. When adding the host, this run as account provided the
necessary credentials.

'®! Administrator - TSSRV190.MGTestDom:

B~ Home Falder

f 4 Create 1P Pool

LLL) i Create MAC Pool

Create Logical . Crez
Network gﬁeate VIP Template -

Create

Fabric

4 39 Servers
4 [ All Hosts
4 [ Test Host Group 1
4 @ T5-HV-ClusterD1
¥ TSSRV202
# TSSRV203
¥ TSSRV204
% Library Servers

Figure 103: Verify the presence of the new host server in the host group

3) Once the server has been added to the SCYMM 2012 host group, it will show in the list with the
other servers, as shown in Figure 103.

4) Right click on the new server (TSSRV190 in this example) and go to Properties>Hardware
>Network Adapters and check the box to include Test SCYMM Logical Network 1 for the
network adapter Virtual Network 1 (External LAN). This will ensure that the network settings
for this server match the other hosts in the Hosts group.

5) Under the Placement screen, specify a placement path for guest VMs. In this example, the
path D:\VirtualMachines was set as the path on TSSRV190.

Create a Logical Unit and Assign It to a Hyper-V Host.

The first step with creating a SAN copy-capable template from a new VM is to create a new logical unit
for the gold image VHD and map the logical unit to a Hyper-V host.

In this example, the standalone host server TSSRV204 will be used to stage the new guest VM that will
be imported into the library server as a gold image.
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Administrator - TSSRV190.MGTestDomain_local - Virtual Machine Manager (Evaluation Version - 166 days remaining)

Home | Falder Host

A - — N . ——
- - [ % 4 | k4 PowerShell
L.;ré' % ﬁ__l @ L‘-’ E=1 B Ei I ElJobs
Craate Add Overview| Fabric | Compliance Scan  Remediate Compliance Update Reassociate Connect
- Resources ~ Resources Properties Agent via RDP @PRO
Create Add Show Compliance Agent Window
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3
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4 | 7] All Hosts % Disk i .
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= . TS-HV-Cluster01 B0.00 GE (1348 GE ... Logical unit ID:
? Ts5RV202 Hardware R vt e (H] Create Logical Unit
a TSSRV202 | y - 995,99 GB [386.07 ] ] ) ]
2 TssRV190 W e A o WWipHvsicalorve  Specify the settings for the new logical unit
43399 GB (48365
_1 ? TSSRV204 Reserves —w WIPHYSICALDRIVE  Storage pool: 5 |5€12 j
k— Library Servers 76,80 GE [6.71 GB
- 2 Storage r— Classification: SC12 (Al Tiers)
e LIS
2 B = Available capacity:  26,332.64 GB
Update Server i .
3 vCenter Severs Virtual Networks & iSCSI Arrays ’:l"“‘““’” percentage: 566 %
& Fibre Channel Array ame: | sommMwzKBR2EntGoldImage1
VMM Server ———————— B
Placement , SC13.techsol.local Description: SCVMM W2KBR2 Ent Gold Image 1 |
4 & Networking 4051361 GE 1 po
Tt Logical Networks Servicing Windows . 5C12.techsal local
L ol N EF03TGE (T po)  Size (GB): 7 752
? TEss Fools Custom Properties . SC5.techsollocal
52 Load Balancers 3772290 GE (1 po
g VIP Templates View Script | 8 0K | Cancel
P

Figure 104: Add a new logical unit to a host server

1) In the Fabric workspace, under the desired host group, right click on the desired host server
(TSSRV204 in this example) and go to Properties>Storage. Click on the Add button (for a
fiber channel disk in this example), click on the Create Logical Unit button, select the desired
storage pool from the drop down list (SC 12 in this example), provide a Name and Description,
set a size in GB, and then click on OK as shown in Figure 104.

Set a size for this boot volume that is unlikely to run out of space for any of the rapidly provisioned
guests that will be created from the gold image VHD. Setting a slightly larger size for a boot volume
(to avoid having to deal with expanding boot volumes that have filed up later on) will not consume
more SAN space because Dell Compellent volumes are thinly provisioned. Only the actual data written
to disk actually consumes SAN space even with fixed size VHDs.
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B! 155R¥204.techsol.local Properties E3

General Disk: .z Add x Remove iSCSI Array: Add |
% Disk -

Status L \PHYSICALORIVED Logical unit: | scuMMWzKeR2ENtGold » | Create Logical Unit...|
BO.O0GE 1249568 . | Logical unit 1D: £000D31000025900000000000000D986

Hardware s WPHYSICALDRIVEL Array: 5C12.techsol.local
933,99 GB [986.07 ... Classification: 5C12 (Al Tiers)

Virtual Machine Paths  WPHYSICALDRIVE? Siza: 76.80 GB
49999 GR (48365 G

Format new disk

Resarves i
w Mew Disk n'nal: this volume as NTF5 volume with the following settings:

Partiti B hd

# Fibre Channel Arrays Volume label: |‘.’J2KBR2Ent Boot

Virtual Networks . 5C13.techsal local ST T S IDeFault j
4051961 GB (1 pooks)
Placement . SC12.techsal.local O
41.870.31 GE [1 poos] [~ Force format even if a filesystem is found
servicing Windows . S5 kechsal.local DT
3772290 GE [1 pools) (% Assign the following drive letter:
Custom Properties " Mount in the following empty NTFS folder:
| Browse...|

{~ Do net assign a drive letter or drive path.

View Script | Cancel |

A

Figure 105: Specify new logical unit details and assign a drive letter

2) After a few seconds, the Properties screen fields will populate with the new logical unit
information. The volume must be formatted as an NTFS volume, and a drive letter must be
assigned. In the example shown in figure 105, the volume label is set to something more
descriptive, and the drive letter was set to G. Then click on OK.

3) In the Jobs workspace, monitor the Change Properties of virtual machine host job until it

completes. This job will create the logical unit, map it to the Hyper-V host, format the
volume, and assign it the drive letter G.
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Create SAN Copy-capable VHD File on the Gold Image Logical Unit

Now that the logical unit is in place that will be the volume for the gold image VHD, a Hyper-V guest
VM can be provisioned, patched, and imported to the library server as a template for rapid
provisioning.

ETSSRVISKI (Win2K8R2) (MG-VMM2012-01) (HP PL BL465c G1) (172.16.23.67) (ﬁl?}| E TSSRV204 (HP DL360G5) (172.16.23.34) (B20) |
S LS Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Manager (Evaluation Version - 166 days remaining)

| =Rd Home | Folder Host
; N3 3 - J‘;g-‘v & £4 PowerShell
& | = [5] 20bs
Create |Create Virtuall Create Create Host Assign Overview | VMs | Services z
Service Cloud Group Cloud 'G PRO
S ' Create Yirtual Machine Wizard | ] I

VMs and Services

I? Select Source

4 &5 Clouds

&5 Test Private Cloud 1

4 7 All Hosts Sizlost Saes Select the source for the new virtual machine.

4 [ Test Host Group 1 Specify Yirtual Machine |dentity
4 ' TS-HV-Cluster01 Configure Hardware

& TssRvz202 | Brawse.. |

Select Destination

" Use an existing vitual machine, ¥M template, or virtual hard disk.

? TSSRV203 Select Host [ % Create the new virtual machine with a blank virtual hard disk]
=7 TSSRV190 Flect Fns
? TSSRV204 Configure Settings
Add Properties
Summary

Figure 106: Launch the Create Virtual Machine Wizard

1) From the VMs and Services work space, click on Create Virtual Machine on the ribbon bar
under Home to launch the Create Virtual Machine Wizard. On the Select Source screen,
chose Create the new virtual machine with a blank virtual hard disk, and then click on Next.
As shown in Figure 106.

I® Create ¥irtual Machine Wizard

™! specify Virtual Machine Identity

Select Source r\a"irtual maching name: N

Specify Vitual Machine |dentity “Hapid Provision w2KBR2Ent Gold Image 'IJ

Configure Hardware Description:
S alect Destination Fiapid Provision W2K8R2Ent Gold Image 1|
Select Host

Configure Settings
Add Properties

Summary

Figure 107: Provide a name and description for the new gold image guest VM
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2) As shown in Figure 107, on the Specify Virtual Machine Identity screen, provide a descriptive
name for the new VM and click on Next.

I8 Create ¥irtual Machine Wizard

Configure Hardware

Beleot Source Configure hardware for the virtual machine. You can import settings from a hardware

Specify Vittual Machine |dentity profile or save a new profile based on your settings.
L A
Configure Hardware Hardware profile: l1 proe: 512MB nor-HA W2KSR2E nt Hw Profile J i
Select Destination bd Save as.. | Mew: - Disk é SCSI Adapter &iDVD B8 Metwork Adapter | 2 Remave |
Select Host % Compatibility 21| s Rapid Provision W2KSR2Ert Gold Image 1_disk_1
Configure Settings Cloud Capability Pro...
Hyper-y Channel:
Add Praperties # General IF'limar_l,l channel [0] [in use) j
Summary D Processor Drigk:
1 pracessor ™ Use an existing virtual hard dizk
T ?1e2mhjg Startup, 10.. [G' Create a new virtual hard disk]
I‘EI Flappy Drive ™ Pass through to physical diive on host
Mo Media Captured
S COM 1 Tvpe: | hd
Mane Size: ‘ = GB
75 COM 2 ,
File name:
MHone - — -
) Rapid Provizion w2k 8R2Ent Gold Image 1_disk_1
B video Adapter = T
Default wideo adapter b= @kl Gl
& Bus Configuration B eaton
< IDE Devices I j
2 Devices attached 7
v : : ; 2
Bapid Provisian Containz the operating system for the virtual machine

Figure 108: Configure hardware settings for the gold image VM guest

3) On the Configure Hardware screen, choose an existing hardware profile from the drop down or
specify the desired hardware settings. In this example, the existing hardware profile, created
earlier in this document, was selected.

a. Because the logical unit that this VHD will be created on was set to 75 GB, the size of
the VHD can be increased also from the default of 40 GB. Allow a little extra space on
the volume for overhead. In this example the VHD was set to 70 GB.

b. Because fixed VHDs are thinly provisioned on Dell Compellent Storage Centers, the
recommendation is to create VHDs as fixed to ensure maximum performance.
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# Bus Configuration Media

< IDE Devices
2 Devices attached

— Rapid Provision W2K8R2E ...

A0 0058, Primane [f: Eisting |50 image file: ]

< 5SC51Adapter 0
0 Devices attached

® Metwork Adapters

Mo media
" Physical CD or DVD drive

[FTSSRVISUMET estDomain localhMSSL | Browss... |

[|_ Share image file instead of copying it]

To share an image file may require additional
configuration.

@ Metwork Adapter 1
Cornected to Test SOV La...

Figure 109: Attach an ISO file to the new guest VM for staging the OS

C.

Select Source

Configure Hardware
Select Destination
Select Host
Configure Settings
Add Properties

Summary

' create ¥irtual Machine Wizard

IE_'" Select Destination

Specify Vitual Machine |dentity

Under Bus Configuration, in this example, since the new guest VM will be staged using
an ISO file that was previously copied to the library server, an ISO image is connected
to the Virtual DVD drive as shown in Figure 109. An ISO file does not need to be
attached at this point. This can be done later on if desired.

The checkbox for Share image file instead of copying it can be checked to prevent the
ISO from being copied to the destination drive on the host over the network. If
checked, the install from the ISO will occur over the network from the library server’s
share location. In this example, the box is left unchecked so the ISO file will be copied
to the host server so the staging process from the ISO will occur quicker by being disk-
based on the host server instead of over the network. However, the destination
volume on the host must have space for the ISO file if this box is left unchecked. The
mapping to this ISO file will be removed after the new guest VM is built and before it is
converted to a SAN copy-capable template. The ISO file will also be deleted from the
target drive on the host before it is converted to a SAN copy-capable template.

Click on Next when finished with the Configure Hardware settings.

Choose whether to deploy or store the virtual machine

L Deploy the virtual machine to a private cloud

i! [(0‘ Place the virtual machine on a hosl]

Copies the files associated with the virtual machine to the virual machine hast that you designate. 'You can then
start the wirtual machine immediately if desired

=
"{_ " Store the virtual machine in the library

Stores the vitual machine in the library for later use. Before pou can start the wirtual machine, you must deplay it
on a host or cloud.

Figure 110:

Select placement of the new virtual machine on a host

4) On the Select Destination screen, choose Place the virtual machine on a host and click on

Next.
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Select Sounce

Configure Hardware
Select Destination
Select Host
Configure Settings
Add Properties

Summary

IF Select Host

Specify Virual Machine [dentity

[B!Create ¥irtual Machine Wizard [ x|

Select a destination for the virtual machine

Drestinations are rated based on the virttual machine requirements and on the default placement options.

Expected Utlization... |

Search =] in [anHoss =l
Rating ~ Destination Transfer Type Metwork ..
Fgta o l T335RY190,MaTestDomain, local i Mebwork,
WA § T55Rva02.techsol.local & Netwark
P e e l TSSRY203.bechsal local _x. Mebwork

Figure 111: Select a host server for the new guest VM

5) The wizard will display a list of available hosts on the Select a Host screen. Choose the host
server from the list that has the new logical unit for rapid provisioning as created in the

previous section. In this example, the logical unit was assigned to TSSRV204 as the G drive so
that server is chosen in Figure 111. Click on Next.

Select Source

S pecify Virtual Machine |dentity
Corfigure Hardware

Select Destination

Select Host

Corfigure Settings

Add Properties

Summary

"H'Create ¥irtual Machine Wizard

IE_} Configure Settings

Feviews the virtual machine settings
The following values will be used when the new virtual machine is created:

# Localions Specify the storage location on the host for the virtual machine files.

— Wirtual Machine Location .
Gl Virtual machine path:

# Metworking I G

m Metwork Adapter 0

9=

Test SCVMM Logical M... [~ Add this path to the list of default virtual machine paths on the host
EILEE UL Select Destination Folder E I

o Wirtual Had
Browsing TSSAV204 techsol local

T TSSAV204.techsol local
[y Guest VHDs [E:\) [386.07 GB fiee of 1,000.00 GB]

By System Reserved (\WHWolume!Pbadbb?2-14b0-11e1-228d-80BE B3804 [0.07 G frea ¢
- s T5SRY204_Datall (D:4) [483.65 GB free of 500.00 GB. SAM [Migration Capable]]

[y W2KSRZEnt (%) [13.42 GB hee of 43.90 GB)
- nt oo GE fi

ation Capable]]

Figure 112: Select the host drive letter for the new guest VM

6) On the Configure Settings screen, set the following parameters:
a. Under Locations, click on the Browse button and choose the destination drive. Make

sure to set the path to the root of this drive. The wizard must indicate that the drive

is Migration Capable (as shown for the G drive in this example in Figure 112) in order

for rapid provisioning to work correctly.
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Select Source

Specify Wirtual Machine |dentity
Configure Hardware

Select Destination

Select Host

Configure Settings

Add Properties

Summary

Configure Settings

I8! Create virtual Machine Wizard [ x|
i

Review the wvitual machine settings
The fallowing values will be used when the new virtual maching is created:

# Locations

4 Wirual Machine Location
e
% Metworking
@ Metwork Adapter 0
Test SCWMM Logical M.
# Machine Resources
w Yirual Hard Disk

File size: 70.00 GB

Deploy t options

Method to deplay the virtual hard disk to the host:

“ Create 3 blank virtuzl hard disk J j ==
Deployment details

Destination path: IG"" Browse... I e
File name: I Rapid Provision WZKBRZEnt Gold Image 1_disk 7 5a

Figure 113: Verify machine resources settings for the new VM guest

b. Under Machine Resources, ensure that the option Create a blank virtual hard disk is
selected, and that the Destination path is set to the root of the drive (the G drive in
this example). Then click on Next.

7) If not previously defined as part of choosing the hardware profile, on the Select Networks
screen, select the desired network options for this new guest VM. In this example, since a
hardware profile was chosen above in step 3 that defines the network settings, the Select

Networks screen is not presented at this stage of the wizard. Click on Next.

8) On the Add Properties screen, configure as desired, and then click on Next. In this example

the default settings are used.

9) On the Summary screen, review the settings and then click on the Create button to launch the
Create virtual Machine job. Monitor the progress from the Jobs workspace until it completes.

Home | Falder

Host

ELAGRLES Administrator - TSSRV190.MGTestDomain.local - Virtual Machine Ma

4[| Test Host Group 1
4 @ T5-HV-Clusterd1
? Tssrvz02
& TssRv203

= TSSRVIG0
P Ts5RV204

- i o =4 £ PowerShell
i ~ E Jobs
Create Create Virtual Create Create Host Assign Overview| VWMs  Services =
Service  Machine~  Cloud Group Cloud 'G PRO
Create Cloud Show Window
WMz and Services < VM= (3)
4 &5 Clouds ‘
5 Test Private Cloud 1 | Name | status
. 5 SCUMM-Guestdol Running
4 1 All Hosts .
_w SCVMM-Guestlo2 Stopped

' Rapid Provision W2K8R2Ent Gold Image 1 ] Stopped

Figure 114: New VM guest successfully created
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10) Once the Create virtual Machine job completes, verify that the new guest VM is displayed
under the target host in the VMs and Services workspace. In this example, the new guest is
listed under TSSRV204 as shown in Figure 114.

11) Boot the new guest and install the OS, install any desired features, roles or applications,
customize any settings, and patch to desired levels.

VMs and Services

4 &5 Clouds

&5 Test Private Cloud 1

4[] All Hosts
4 [ Test Host Group 1
4 @ TS-HV-ClusterD1
& Tssrvz02
& TssRvz203
= TSSRVIG0
& TssRV204

< VMs (3)
| Name | Status | Virtual Machine State Host | Clof
'.’;-!. SCYMM-Guestill Running Running TSSRV204 Teq
J. SCYMM-Guestio2 Stopped Stopped TSSRV204
u) Rapid Provision W2KBR2Ent Gold Image 1 Stopped TS5RV204
IH! Rapid Provision W2K8R2Ent Gold Image 1 Properties [ %]
General fd Save As | Mew: - Disk <5CSIAdapter _&DVD B8 Netwark Adapter | 7€ Remove |
ot & General 21| 4% yirtal DYD drive
atus m Processor
1 processar Channel:
Hardware Confi i
A  Memory ISecondary channel {0 {in use) j

Checkpuoints

Custom Properties

Settings

Actions

Servicing Windows

Dependencies

Validation Errors

512 ME Startup, 1...
H Floppy Drive

Mo Media Captured
T com1

MHone
T comz

MHone
& video Adapter

Default video ada...
# Bus Configuration
< IDE Devices

2 Devices attached

— Rapid Provisio. .

Access

<5 5CSI Adapter 0

Media
" Physical CD or DVD drive
€ Existing 150 image File:

I Browse. .. |

T share image file instead of copying it
Ta share an image file may require additional configuration,

Figure 115: Remove the mapping to the ISO file used to stage the VM guest’s OS

12) After the new guest has been fully provisioned, complete the following steps:
a. Power down the guest VM (do NOT sysprep the guest before powering it down).

Do not sysprep the new rapid provision guest VM. It will be sysprepped automatically when new guests
are deployed from it. If it is sysprepped beforehand, attempting to rapid provision new guest VMs from

it will fail.

b. Under the VMs and Services workspace, right click on the new guest (the rapid
provision guest VM on the host TSSRV204 in this example), select Properties, and on
the Hardware Configuration screen, remove the ISO image attached previously (see
steps 4 and 5 above). If the ISO was copied to the physical host’s local drive as part of

the provisioning process, when removing the I1SO here, SCYMM 2012 will automatically

purge the ISO file from the target drive on the host to recover the space.

If the ISO is not removed before creating the rapid provision template, then this ISO file will become

part of the template, and the ISO will be copied over the LAN for every new guest deployed from it.
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Create a Clone of a Rapid-provision Guest VM

Because the process of creating a SAN copy-capable template from a new guest VM destroys the guest
when the guest is imported to the library server, it is best practices to make a copy of the guest first.
Otherwise the guest has to be restaged from scratch if changes need to be made to the gold image.

< | VMs (3)

Virtual Machine St... Cloud

H’J Rapid Provision W2KBR2Ent Gold Image 1 Stopped

]

L& SCYMM-Guest0ol Stopped m Fa— é Create VM Template |G
J, SCOVMM-Guesti02 Stopped lﬂ’ Power On V204 Test Private C
m Power Off

Figure 116: Create a guest VM clone

1) Shut down the rapid provision guest VM. Then under the VMs and Services workspace,
navigate to the host server (TSSRV204 in this example) that is hosting the new rapid provision
guest VM.

2) Right click on the new rapid provision guest VM, select Create->Clone as shown in figure 116.

I8 Create ¥irtual Machine Wizard

™ specify Virtual Machine Identity

Specify Virtual Machine |dentity ‘irtual maching name:

Configure Hardwars [ IFlapid Pravision ' 2K8R 2Ent Gold Image Clone ]
Select Destination Descriptian:

Select Host

Select Path

Select Metworks
Add Properties

Surarnarny

Figure 117: Provide a name for the cloned guest VM

3) On the Specify Virtual Machine Identity screen, provide a descriptive name for this clone as
shown in the example in Figure 117. Then click on Next.

4) On the Hardware screen, click on Next (don’t make any changes).
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I Create ¥irtual Machine Wizard

EB Select Destination

Specify Wirtual M achine |dentity
Configure Hardware

Select Destination

Select Library Server

Select Path

Surmmary

Choose whether to deploy or store the virtual machine.

J " Deploy the virtual machine to a private cloud

i! " Place the virtual machine on a host

Copies the files aszociated with the wirtual machine to the virtual machine host that pou designate. You can then
stark the wirtual machine immediately if desired.

L=
‘2 [(3' Store the virtual machine in the library ]

Stores the virtual machine in the library for later uze. Before you can start the virual machine, pou must deploy it
oh & host or cloud.

Figure 118: Select storage location for the cloned rapid provision guest VM

5) On the Select Destination screen, choose the Store the virtual machine in the library option

and then click

[ Create ¥irtual Machine Wizard

IEB

Specify Virual Machine |dentity
Configure Hardware

Select Destination

Select Library Server

Select Path

Summary

Select Library Server

Select a library server for the wirtual machine.

on Next.

Search §S] j in I j

R atin Library Server =~ Transfer Type

Figure 119: Select the library server to store the cloned rapid provision guest VM on

6) On the Select a Library Server screen, click on the desired library server (TSSRV190 in this
example as shown in Figure 119), and then click on Next.
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"H'Create ¥irtual Machine Wizard

IE?“ Select Path

Specify Virtual Machine [dentity

Select the share location to save this virtual machine to.
Configure Hardware

Select Destination i% Selected library:  TSSRWY190MGTestDomain. lacal

Select Library Server Wirtual machine path:
S elact Fath {[%\T55RV1 90 MET estDomain.localkStorevMstStoredvims | e — |
Summary

Select Destination Folder

Browszing TSSEVHS0.MGT estD omain. local
= TSSHV1SD.:{GTestDomain.local

E,iJ MSSCYMMLibrary
.| StorevM

= Storedvms
3. UsersharedData

Figure 120: Select a path for the cloned rapid provision guest VM on the library server

7) On the Select a Path screen, click on the Browse button and select a share location on the
library server for the cloned rapid provision guest VM as shown in Figure 120.

example, this share was created previously as a location to store guest VMs. See Add New Read-write
Note Library Shares to the Library Server on page 46 of this guide for more information.

\ The Stored VMs share path in Figure 120 does not exist on the library server by default. In this

< Jobs - recent jobs (82)

[
-
Start Time Result Name
o Create virtual machine 34 % 5/10f2012 9:57:04 AM Rapid Provision
) Refresh virtual machine properties Completed S/10/2012 9:40:53 AM TSSRVZ04.techso
) Refresh virtual machine properties Completed 5/10/2012 $:22:54 AM TSSRVZ04.techso
s tiac af aick ol hi, ) Jokad CUAASANAT Mada0E AR Momid Prosdeion L

P! Create virtual machine

Status: (NEEEREEER 34 %

Step | Name | Status |
Command:  New-5CVirtualMachine B EH1 Create virtual machine WEEEERE 0 4%
HEEizEmE S Eren S e el e TR R V] 1.1  Export Hyper-V virtual machine Completed
Starteld: B L) TR BT » 1.2 Deploy file (using BITS over HTTPS):... [ 2%
Duration: 00:00:08 1.3 Fix up differencing disks Mot started
Owiner: MGTESTDOMAIN \malasar

Figure 121: Create virtual machine job status

8) On the Summary screen, click on Create to launch the Create virtual machine job. Monitor
the job until it completes.
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Library < Physical Library Objects (1)
E SQL Server Profiles |
. . | Name
ﬁ Equivalent Objects

J_'@ Rapid Provision W2K8R2Ent Gold Image Clone J

g % Cloud Libraries

» BB Self Service User Content

4 k— Library Servers
- k—TSSRVlQU.MGTEstDumain.ID(aI
4 ] MSSCVMMLibrary
| ApplicationFrameworks
11S0s
I VHDs
| StareVMs
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» | Update Catalog and Baselines

U«

Figure 122: Verify the location of the cloned rapid provision guest VM

9) After the job finishes, from the Library view, expand Library Servers and verify the location of
the cloned rapid provision guest VM, similar to the example shown in Figure 122.

10) Now that this cloned guest VM exists on the library server, it can be deployed to a host in the
host group at a later time and updated, patched or changed as needed. This is useful in cases
where an administrator may need to create a new SAN copy-capable guest VM template from
an updated version of the rapid provision guest VM.
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Create a SAN Copy-capable Template from a New Guest VM

Now that the new rapid provision source guest VM has been created and configured according to the
steps in the previous section above, it can now be imported into the library server as a SAN copy-
capable template for rapid provisioning of new guest VMs.

Template Tools |

Home Folder Template
.$ N ) "H' create ¥M Template Wizard x|
I & I L |

Create Service Create VM | Crez 'E- Select Source

Template Template |

Create

Library

Select Source Select a source for the new Wi template.
4 JTempIates WM Template [dentity

2 Service Deployment Co

Configure Hardware
E Service Templates I Browse... |

= Use an existing YM template or a virtual hard disk stored in the library

LI : Configure Operating System
= Empales . ' From an existing virtual machine that is deployed on a host:]
Select Library Server
» [T Profiles IHapid Provision W 2KER 2Ent Gold Image 1 J Browse... I
Select Path
[ Eguivalent Objects
Surnmary Select ¥M Template Source [ %]
4 &= Cloud Libraries
4 7 Test Private Cloud 1 Select an existing vittual machinejcurently located on a host.

4 ] MSSCVMMLibrary Search P ]in | =] fTvpe |
= ApplicationFramew: Mame | Owner | Operating Sy... | Wirtualization ... | Description
_1150s [= Type: ¥irtual Machine

4 7] Rapid Provision W2 [Rapid Provision W2K8RZEnt Gold Image 1] MGTESTDOM, ., &4-bit edition...  Microsoft Hy...  Rapid Provisi...
» [ LUN1 SCVMM-Guest00z MGTESTDOM,..  64-bit edition...  Microsoft Hy..,
1 VHDs

Figure 123: Select the source VM for the SAN copy-capable template
1) From the Library workspace, expand Templates, and click on VM Templates.

2) Click on Create VM Template on the ribbon bar under the Home tab to launch the Create VM
Template Wizard.

3) On the Select Source page, select the option From an existing virtual machine that is
deployed on a host and click on the Browse button to display a list of available VM template
sources. In this example, the rapid provision gold image guest VM is selected as shown in
Figure 123. Then click on Next.

I8! virtual Machine Manager E I

3 Creating a template will destroy the source wirtual machine B apid Provision w2KBR2Ent Gold
i h Image. The virtual hard digks of the wirtual machine will be generalized to create the new
T template and ary user data on the vitual machine may be lost. To prevent this, vou can create
a clone of Fapid Pravision WaE8R2Ent Gold Image before using it to create a template.

Do pou want to continue?

Ve | MHa I

Figure 124: Review the template creation warning message

4) A warning message will appear. In this example a clone of the VM was created in the previous
section (see Create a Clone of a Rapid-provision Guest VM on page 92). Click on Yes.
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Bl Create ¥M Template Wizard E

VM Template Identity

Select Source WM Template name:

M Template | dentity [ |Fiapid Provision W 2KER2E nt Giold Image 1 |
Configure Hardware D escription

Configure Operating Sustem Fiapid Provision w2K8R 2Ent Gold Image 1|

Select Library Server
Select Path

Summary

Figure 125: Provide a name and description for the SAN copy-capable template

5) On the VM Template Identity screen, provide a name (and description if desired) for the VM
template. Then click on Next.

FH! Create ¥M Template Wizard

IE'a Configure Hardware

Select Source Configure hardware for the wirtual machine. You can import settings from a hardware

w14 Template |dentity arofile or save a new profile hased on your settings.

Caonfigure Hardware Hardware profile:

Configure Dperating System

e Save as... | Mewn Disk € SC3I Adapter  &DVD B8 petwork Adapter Remove |
Select Library Server # Compatibility 21| o Rapid Provision W2KSR2Ent Gold Image 1_disk_1
Salact Path [Z7 Cloud Capability Pra...
Hyper Chatinel:
Surmnrmary # General IF'limary channel [0] [in use] j
O Processor
1 proceszsor
IG:\Hapid Provizion W2KER2Ent Gold Image 1_digk_1.vhd
g Memory
512 MB Startup, 10... . ) .
_ e Cw Virtual hard disk type: Fiked
H Floppy Drive . _
Ma Media Captured b axirmum size: V0.00 GB
1'? oo 1 Currently expanded to: 70,00 GB
Maone
1'? COM 2 7 | _Classification:

Mone |sC12 (4 Tiers) =]
R video Adapter
Default video adapter

¥ Contains the operating syztem for the wirtual machine

Figure 126: Create VM Template Wizard configure hardware screen

6) On the Configure Hardware screen, note that the settings here are inherited from the
hardware profile that was chosen when the rapid provision guest VM was staged. In this
example, since these hardware specifications are acceptable, no changes need to be made to
the hardware settings on this screen. Optionally, choose a different hardware profile or
change individual hardware settings as needed. Note that the Classification listed here (SC12)
matches the classification chosen when the logic unit for the gold image VHD was created.
When finished with the hardware settings, click on Next.
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'8! Create ¥M Template Wizard E

I—E'a Configure Operating System

Select Source Configure identity, network settings, and scripts for the new virtual machine. You can
M Template [dentity import settings from a guest OS5 profile or save a new profile based on your settings.
Lonfigurs Hardware Guest 05 prafile: |w/2KBR2Ent AD Member Guest 05 Profile =l
Configure Operating System H S ..

|

Select Library Server # General Settings

| »

Computer name:
SCWhM-GuestitHit

Ta randamly generate 5 computer name, enter an asterisk as the computer name.

Select Path

Surnmary @ Adrnin Password

(111 111]]
Product Key

@I Time Zone
Central Standard Ti...

Figure 127: Provide OS settings for new SAN copy-capable guest VM template

7) On the Configure Operating System screen, the previously defined Guest OS profile is chosen
from the drop down as shown in Figure 127. Optionally, modify the default settings as desired.
Then click on Next.

B! Create ¥M Template Wizard [ x|

Select Library Server

Select Source

Select a library server for the virtual machine.
Wi Template Identity

Configure Hardware |Search }/‘j in | j

Library Server - Transfer Type

Configure Operating System
190, METestDomain . Jocal

Select Library Server
Select Path

Surimany

Figure 128: Select a library server that is capable of SAN copy-capable transfers

8) On the Select Library Server screen, select a library server that is SAN-transfer capable (not
network) as indicated in Figure 128. Then click on Next.

The Transfer Type column must indicate SAN (not network) in order for this template to function as a
rapid provision template.

Note
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"' Create ¥M Template Wizard

'E.i'* Select Path

Select Source Select the share location to save this virtual machine to.

Wi Template ldentity -
;E Selected libran:  TSSAW190.MGT estDomain. local

Configure Hardware

Configure Operating System Wirtual machine path: X

Select Library Server [l'\'\TSSH\-"'I SD.MGTestDc-main.Incal'\MSSEVMMLibraryJ l S I
Select Path Transfer aver the netwark Aken if a S4M transfer iz available,

Surmmary

Select Destination Folder

Browszing TSS90, MIET estD omain. local
55 TS5RVIS0MGTebtDamain local
' Librany
Staredyhs
. WseRolesSharedData

Figure 129: Select a path on the library server for the copy-capable VM template

9) On the Select Path screen, click on the Browse button and choose a destination on the library
server for the rapid provision guest VM template. In the example shown in figure 129, the

default MSSCVMMLibrary share path has been chosen. Make sure the box for Transfer over
the network is unchecked. Then click on Next.

10) Review the Summary screen information and then click on Create. This will launch the Create
template job. Monitor the progress in the Jobs workspace until it completes.

ARG Administrator - TSSRV190.MGTestDomainJocal - Virtual Machine Manager (Evaluation Yersion - 166 days remaining)
Home | Folder Template

",,';$ £ i E| =] = &4 PowerShell
& P ] e =1 [Jsobs
Create Service Create VM Create Add Library Import Import Physical Export Physical Library _
Template Template - Server Template Resource Resource Settings %) PrRO
Create Add Import Export Settings Window
Library < Templates (2)
= gTemplates |
Iim Service Deployment Configurations | Name ‘ Relz | Type Owner | Status | SAN Copy Capable
E Service Templates : W2KBR2Ent Guest VM Template 1 WM Templ... MGTESTDOMAIN\mgla.. OK No
Tlvm Templates [: Rapid Provisicn W2ZK8R2Ent Gold Image 1 VM Templ... MGTESTDOMAINYmgla.. OK Yes ]
4 E Frofiles /I\

Figure 130: Verify availability of the new SAN copy-capable rapid provision template

11) From the Library workspace under VM Templates, verify that the new rapid provision template
is now available. Make sure that Yes is indicated in the San Copy Capable column for this
template as shown in Figure 130.

12) To make this template available to self-service users or roles, right click on it, select
Properties, and under the Access screen, add any desired self-service users or roles.
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4 g Templates
» E Profiles
Equivalent Objects

4 % Cloud Libraries
4 0 Test Private Cloud 1

4 [ MSSCVMMLibrary
| ApplicationFrameworks
1150

[‘ __| Rapid Provision W2KBR2Ent Gold Image 1]

I LUN1
1 VHDs
E Stored Virtual Machines and Services

* = Self Service User Content

Library ¢  Cloud Library Objects (1)

| Name

| Lum1

Figure 131: San copy-capable rapid provision VM template on the library server

13) The library server will now list a new folder where the rapid provision template resides as

shown in Figure 131.

14) The template creation is now complete. To thin-provision new guest VMs from the rapid

provision template, continue with the next section.
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Deploy a New Hyper-V Guest from a SAN Copy-capable Template

Overview

Now that a SAN copy-capable template has been created from a gold image guest VM, thinly-

provisioned guest VMs can now be deployed using Dell Compellent SAN Replays (snapshots). As was
summarized in Table 4 on page 81, there are many advantages to using SAN copy-copy templates as
compared to copy-over-the-network templates. In the steps below, a new guest VM will be created
from a SAN copy-capable template of a gold image.

Run the Create Virtual Machine Wizard

E_ﬁ"q Select Source

Select Source

'H' Create ¥irtual Machine Wizard x|

Select the source for the new virtual machine.

Specify Virtual Maching [dentiy

Configure Hardware

& |lse an existing vitual machine, WM template, or vitual hard disk.

(Fiapid Pravision W 2KER2Ent Gold Image 1 |

Configure Operating Spstermn

Select Destination
Select Hozt
Configure Settings
Add Propertiez

Summary

" Create the new virtual machine with a blank vitual hard disk

Select Yirtual Machine Source

Select a'M template, virtual hard disk. or virtual machine as the source for the new virtual machine.

Browse... I

Search yﬂ in I j IT_I,Jpe j
[dame | Owaner | Operat... " SAh Copy Capable” Rel.. | ik, | Des...l Path |
= Type: ¥irtual Hard Disk
Elank Disk - Large Mone Mo Mic... To... WT...
EBlank Disk - Small Mone Mo Mic... To... WT...
Rapid Provision W2KSR2Ent Ggld Image 1...  MGTE... Unkno... Mo Mic... Ra. WT...
Sysprepped-W2K8RZEnt-Bootimagel.vhd &4-bit ... Mo Mic... WT...
= Type: ¥M Template
[Rapid Provision W2K8RZEnt Gold Image 1 MGETE... &4-bit... Yes ] Ra...
WZKERZENt Guest ¥M Template 1 MGETE... &4-bit... Mo W2,

Figure 132: Select the source for a new rapid provisioned guest VM

1) From the VMs and Services workspace, click on Create Virtual Machine on the ribbon bar
under the Home tab.

2) Select Use an existing virtual machine, VM template, or virtual hard disk, then click on the
Browse button.

3) Choose a rapid provision template (in this example, the one just created in the preceding
section was selected). Make sure the SAN Copy Capable column for the VM source template
indicates Yes as shown in Figure 132. Then click on Next.
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Bl Create ¥irtual Machine Wizard E

™ Specify Virtual Machine Identity

Select Source Yirtual machine name:

Specify Witual Machine |dentity ||

Configure Hardware [ I the Mame field is left blank, Yhkd will generate a Y#M name based on the Computer Mame. ]

Configure Operating System Deescription:

Select Destination
Select Host
Configure Settings

Add Froperties

Surmmary

_Or-
e |
| Specity Virtual Machine Identity

Select Source Yirtual machine name:
Specify Virtual Machine |dentity |F|apidF'r0visi0nG uestdl1
Configure Hardware Description:

Configure Operating System
Select Destination

Select Host

Configure Settings

Add Properties

Summary

Figure 133: Provide a name and description for a new rapid provisioned guest

4) On the Specify Virtual Machine Identity screen, there are two options for providing the virtual

machine name:

e |f the SAN copy-capable template was previously configured to automatically generate the
name, then this screen will indicate that the virtual machine name field can be left blank.
The presence of a caption under the virtual machine name field, as circled in the top view

of Figure 133, indicates this.
o Leave the field blank and allow the wizard to assign the name.

o Provide a specific name to override the automatic name if desired.

o If the template was configured without automatic naming, then the caption will be absent
and a name must be manually entered here as shown in the bottom view of Figure 133.

5) The virtual machine name field will be left blank in this example as the SAN copy-capable

template was previously configured to automatically provide a name. Click on Next.
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Il Create ¥irtual Machine Wizard B

‘Eﬂ. Configure Hardware

Select Source Configure harchware for the vidual machine. You can import settings from a hardware
S pecify Yirtual Mackine [ denti profile or save a new profile based on your settings.
Canfigure Hardvware Hardware profile: [I[Default - create new hardware configuration settings] J j
Canfigure Dperating System I save as... | New: - Disk (:— SCSI Adapter . &DYD B8 nebwork Adapter Remove |
- ——qmmr T
Select Destination 512 ME Startup, 10... =l{ . Rapid Provision \w2KaRZEnt Gold Image 1_disk_1
Select Host I,_..‘ Floppy Drive Crae
. . Mo tedia Captured -
Configure Settings = coM1 IPrimar_l,l channel (0] [in use) j
&dd Properties MNone
B
Surmmary 7 EDM 2 [FTSS190 MET esDomain lboealMESCYMMLibraryFapid Frovision W2KGHZI
one
R, Widen Adapter 8 Vitual hard disk type:  Fised
Default video adapter Masimum size 70.00 6B

# Bus Configuration

< IDE Devices
2 Devices attached

Currently expanded to: 7000 GEB

.= Rapid Provizion ...
FR G, Friim..

4% Mirtual DVD drive ¥ Cantainz the: operating syster for the wirtual machine
Mo Media Capt... 7

Figure 134: Configure the hardware settings or choose an existing hardware profile

6) On the Configure Hardware screen as shown in Figure 134, note that the hardware settings are
inherited from the hardware profile that was associated with the template when it was created.
Therefore no changes need to be made in this example. Optionally, choose a different
hardware profile from the drop-down list or change individual hardware settings as needed.

7) Set the Classification field to the Dell Compellent Storage Center that was used to create the
rapid provision VM template (SC12 (All Tiers) in this example). Then click on Next.

B create Virtual Machine Wizard [ x| I

IEB Configure Operating System

Selest Source Configure identity, network settings, and scripts for the new vidual machine. You can

Specify Virtual Machine |dertity import settings from a guest OS profile or save a new profile based on your settings.

Configure Hardware Guest 05 prafile:
Configure Operating System H GerD B
|

Select Destination # General Settings

- Identity Information Conptieriname
Select Host X

SCHMM-Gusstit SCVMM Guestitit

Configure Settiings @ Admin Password To randaonly generate a computer name. enter an asterisk az the computer name.
Add Properties sesnsnes

Product Kep
Summary LTI TITIIITITTITON

@ Time Zone

Central Standard Tirme
,':'9 Operating System
B4-bit edition of Winda...
& Networking
EE Diomain # wWarkgroup
Joined to Domain mgte...

Figure 135: Configure the guest OS settings or choose an existing OS profile
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8) On the Configure Operating System screen as shown in Figure 135, note that the guest OS
settings are inherited from the guest OS profile that was associated with the template when it
was created. Therefore no changes need to be made in this example. Optionally, choose a
different guest OS profile from the drop-down list or change individual hardware settings as
needed. In this example, no changes will be made. Click on Next.

'H Create Virtual Machine Wizard

Eﬁ“ Select Destination

Select Source

Choose whether to deploy or store the vitual machine.
Specify Vitual Machine Identity

Confiue Hardnars ~ [r‘ Deploy the virtual machine to a private cloud ]

Configure Operating System g! & Place the virtual machine on a host

Select Destination Copies the files associated with the wirtual machine to the vitual machine host that you designate. You can then
start the wirtual machine immediately if desired.

Select Host

=
= ' Store the virtual machine in the library

Stores the virtual maching in the libramy far later use. Befare pou can start the vitual machine, you must deploy it
Add Properties on a hast or cloud.

Configure Settings

Summary

Figure 136: Choose a location for deployment of the new rapid provisioned guest VM

9) On the Select Destination screen, choose the deployment location for the new rapid
provisioned guest (to a private cloud or to a specific host). In this example, Deploy the virtual
machine on a host is selected as shown in figure 136. Then click on Next.

Il Create ¥irtual Machine Wizard [x] I

Eﬂ Select Host

Gelect Source Select a destination for the virtual machine

Specify Vitual Machine |dentity Destinations are rated bazed on the virtual machine requirements and on the default placement options.

Configure Hardware Expected Utiization...

Configure Operating System

o Search e in Al Hasts <
Select Destination e J J

Fating ~ | D estination Transfer Type | Netwoik ... |
Select Host ik § 75oRve02 bechsol local SAN

Configure Settings San

Add Praperties

"W B TEERv190.METestDoman lacal SAN

Summary

Figure 137: Select the host server for the new rapid provisioned guest VM

10) On the Select Host screen click on the desired host for the new rapid provisioned guest VM
(TSSRV204 in this example). Then click on Next.
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I Create Yirtual Machine Wizard B i

Eﬂ Configure Settings

Fewview the wirtual machine settings
The fallawing walues will be used when the new virtual machine is created:

Select Source

Specifp Virtual Machine |dentity

X & Lf)callons Specify the computer name for this virtuzl machine. Mo wild cards are allowed. This
Cornfigure Hardware 4 Vittual Machine Location name is not required to match the virtuz| machine name. To ensure consistent
EirtualGussts displays in System Center Operations Manager, use the same name for the

Configure Operating System computer name and virtual machine name.

# Operating System Settings e
Select Destination E 2

" Identity Information ISCVMM-GuestDD‘i ] =
Select Host SCYMM-Guesting
# MNetworking
ma Network Adapter 0
Add Properties Test SCWAM Logical M.
# Machine Resources

 Wirtual Hard Disk
Fiapid Provizion \W2ka. .

Configure Settings

Summary

Figure 138: Verify the computer name for the new rapid provisioned guest VM

11) On the Configure Settings screen as shown in Figure 138, verify the following:

a. Under Operating System Settings, since the SAN copy-capable template in this example is
set to automatically generate a computer name, the wizard suggests the next name in line
(SCVMM-Guest004 in this example). Keep the suggested name or provide a different name
if desired.

"Bl Create ¥irtual Machine Wizard [ x|

IEB Configure Settings

Review the vitual machine settings
The following values will be used when the new vitual machine is created:

Select Source

S pecify Vitual Machine [dentity

# Locations

Conligure Hardware = Vitual Machine Location Library - Rapid Provigion W2KER2Ent Gold Image 1_disk_1

EMWitualGuests Fileaee 70.00 GB
# Operating System 5Settings

Configure Operating System

Select Destination T Identity Information Deploy t options
Select Hast SEVMM-Guest002 Method to deplay the virtual hard disk ta the host:
Configure Settings # Networking IT < N " X .
8 Network Adapter 0 ransfer the virtual hard disk by using the SAN] j =
Add Properties Test SCWM Logical M BrrmericaeTs
Summany ﬁ Machine Resources i _
& itual Hard Disk Saurce: I\\.TSSRWSO.MGTestDomaln.IocaI\.MS.:CWJML\t Browse.. | <=

Fiapid Pr

Figure 139: Verify that deployment method is set to transfer using the SAN
b. Under Machine Resources, click on Virtual Hard Disk and verify that the Method to
deploy the virtual hard disk to the host field is set to Transfer the virtual hard disk by
using the SAN.
c. Click on Next.

12) Review the settings on the Add Properties screen and then click on Next.

13) Click on Create on the Summary screen to launch the job to create the rapid-provisioned guest
VM. Optionally, to see how the new volume is provisioned on the Dell Compellent Storage
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Center, before clicking on Create, open the Storage Center Manager GUI per the steps in the
following section to follow along as SCVMM 2012 leverages SMI-S to thinly provision the new
volume.

Monitor the Creation of Rapid-provisioned Storage on Dell Compellent

1) To see how the new rapid-provisioned volume gets created on the Dell Compellent Storage
Center, log on to the Storage Center Manager GUI for the Dell Compellent Storage Center the
new logical unit will be created on.

Ic: 5C 12 [
=42 Storage \® SCVMMW2KS8R2EntGoldimage1
- /)

g Volumes
¢ {58 Hyper-v

Microsoft

VMware
v tGoldimage
Replay

bk Refresh @3 Set Update Frequency |, Set Replay View | ©, Set Display Field | a Modify Volume Maximums | a Properties )} Replay
{7 Storage Profies

Profiles

-6 Recyde Bin “ﬂ SCYMMW2KER 2EntGoldImage 1 ]
[+ “ Servers =

| 04127 /7017 12:00:07
&2 Disks b 04/27/2012 12:00:02 pm
(-5 Controllers D 04/27/2012 11:00:03 am
LQ'; upPs
- Enclosures
(-1 Racks
| 0. @ pemnte

Figure 140: Gold image on Dell Compellent before creating a rapid provisioned guest

2) Once logged into Storage Center Manager:
a. Expand Storage->Volumes and click on the desired gold image volume to highlight it.

b. Click on the Replays tab

c. Click on Set Replay View and change it to Tree. The gold image volume in this example is
shown in Figure 140 with a couple of Replays right below it.

3) From the SCVMM 2012 Create Virtual Machine Summary screen, click on Create to kick off the
job to create the new rapid provisioned guest VM.

o Step | Name |Status | Start Time
B H1 Create virtual machine | 0% 4/27/2012 12:39:24 PM
» =11 Rapid deploy using SAN copy [ 0% 4/27/2012 12:39:25 PM
b =111 Parallel execution stap [ 0 % 4/27/2012 12:39:25 PM
b I 0% 4/27/2012 12:30:25 PN

1.1.1.1 [Creates new storage logical unit

44 [ i M Lt imih s fnnis P TAPRa— |

Figure 141: Monitor the creation of the new rapid provisioned guest

4) Go to the Jobs workspace to monitor the progress as the new guest VM is created. One of the
incremental steps associated with provisioning a new rapid provisioned guest VM is the creation
of a new storage logical unit (SAN volume) as shown in Figure 141. SCVMM 2012 leverages SMI-
S to provision this logical unit in just a few seconds as a thinly provisioned SAN volume. It is
created from a Replay of the gold image volume.
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Stap | MName | Status | Start Time
B E1 Create virtual machine [] 4% 4/27/2012 12:3%:24 PM
L& =11 Rapid deploy using SAN copy (LTIl L]]] 33 % 4/27/2012 12:39:25 PM
0 =111 Parallel execution stap Completed 4/27/2012 12:35:25 PM
0 1.1.1.1 [Creates new storage logical unit Completed] 4/27/2012 12:39:25 PM

Figure 142: SCVMM 2012 creates a new rapid provisioned logical unit

5) The Creates new storage logical unit step of the job in SCYMM 2012 will complete in a few
seconds as shown in Figure 142.

Ic: 5C 12 -\
& storage ( g | SCUMMW2K8R2EntGoldimage1
W Volumes \\ ‘/’

{59 Hyper-v i

-5 Microsoft

{5 yMware — —— —
= LU1_427a066378fcdb62_RapidProvis

Refresh 97 SetUpdate Frequency -, SetReplay View ., Set Display Field | a Modify Volume Maximums |

@ Replay Profles

L[] Storage Profiles |ﬂ SCYMMW2KBRZEntGoldImage 1 =] LU1_42?&9663?8chb62_RapidPro.‘.|]
(- g Recyde Bin L
- By Servers > 04/27/2012 12:39:29 pm
-4 Disks D 04/27/2012 12:00:02 pm
[#-" Controllers -
-\ UPS D) 04/27/2012 11:00:03 am

(- 4@ Endlosures

Figure 143: Thinly-provisioned SAN volume created for the new guest VM

6) Once the Creates new storage logical unit step in SCYMM 2012 completes, return to the
Storage Center Manager GUI and refresh the view. A new thinly provisioned volume, created
from the most recent Replay of the gold image volume, will appear in the Replay tree view as
shown in Figure 143. When first created, the new thinly provisioned volume will consume no
SAN space on the Storage Center.

& Guest_YHDs (E:) 1 [=] B3 I
'e\_Ov LJ + Computer = Guest_YHDs (E:} = - m I Search G... E
Organize *  Includeinlibrary +  Share with +  New Folder ez v E] @
Mame ~ Date modified Type | Size |

- Favarites

| WirtualGuests S/10/2012 12:18 PM File Folder
4 Libraries

=% Computer

&, wakerzEnt (C)

o TSSRY204_Datall (D)

B & Guest_YHDs (E:)

= . WirtualGuests
L SCYMM-Guestoo1-1
. SCYMM-GuestO0z
=l SCYMM-Guestoo
HE W €—

.. Wirtual Machines

?! Metwork,

Figure 144: New logical unit for rapid provisioned guest assigned as a mount point
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7) The SCVMM job will map this new logical unit (using fiber channel MPIO in this example) to the
assigned Hyper-V host as a mount point as shown in Figure 144. If the new rapid provisioned
guest VM were being created as an HA guest on a Hyper-V cluster, then the SCVMM 2012 job
would map the new logical unit to all nodes of the Hyper-V cluster as a new cluster volume.

IC sc12

=l &. Storage

- Volumes

MB Hyper-V

{55 Microsoft

{55 Other_volumes

{59 yMware

i LU1_49764123c560a38¢

[ Replay Profiles

Storage Profiles
[ Recyde Bin

]"‘g Servers

H- s Disks

£ Controllers

- & UPS

- Endosures

-1 Racks

]-c Remote Systems

2] i Users

(@ SCVMMW2K8R2EntGoldimage1
- /'

e [ e | ootz | e | s | S50 | o

Tier 1 Storage
RAID 10 - Fast
fsme
J 12m8
[ 18MB
[ 3sMB

Tier 3 Storage
RAID 6-10 - Fast

Yz ) 13,42 GB

16.78 GB

RAID 6-10 - Standard
[ 1548
[ 205MB

|i Volume Space - Active [l Disk Space - Active [F] Yolume Space - Replay [E] Disk Space - Replay |

Total volume space consumed:
Data Instant Replay overhead: 182 MEB

Total disk space consumed: 17.03 GB
Disk space saved vs. basic RAID 10 storage: 10,19 GB

Figure 145: SAN space used by the gold image SAN volume on Dell Compellent

8) Highlight the gold image volume in Storage Center Manager and click on the Statistics tab. The
gold image volume in this example is consuming a little less than 14 GB of SAN space (not
including RAID or Replay overhead). Note how Data Progression has dynamically moved most of

this data to RAID 6-10 on Tier 3 storage allowing it to take full advantage of the read

performance of RAID 6 while leveraging the cost savings of Tier 3 storage. Data Progression
will automatically move this data up or down between tiers and RAID levels to ensure optimal

performance.
i( 5C 12
E& Storage w
g volames @/ LU1_497641e3c560a38e_SCVMM-Guest

B Hyper-V

{59 Microsoft

{59 Other_volumes
B VMware
LU1_4975

@ Replay Profiles
Storage Profiles
& Recyde Bin
E]---“ Servers

(-4 Disks

(- Controllers

i.i'z UPs

i} Enclosures

o181 Racks

]--e Remote Systems

s Users

i§ SCYMMW2K8R 2EntGol

e | cprepis | e | o comie | e

RAID 10 - Fast
1.09GB
2.13GB

E Volume Space - Active [l Disk Space - Active [ Volume Space - Replay EZ] Disk Space - Replay |

Total volume space consumed:
Data Instant Replay overhead: 1.09 GB
Total disk space consumed: 2.18GB
Disk space saved vs, basic RAID 10 storage: 0MB

Figure 146: Only new data is written to the rapid provisioned SAN volume

9) Click on the new rapid provisioned volume in Storage Center Manager and examine its

statistics. As the job in SCVMM 2012 maps the new storage to the Hyper-V host and begins to
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configure the new rapid provisioned guest VM, any new data is written at RAID 10 to Tier 1
storage. This ensures maximum performance for new writes.

10) In this example, the new guest VM consumed about 1 GB of new storage, representing the new
data blocks written as a part of provisioning the new guest VM from sysprepped gold image.

11) This new data is also subject to Data Progression so although it was written at RAID 10 for
maximum performance, inactive data on this volume will eventually be moved down to RAID 6
on lower tier (more cost effective) storage space.

SAN Space Saved with Rapid Provisioning

Table 5.

SAN space savings by using rapid provisioning

Network copy template
(VHDs copied over the LAN)

SAN copy-capable template
(rapid provisioned logical units)

Source Image VHD size 14 GB 14 GB

New Guest VM 1 14 GB 1GB

New Guest VM 2 14 GB 1GB

New Guest VM 3 14 GB 1GB

New Guest Vingg ~ N N N P T (eh
New Guest VM 100 14 GB 1GB

Total SAN space consumed 1414 GB 114 GB

Total SAN space saved 0GB 1300 GB

1)

As shown in Table 5, the SAN space savings can be significant when using rapid provisioning. In

this example, provisioning 100 guest VMs from this SAN copy-capable template would realize a
space savings of 1.3 TB on the SAN (not factoring in RAID or Replay overhead).

2)

While there are no Dell Compellent Storage Center or SCYMM 2012-imposed limits on the

maximum number of guest VMs that can be rapid-provisioned from a single SAN copy-capable
template, factors such as the |0 demands of the guest VMs will limit this number. As a best
practices recommendation, plan for about 100 guests per rapid provision template.

Conclusion

Hopefully this document has proved helpful and has accomplished its purpose by providing
administrators with answers to commonly asked questions associated with configuring the Dell
Compellent Storage Center and SCYMM 2012 to quickly and efficiently deploy new Hyper-V guests to a
private cloud using rapid provisioning.
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