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ABSTRACT 
AI technology ofers opportunities to expand virtual and physical 
access for people with disabilities. However, an important part of 
bringing these opportunities to fruition is ensuring that upcoming 
AI technology works well for people with a wide range of abilities. 
In this paper, we identify the lack of data from disabled populations 
as one of the challenges to training and benchmarking fair and 
inclusive AI systems. As a potential solution, we envision an online 
infrastructure that can enable large-scale, remote data contribu-
tions from disability communities. We investigate the motivations, 
concerns, and challenges that people with disabilities might experi-
ence when asked to collect and upload various forms of AI-relevant 
data through a semi-structured interview and an online survey that 
simulated a data contribution process by collecting example data 
fles through an online portal. Based on our fndings, we outline 
design guidelines for developers creating online infrastructures for 
gathering data from people with disabilities. 

CCS CONCEPTS 
• Human-centered computing → Accessibility design and eval-
uation methods. 
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1 INTRODUCTION 
The increasing power and pervasiveness of AI technologies pose 
opportunities for enabling people with disabilities (PWD) to en-
gage in previously inaccessible activities. Existing AI products like 
Microsoft Seeing AI or Google Lookout audibly describe images 
to enable blind people to interpret visual information [12, 20], and 
DragonDictate, which transcribes speech into text, enables those 
who experience physical disabilities or dyslexia to communicate 
more efciently in written language [11]. However, though some 
AI technologies may be efective for PWD, others may actually 
aggravate disability-based discrimination [38]. Computer vision 
tools may not realize their potential benefts to PWD if they are less 
accurate at recognizing images taken by blind users than by sighted 
users [25], and automated transcription tools risk leaving behind 
users with varied speech patterns, such as "deaf accent" [21, 50, 52]; 
further, there is a risk that future AI systems like motion detec-
tors in a self-driving car may pose physical danger if they fail to 
recognize pedestrians using mobility aids such as wheelchairs [57]. 

One important source of AI systems’ inclusivity issues is the 
lack of representation for PWD in the datasets used to train and 
benchmark them [10, 23, 38] (though it is also important to note 
other sources of inclusivity issues, such as lack of representation 
of PWD on the teams creating AI technologies). But collecting a 
representative dataset for PWD is hard. PWD are minorities in the 
general population, making it infeasible or expensive to collect large 
enough data from PWD in an in-person setting [23]. This is further 
aggravated as traveling to an in-person data collection site may be 
very challenging for some PWD. Scraping online data of PWD is 
also problematic not only because of the long-tail nature of various 
disabilities but also because of the ethical considerations and the 
heightened need to protect the sensitive demographic attributes 
related to disabilities [23, 46]. Although some tried to overcome 
these challenges by having participants without disabilities simulate 
disability (e.g., covering one’s eyes while performing a task), such 
"simulated disability data" are inaccurate and can reinforce negative 
stereotypes around disabilities [44, 57], making ML techniques that 
rely on "synthetic data" [13, 40] fraught for this demographic. 

In order to mitigate this issue, we envision an online infrastruc-
ture for enabling controlled data collection in which PWD can will-
ingly contribute their data to create more representative datasets 
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for training or testing AI systems. If efective, such an infrastructure 
could be an important step toward improving the representation 
of PWD in AI datasets by making the data collection process scal-
able and cost-efective, with direct implications for fairness in AI 
systems for PWD who are often discriminated against due to their 
disability status [16]. However, the open questions around how to 
create a data contribution process that is sufciently motivating, 
privacy-sensitive, and accessible to a diverse array of abilities need 
to be answered for its success [23, 24]. 

To this end, we conducted a two-part study with 30 participants 
who experience a wide range of disabilities, to gain generalizable 
insights on PWD’s motivations, concerns, and challenges with 
regards to contributing data typically needed for a variety of AI 
systems through an online infrastructure. In the frst part, we inter-
viewed our participants (through a video call due to COVID-19) to 
qualitatively probe their willingness and concerns for contributing 
their data to hypothetical AI datasets. In the second part, we asked 
our participants to complete an online survey, during which they 
were asked to collect and upload to an online form six common 
types of AI training data (e.g., a self-portrait photo like those used 
for face authentication on a phone, or a video of them speaking that 
can be auto-transcribed by a speech-to-text system) to simulate a 
data contribution process. They were asked to describe challenges 
they faced or help they needed, and complete an online survey 
that revisited several themes from the interview in light of having 
experienced a sample data contribution process. 

We fnd that many of our participants were open to contribut-
ing their data, even on a voluntary basis, if it meant that AI could 
become more efective for PWD, suggesting that seeking data con-
tributions from PWD could be a promising direction for creating 
more inclusive AI datasets. However, our fndings also suggest that 
the process of motivating and receiving PWD’s data contribution 
has to meet the unique needs and circumstances that they may 
experience. For example, when determining compensation forms 
and rates for PWD’s data contribution, one may want to consider 
the sensitivity of the data as well as the efort and resources it takes 
for PWD to collect and upload those data. It is also important to 
be cognizant of the fact that people experience disabilities on vari-
ous spectrums; some experience non-apparent disabilities such as 
ADHD or dyslexia and might be more cautious about contributing 
data that might disclose their disabilities, while some experience 
more prominent disabilities within a disability category that calls 
for a carefully designed data collection process that is accessible for 
them. Based on our fndings, we end with guidelines for designing 
data collection processes for PWD. 

2 RELATED WORK 
In this section, we cover prior work that investigated the perfor-
mance disparities and biases of AI systems based on demographic 
traits, and how the lack of representation in training and testing 
data of certain populations can fuel such outcomes. We also cover 
opportunities and challenges to addressing this issue. 

2.1 Performance Disparities of AI Systems 
2.1.1 Disparities impacting marginalized groups. An increasing 
number of evaluations have examined performance disparities of 

AI systems for people with demographic attributes, particularly 
attributes that are marginalized in the technology industry specif-
cally and/or in Western societies more generally. Such studies have 
investigated how one’s gender [10, 34, 42, 47, 50], race [10, 34], and 
socioeconomic status [1] could negatively afect the performance 
of an AI system such as facial recognition or natural language pro-
cessing systems. In the landmark Gender Shades study, for example, 
authors show that many commercial AI systems that are used to 
label binary gender classes based on one’s face in an image did not 
work well for women with darker skin color [10]. 

One source of disparities is the lack of representation of marginal-
ized populations in the datasets used to train AI systems. Whittaker 
et al. note that “AI systems model the world based on what’s in the 
data they’re given. If something is missing from the data, say im-
ages of people with dark skin, these people will be missing from the 
AI model, and thus won’t be recognized or included” [57]. When 
the Gender Shades study identifed the problem of higher error 
rates for women with darker skin color, the developers updated 
their system to mitigate this disparity by creating a more balanced 
training dataset; this reduced the error rate by nearly ten-fold when 
measured using a testing dataset similar to the one used in the 
Gender Shades study [45]. In response, there is a growing efort to 
create more balanced datasets that represent diferent demographic 
attributes such as the creation of the FairFace dataset that has equal 
representation of various races and genders [30]. 

2.1.2 Disparities impacting PWD. Despite the recent advances in-
vestigating discriminatory AI models based on race, gender, and 
socioeconomic status, the dimension of disability received less atten-
tion [52]. Nonetheless, a series of anecdotal evidence highlights the 
potentially devastating impact non-inclusive AI can have on PWD. 
One example considers the AI models created to make autonomous 
vehicles recognize pedestrians. In 2018, Treviranus tested one of 
these models with a video recording of a friend propelling backward 
in a wheelchair, and found that all AI models studied chose to run 
over her friend [51]. Treviranus concludes that models trained on 
datasets that mainly represent those not in a wheelchair fail to parse 
even a slightly unusual activity performed in a wheelchair such as 
propelling backward. Similarly, people found a food delivery robot 
to not yield the curb cut to a pedestrian in a wheelchair [48] while 
others cited autonomous vehicles crashing into those with bicycles 
[22, 35] as cautionary tales to further support that AI models will 
likely fail to recognize those with mobility aids [41, 57]. 

Beyond the case of autonomous vehicles that are not yet widely 
commercialized, these anecdotes also describe how PWD are af-
fected by today’s non-inclusive, mainstream AI products. For exam-
ple, speech recognition systems that take speech input and output 
text could be useful tools for people who are deaf or hard of hearing 
as they can transcribe a live conversation or videos [19, 56]. In 
addition, these systems can also be used to make traditional input 
devices more accessible to those with limited mobility [3]. How-
ever, speech recognition systems often fails for those who have 
atypical speech [2]. Such bias exists even in the gender dimension 
where speech recognition systems are reported to perform better 
for men than women [47, 50], and worse for accents including those 
originating from disabilities like deaf accent [21, 50]. Similarly, com-
puter vision systems built to help blind users could fail to accurately 
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caption images taken by these users as the images could difer in 
terms of their framing, angle, or lighting when compared to images 
taken by sighted people [25] used to train many of these systems 
[14]. Finally, smart sensor systems can fail to work properly for 
people with diferent body shape because of growth diferences, 
amputation, or because they are seated in a wheelchair [39]. 

2.2 Eforts to Create Representative Datasets 
2.2.1 Calls-to-action for inclusive AI. In response to the grow-
ing AI inclusivity concerns for PWD, there have recently been 
multiple calls-to-action advocating for a rigorous investigation 
into creating more disability-inclusive AI technology [39]. These 
calls-to-action encouraged inspecting whether AI applications are 
trained on datasets that represented PWD, whether they had rea-
sonable accuracy when used by PWD, and what sorts of societal 
biases they can incur against PWD and other vulnerable groups 
[6, 17, 24, 28, 52, 57]. In particular, they highlighted the creation of 
inclusive public datasets for PWD used to train and test modern AI 
applications as one of the key areas for future work [24]. 

Unfortunately, however, creating representative datasets that 
include PWD remains difcult as common data-collection methods 
introduce disproportional barriers and risks for PWD. In-person 
data collection can be prohibitively expensive, due to the low repre-
sentation of many disability groups in the general population due 
to the “long tail of disability” [23]. Some disabilities may prevent 
potential participants from traveling to onsite data collection events 
due to limited mobility (a challenge exacerbated by the COVID-19 
pandemic, since many with disabilities are in high-risk groups and 
must maintain strict social distancing). Scraping online data sources 
to collect data of PWD is also difcult due to the low representation 
of disability groups, the heightened needs for privacy when the 
data concerns PWD, the ethical issues of scraping data without 
consent, and the fact that accurate descriptions of disability status 
are rarely associated with scraped content [23]. Finally, simulating 
disabilities can bear inaccurate data that may also reinforce soci-
etal prejudices and stereotypes of experiencing disabilities [44, 57]. 
Such challenges pose roadblocks for well-intentioned AI practition-
ers who are motivated to understand and mitigate biases in their 
systems but lack sufcient expertise to work with PWD. 

2.2.2 Online data collection from PWD. Given these challenges, 
creating online infrastructures that centralize the data collection 
from PWD can be an alluring solution for sourcing data directly 
from PWD by allowing a semi-controlled data collection process 
at scale [9]. Indeed, online infrastructures have been powerful and 
scalable means of sourcing data from people for many years [37, 59]. 
Games with a purpose, such as the "ESP Game" for labeling images, 
were an early success that leveraged the power of people on the 
Internet to collect data with a direct implication to improving acces-
sibility by captioning images on the web [54, 55]. The VizWiz app 
allows blind users to upload photos and receive descriptions from 
paid crowdworkers [7]; many VizWiz users have opted to share 
images to create public datasets for AI training [25, 26]. Similarly, 
citizen scientists connected on the web have proven themselves 
to be efective, for example at tracking and sharing the radiation 
data after the Fukushima nuclear disaster in Japan [27, 29]. Finally, 
more recent eforts such as the "data dignity" project have started 

to envision how users can be compensated for data they contribute 
for a variety of commercial and/or academic purposes [33]. 

However, the following open questions need to be answered 
for designing successful processes for collecting data from PWD 
[24]. What would motivate PWD to contribute their data to an AI 
dataset? What are their concerns for contributing their data to an 
AI dataset as it relates to ethics and privacy? And what challenges 
would they face when collecting and uploading their data online? 
We approach these questions from the perspectives of PWD to 
inform the design of online infrastructures that can be used to 
collect data from PWD to create more representative AI datasets. 

3 METHOD 
To better understand PWD’s concerns, challenges, and motivations 
for contributing data for AI development, we conducted a two-part 
study that included a semi-structured interview followed by an 
online survey in which the participants were asked to collect and 
upload sample data to an online portal. The questions used in the 
interview and the survey are included in the Appendix of the paper. 

3.1 Interviews 
Our interviews took place through a video call (due to COVID-19 
social distancing). With Shepherd Center’s (a rehabilitation hospital 
in Atlanta, GA) help, we recruited participants with diverse abilities 
and collected their self-descriptions of disability status and infor-
mation about accessibility needs for participation. The interviews 
were approximately 45 minutes and structured as follows: 

Stage 1: Defning AI. We frst asked our participants about their 
understanding of AI, probing the types of AI applications they 
are aware of, to get a sense of their familiarity with AI. We then 
shared our defnition of AI (inspired by [43, 49]) as "a computing 
system or software that can learn from existing data to perceive 
and function appropriately in various environments," and described 
the importance of inclusive datasets for creating AI applications 
that work for everyone. We then provided them with examples of 
AI applications like voice assistants, image recognition systems, 
and self-driving cars. We followed up our description with a few 
questions on inclusion like "Have you heard any reports or stories 
about biases or discrimination that are associated with any AI 
applications, or how some AI applications do not work for certain 
users?" to gauge their knowledge about AI inclusivity issues. 

Stage 2: Motivations for contributing to an AI dataset. We then 
explored what might motivate our participants to contribute to 
an AI dataset. We presented various forms of compensation mech-
anisms such as monetary compensation (i.e. the data collecting 
organization pays the participants money for the data contributed), 
matching donation (i.e. the data collecting organization donates to 
a non-proft of the participants’ choosing), and voluntary contri-
bution. For each, we probed conditions for the participants to feel 
motivated to contribute their data. For example, we asked questions 
like "Would you expect to be paid for contributing your data to an 
AI dataset? If so, how much do you think you should be paid for 
contributing [various types of data]," or what other information 
about the purpose of data collection they would want to know. 

Stage 3: Concerns about contributing to an AI dataset. Finally, we 
asked our participants about their concerns with contributing to 



FAccT ’21, March 3–10, 2021, Virtual Event, Canada Joon Sung Park et al. 

Table 1: Self-Descriptions of Types of Disability That Our Participants Experienced 

Physical Disability 
Hearing Loss or 
Impairment 

Blindness or 
Visual Impairment Cognitive Disability 

P1 Spinal Cord Injury P10 Mild Hearing loss P16 Blindness P25 ADHD and Dyslexia 
P2 Cerebral Palsy P11 Profound hearing loss P17 Blindness P26 ADHD and Dyslexia 
P3 Spinal Cord Injury P12 Profound hearing loss P18 Blindness P27 Dyslexia 
P4 Rheumatoid Arthritis P13 Mild Hearing loss P19 Congenital Glaucoma P28 Autism 
P5 Shaking Hands P14 Profound hearing loss P20 Blindness P29 Dyslexia 
P6 Cerebral Palsy P15 Profound hearing loss P21 Blindness P30 ADHD and Dyslexia 
P7 Torsion Dystonia P22 Mild Blindness 
P8 Spinal Cord Injury P23 Blindness 
P9 Paralyzed P24 Visually Impaired 

an AI dataset. For this stage, we narrowed down the context of 
data contribution by applying a scenario-based method [32, 58]. 
We presented to our participants a scenario in which a nonproft 
organization working for disability justice wants to collect data 
from PWD to create more inclusive AI applications. We explained 
to our participants that the types of data collected might include 
those relevant to disabilities they experience (eg. photos taken of 
or by blind people, or voice samples of those with a deaf accent). 
We then asked if there are any physical, psychological, or privacy 
concerns they might have if they choose to contribute to such 
an efort. Such scenario-based methods are widely used in social 
psychology and ethics research, and considered to be an efective 
way of investigating participants’ opinions and beliefs [32, 58]. 

3.2 Online Survey 
After the interview, we provided our participants with a link to 
an online survey and asked them to complete it within two days; 
the survey took approximately 45 minutes to complete. The survey 
allowed us to observe the challenges that our participants might 
experience when collecting and uploading common AI training data, 
and to acquire quantitative responses grounded in the experience 
of having performed a number of specifc data-uploading tasks as 
a followup to the conversation during the interview. 

Stage 1: Simulating data contribution. We chose six data types to 
ask our participants to collect and upload: 1) a self-portrait photo 
that is relevant for training facial authentication systems on a smart-
phone, 2) a photo of any one household object that they took with 
a caption that is relevant for training photo description systems 
like Seeing AI, 3) a video of them reading out loud a short para-
graph either in English or in American Sign Language (ASL) that 
is relevant for building speech recognition or ASL interpretation 
systems, 4) a video of them moving six feet to the left and right 
that is relevant for training motion recognition systems, 5) typ-
ing what they hear in a video that reads out loud a short English 
paragraph with ASL interpretation that might be relevant for AI-
based spelling, grammar, or other writing-support systems and 6) 
clicking on small dots appearing on the browser using a mouse or 
a trackpad, which can be relevant for inferring motor abilities or 
age to automatically adjust interface properties (i.e., similar to data 
collected on the LabintheWild platform by Gajos et al [18]). 

Although these are not a comprehensive set of data types used 
to train AI, they are cases in point for discussing how to build 
accessible data collection infrastructures for PWD. In addition, it is 
also important to note that we informed our participants that they 
could skip a task if they were unable to complete it, and that the 
data they provided would not be used to train real AI systems. 

Stage 2: Closing questions. After completing the data-uploading 
tasks, we asked our participants about their motivations and con-
cerns for contributing data. This included questions like "How 
acceptable are the following uses of the data that you contributed" 
accompanied with examples of data usage like "Used to develop new 
AI-powered accessibility tools" or "Used to make existing, general-
audience AI applications." Unlike during the interview, we took a 
more quantitative approach by asking our participants to answer 
many of the questions on a Likert scale. We ended the study with a 
demographics survey. Appendix 2 includes the full set of questions. 

3.3 Designing an Accessible Study 
It was important to ensure that all portions of our study were 
accessible. All our forms and surveys were voice recorded and 
interpreted into ASL (American Sign Language) and the video of 
the interpretation was posted alongside the written instructions for 
the participants who found this form of instructions more accessible. 
During the interviews with deaf participants, an ASL interpreter 
was present to interpret the conversation in real-time. We also 
ensured our survey was screen-reader accessible. In addition, we 
communicated frequently with Shepherd Center to fnd out any 
other accessibility needs our participants had. Finally, the study 
protocol and materials were IRB-approved. 

3.4 Participants 
Instead of focusing on people with a particular type of disability, we 
sought to understand the motivation, concerns, and challenges that 
PWD might face across various types of disabilities. This was done 
to uncover the more generalizable framework for enabling data col-
lection from PWD given that technologies present diferent barriers 
to people with diferent disabilities. To this end, we collaborated 
with Shepherd Center, a non-proft hospital in the U.S. to recruit a 
participant pool that represented as diverse a set of disabilities as 
possible so long as a potential participant’s disability did not bar 
them from providing meaningful informed consent. Ultimately, we 
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recruited 30 participants who experienced four broad categories 
of disabilities: physical disability such as spinal cord injuries and 
cerebral palsy (n=9), blindness or visual impairment (n=9),hearing 
loss to a varying degree (n=6), and cognitive disabilities such as 
ADHD, dyslexia, and autism (n=6). Table 1 summarizes participants’ 
self-described disability status. 

We conducted the study from June to July of 2020. All interviews 
were conducted by the frst author of the study through video calls. 
Per the participants’ approval, the interviews were video recorded, 
and later anonymized and transcribed by the frst author for anal-
ysis. Once the participants had fnished all portions of the study, 
the participants were paid a $75.00 gift card through the recruit-
ing organization for an hour and half of their time (45 minutes 
for the interview and another 45 minutes for the uploading tasks 
and survey). Shepherd Center determined the rate of compensation 
based on their knowledge of the participants. Our participants were 
on average 39.83 years old (STD=11.97) with an age range from 
22 to 70. They identifed racially as 60% Caucasian, 16.67% Black, 
13.33% Hispanic, 3.33% Asian, and 6.67% other. Regarding gender, 
12 identifed as women and 18 as men. For brevity, we refer to the 
interview participants as P1-P30. 

3.5 Analysis 
We analyzed transcripts of the interviews and the results of the 
survey that included both quantitative and shorter qualitative re-
sponses, as well as the task completion rate and the rate at which 
our participants needed help. For qualitative data, we conducted 
an interpretative qualitative analysis [36] that started with open 
coding in two phases [31]. During the frst phases, we coded the 
transcripts on a line-by-line basis to ensure that our coding of the 
data closely refects the data. For example, codes that were gener-
ated in this phase included “Spectrum of disability support” and 
“Behavior altering medication might be needed for cognitive disabil-
ities.” In the next phase, we synthesized the codes from the previous 
phase to extract the higher-level themes that could be observed 
in our data. These themes included “Interest in data contribution,” 
“Privacy concerns,” and “Perceived challenges with data contribu-
tion.” This coding process was iterative in that we continued to 
review our themes and data throughout the process to accurately 
synthesize our fndings. Finally, for the quantitative responses, we 
conducted a one-way ANOVA to fnd the main efect in the data 
and ran post-hoc analysis where it was appropriate. 

4 RESULTS 
We summarize the fndings about PWD’s motivations, concerns 
and challenges to contributing to an AI dataset through an online 
infrastructure. In subsection 4.1, we start by describing our partic-
ipants’ knowledge and usage of AI prior to the study in order to 
provide a context for our subsequent summary of results. We then 
focus on our participants’ motivations, concerns, and challenges 
for contributing to an AI dataset in subsections 4.2, 4.3, and 4.4. 

4.1 Prior Knowledge and Use of AI 
4.1.1 Understanding of AI. Almost all our participants expressed 
some degree of familiarity with AI applications when asked how 
they understood AI prior to the interview (n=29). They cited their 

awareness of existing AI applications including general audience 
applications like voice assistants (e.g. Amazon Alexa and Google 
Home) or chatbots they encounter while browsing the web (n=15), 
and accessibility-related AI applications like Seeing AI and Dragon 
Dictate (n=17). Some also cited AI’s appearance in popular culture 
such as movies and fction (n=6). Several participants (n=8) even had 
at least a basic understanding of how AI applications are created, 
using terms such as training and model to describe AI . Only one 
participant had never heard the term "AI" prior to the interview. 

After describing AI and example applications to our participants, 
we asked whether they used any AI applications in the past. Nearly 
all our participants had exposure to at least one type of commer-
cial AI application (n=28). These included general audience-facing 
applications like voice assistants (n=16), online search or feed algo-
rithms (n=5), and narrower AI applications like facial recognition 
for logging into a smartphone (n=3). In addition, our participants 
reported having used AI for accessibility (n=17). For example, partic-
ipants who experience blindness or visual impairment mentioned 
that they used object recognition systems like Microsoft’s See-
ing AI or Google’s Lookout to interpret visual information (n=7; 
77.8%).1 Similarly, those who experience hearing loss mentioned 
using text-to-speech systems like auto-captions or Dragon Dictate 
for transcribing conversations or captioning audio (n=4; 66.7%). The 
same system was also used by those who experienced dyslexia to 
generate written content (n=3; 50%). Finally, some found general-
audience AI helpful for their accessibility needs, like those who 
experienced physical disability who used voice assistants to control 
smart home devices without moving (n=2; 22.2%). 

4.1.2 AI failures. When asked their knowledge of reports of biases 
or discrimination by commercial AI applications, only a few par-
ticipants (n=3) noted their familiarity with the topic, citing public 
news stories such as the ones about how a machine vision system 
fails to recognize those with a darker skin tone. However, many 
of our participants acknowledged that they have personally expe-
rienced AI failures as it relates to accessibility. Their experiences 
included many that resonate with the growing inclusivity concerns 
with AI that are being reported in anecdotal evidence. For example, 
blind participants reported that object recognition systems often 
failed to recognize the photos that they took (n=5; 55.6%), while our 
participants who experience dyslexia found some speech-to-text 
systems time out too fast for them to formulate their thoughts (n=2; 
33.3%). Meanwhile, a few participants also expressed that some 
applications are simply not accessible for them, such as people 
who are deaf and communicate via English text or ASL rather than 
speech being unable to use AI-tools like smart-speaker-based voice 
assistants (n=4; 66.6%). 

Interestingly, we also observe that new inclusivity issues arise as 
AI applications make more activities accessible for PWD. Two blind 
participants, for example, noted that they hand write more since 
object recognition applications made reading and writing handwrit-
ten words more accessible. But recognizing handwriting using AI 
is still difcult, with both participants expressing sentiments that it 
would “defnitely work better for somebody who is sighted” (P14). 

1We report percentages for fndings relevant to a particular disability category (vi-
sion/hearing/motor/cognitive), giving the percentage relative to participants identify-
ing with that category rather than relative to the overall participant pool. 

https://STD=11.97


FAccT ’21, March 3–10, 2021, Virtual Event, Canada 

But in cases like these where AI failed to be inclusive, some viewed 
the failure to have been caused by their misuse rather than by the 
AI system’s shortcomings (n=5). This made them think that there is 
little to be done to improve AI applications; “I’m not going to fault 
[the AI application] because I mean, everyone’s handwriting is so 
diferent. So I don’t think there’s too much to be improved (P13)”. 

4.1.3 Hopes for Future AI applications. A majority of the partici-
pants saw instances in which AI applications in the future might 
help them in their daily lives as it relates to their disabilities (n=17). 
Many of the types of AI applications that the participants brought 
up were those that exist today but are not fully efective. These in-
cluded more powerful voice assistants and smart home devices that 
could automate more functions of living space for those with physi-
cal disabilities (n=3; 33.3%), advanced event calendars for those with 
ADHD (n=2; 33.3%), and more accurate speech-to-text applications 
for those who prefer to type using their voice (n=3; 50%). Other 
applications that the participants brought up have not yet been 
commercialized but have been discussed in the media as near-future 
AI applications (n=10), such as self-driving cars and robotics tools 
that can help those with physical disabilities to move around (n=3; 
33.3%), ASL translators for facilitating conversation between ASL 
communicators and non-signers (n=4; 66.7%), and visual navigation 
tools that can help blind pedestrians navigate streets (n=3; 33.3%). 

4.2 Motivations for Contributing Data 
4.2.1 Willingness to contribute. Having explained to our partici-
pants how we defne AI, its training process, and the importance of 
representative datasets, we probed their perception of contributing 
data to an AI dataset. Many were open to contributing so long 
as their data is used to help them or their disability communities 
(n=24), some even without compensation (n=14). But their will-
ingness to contribute still depended on a number of elements. For 
instance, some considered the type of data that is being collected 
to be important when deciding whether to contribute (n=6). Unsur-
prisingly, they were hesitant if the collected data was more personal, 
such as their photos or legal documents. This concern was particu-
larly stressed by those who experienced a “hidden disability" [53] 
such as attention-defcit hyperactivity disorder (ADHD), dyslexia, 
or post-traumatic stress disorder (PTSD), as these participants saw 
their disclosure of disability as “optional.” We go deeper into these 
concerns for contributing data in 4.3. 

We also found that the purpose of the data collection infuenced 
our participants’ willingness to contribute. Not only did they want 
their contribution to help disability communities, but some also 
pointed out that they did not want their data to be used in certain 
ways (n=3), including for law enforcement and improving public 
relations to make a for-proft company appear inclusive only on the 
surface (i.e., "ethics washing" or "diversity theater" [4]). A partici-
pant noted: “Maybe they get one or two people with disability and 
like, OK, well, we met the quota and so we can move on with it but 
not really testing to see how does it really... work for someone with 
a disability” (P30). In the post-interview survey, we probed deeper 
into this topic by presenting to our participants fve ways their data 
might be used to create inclusive AI (e.g. to develop AI-powered 
accessibility tools, to raise accessibility awareness in AI) and asked 
whether these were acceptable on a seven-point Likert scale. The 
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Table 2: Level of comfort for contributing data reported on 
7pt. Likert scales (1 = strongly disagree; 7 = strongly agree). 

By the Usage of Contributed Data Average STD 

Develop AI accessibility tools 6.82 0.39 
Make general AI applications more inclusive 6.17 1.63 
Used to test AI for fairness 6.41 1.02 
Used to teach how to develop AI 6.10 1.47 
Used to raise accessibility awareness in AI 6.54 1.07 

By the Type of Data 

Self-portrait photo 5.30 1.56 
Photo of an object 6.52 1.28 
Video of speaking 5.60 1.78 
Video of moving 5.13 1.70 
Type what you hear 6.16 1.60 
Browser dexterity 6.42 1.63 

By the Type of Metadata 

Name 5.14 1.96 
Contact Info 5.00 1.87 
Age 6.31 1.11 
Disability 6.38 1.27 
Gender 6.29 1.41 
Ethnicity 6.39 1.17 
Education 6.39 1.07 
Income 5.19 2.00 

By the Data-Collecting Organization 

Large tech company 5.59 1.57 
Small start-up 4.86 1.75 
Public university 5.62 1.37 
Private university 5.62 1.50 
Disability focused university 6.24 1.15 
Disability advocacy organization 6.28 1.13 
Government 4.56 1.87 

fve goals we presented induced enthusiastic responses from our 
participants with the average responses for these use cases scoring 
higher than six out of seven as summarized in Table 2. 

Finally, the importance of the impact of their contribution was a 
theme amongst the participants (n=5), with some explicitly noting 
that they would be more willing to contribute their data if they are 
a member of a “harder to access” group whose contribution would 
bear a signifcant weight or if the AI application that is being built 
is in a post-prototype stage and its success is more likely with the 
proper data contribution. 

4.2.2 Monetary compensation. We subsequently explored how 
monetary compensation might or might not motivate our partic-
ipants to contribute their data to an AI dataset. Although a few 
mentioned that monetary compensation was not necessary if their 
contribution helps others and themselves (n=4), a majority of the 
participants saw monetary compensation as an added incentive for 
contributing their data (n=19). For many, the reason was straightfor-
ward: “Yeah, I mean, why not? If you get some money in the process, 
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that’s a good incentive, right?” (P11). But for some, the need for 
monetary compensation was closely tied to their disability status, 
which made monetary compensation more appealing. A participant 
noted, “You know, being disabled, you are always on the budget... 
the monetary, you know, would make me wanna [contribute] more” 
(P18). But this caused some to see monetary compensation as not 
a constructive source of motivation for contributing their data as 
some people might feel compelled to contribute their data because 
of their fnancial difculties, as expressed by this participant: “... 
what’s even more important with personal data is people who are in 
need of money might feel compelled to go further than they would 
otherwise with sharing their data or sharing their information” (P5). 
Another participant mentioned perhaps a graver concern by noting 
that “... that might be a little bit more... pressure point for people... 
It sometimes feels like you are selling yourself out a little” (P9). 

4.2.3 Determining compensation amount. With the monetary com-
pensation still being viewed as an efective motivator by many of 
our participants, we proceeded to investigate how the participants 
reasoned about determining the appropriate level of compensa-
tion by asking them how much they should be paid for a given 
data type. Many of the factors that our participants considered 
when reasoning about this resonated with what they considered 
when determining whether they were interested in contributing in 
the previous subsection. They considered what type of data was 
being collected (n=8): is it identifable or anonymous, is the data 
already out there on the internet (e.g. on social media), and how 
comfortable am I personally to share this type of data? They also 
considered the purpose of the data collection (n=4), explicitly or 
implicitly concluding that they would be willing to contribute for 
less compensation if the data collected will be used to better their 
lives or the lives of those in disability communities. 

Additionally, the participants found the resources needed to col-
lect and upload their data to be relevant, noting that PWD may 
need to invest more time and even recruit help to complete the con-
tribution task (n=6). Similarly, some noted that it would be helpful 
for them to be aware of how people are paid in other seemingly 
related contexts such as photographers submitting their images to 
a media company; “if I were a freelance photographer, and I work, 
you know, taking pictures for deaf people, and I had a price already 
set for things that I did for as a photographer, then I could have an 
estimate of what I might ask in return for” (P10). 

However, even though our participants had ideas for what would 
be relevant points of consideration when determining the compen-
sation, they found the activity of coming up with the exact com-
pensation level daunting. When asked to provide an exact dollar 
amount for four diferent types of data (a selfe, a video of them mov-
ing, a video of them speaking, and a photo of a household object), 
many responded that they were not sure how to provide an an-
swer (n=15): “Oh man, I don’t know. I’ve always been terrible with 
money” (P15). What helped many participants to answer this ques-
tion was to actually try out the data contribution tasks. Whereas 
only 9.75 (STD=1.26) or 32.5% of the participants on average across 
the four types of data provided a dollar compensation amount prior 
to actually completing the contribution tasks, 21 (STD=2) or 70.0% 
of the participants on average did after completing the tasks. 

We analyzed the compensation amount that the participants 
indicated as appropriate after completing the sample data capture 
and upload tasks. The overall trend suggests that a simple photo 
of an object that does not reveal the participants is considered the 
least valuable (median=$8.75), followed by a self-portrait photo 
(median=$20.00), videos of speech (median=$40.00) and motion 
(median=$50.00) which are considered the most valuable data type 
in this set. Interestingly, however, the participants’ response to what 
is a reasonable compensation contained a few very high outliers 
where the suggested amount was higher than $1,000 for a single 
contribution (e.g. an image or a video fle). There were three out of 
23 such responses for selfe portrait photos, one out of 23 about a 
video of them speaking, and one out of 23 about a video of them 
moving. Although these participants did not provide clear reasoning 
for this, we suspect that this might be an illustration of them not 
wanting to contribute that particular type of data. As a case in point, 
there were no such dramatic outlier values for contributing a photo 
of an object, which was considered to be less privacy sensitive. 

4.2.4 Other forms of compensation. We also explored other types 
of compensation. We started by suggesting an option in which the 
data-collecting organization ofers to donate money to a non-proft 
organization of our participants’ choosing (e.g. an organization 
advocating for disability justice). This was acceptable for a large 
portion of our participants (n=14), with a few of them expressing 
their enthusiasm as they are involved with disability-related non-
proft organizations and are familiar with the work done by these 
organizations (n=5). However, this form of compensation was met 
with a lukewarm response from others who noted that it would 
not necessarily generate additional incentive to contribute to a 
dataset (n=4). This was because it seemed difcult to confrm how 
the money was used, and it’s always possible for the participants 
to directly donate the money themselves if they wanted to. 

Beyond donation-based compensation, some also noted their 
interest in other non-monetary forms of compensation such as 
credit attribution for the data they contributed or ofers for public-
ity by appearing in advertisements for accessible technology (n=3). 
Additionally, some participants suggested that they would like to 
be able to observe the progress of AI in return for their contribu-
tion (n=7) or even get early access to use the trial version of the 
technology that was built with their data (n=5). For them, it was 
more important that they were a part of the process for developing 
new benefcial technology: “... the excitement of participating in the 
technology, making it better... I would value probably a long term 
relationship on developing the technology more than the monetary 
compensation. That is... hey, you were one of the early people in 
study. We’ve got a piece of AI we would like you to try out. We’d 
like to fnd out if it’s screen reader accessible [for blind users]” (P8). 

4.3 Concerns about Contributing Data 
4.3.1 Physical or psychological concerns. To understand our partic-
ipants’ concerns about contributing to an AI dataset, we described 
to them a scenario in which a nonproft organization advocating 
for disability justice wants to gather data from PWD to create a 
more inclusive AI application. Many noted that if the data contribu-
tion task is not beyond what is often done online (e.g. uploading a 
photo or a video), they were not concerned that the process might 
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Completion Time Completion Rate Task Difculty TASK (Average in Seconds) (%) (7pt. Likert Average) 
1. Upload a self-portrait 254; 121; 109; 330; 217 78; 100; 100; 100; 93 2.66; 4.60; 4.00; 2.86; 3.35 
2. Upload a photo and a caption 191; 109; 98; 189; 155 78; 100; 100; 100; 93 3.14; 1.75; 1.00; 2.00; 2.28 
3. Upload a video of speaking 348; 139; 434; 335; 326 78; 100; 100; 89; 90 2.50; 2.40; 1.50; 3.17; 2.58 
4. Upload a video of moving 222; 212; 366; 391; 303 78; 67; 100; 78; 80 4.43; 4.00; 4.50; 4.00; 4.23 
5. Type what you hear 384; 210; 155; 352; 294 89; 100; 100; 100; 97 2.71; 5.67; 2.33; 4.86; 4.09 
6. Click the dots on the screen 64; 55; 34; 87; 62 44; 100; 100; 100; 83 5.20; 2.80; 1.00; 2.75; 3.31 

Table 3: Statistics of the six data contribution tasks presented in this order: participants experiencing blindness or visual 
impairment; cognitive disability; hearing loss or impairment; physical disability; all participants. For the completion time, 
the averages are without the outliers (three STD from the mean). For task difculty, seven represents the most difcult. 

harm them physically or psychologically (n=13). But some noted 
important caveats. For example, a deaf participant stressed that the 
data collection process needs to be respectful towards the specifc 
cultures that a disability community might have (P6). To the Deaf 2 

community, a sign language is considered not only a means of com-
munication but also a cherished cultural element that identifes the 
community [8]. Therefore, when collecting data from members of 
the Deaf community, it would be important to ofer a sign language 
interpretation for the instructions even when the participants are 
fuent in a written language. In addition, some noted that the data 
collection process could induce performance anxiety, particularly 
for PWD (n=3): “So you are dealing with psychologically injuring 
people. I look normal, but I’ve had a lot of difculty in school and 
failed out of college. So there’s a fear of failure that follows” (P20). 
Another participant who shared a similar sentiment stressed that 
for this reason, the data collection should be “done in such a way 
that it’s not punitive. If you make a mistake... you are not told that 
you are out or we are never doing business with you again” (P7). 

4.3.2 Privacy concerns. Our participants showed a bimodal reac-
tion in terms of their privacy concerns, with some expressing much 
stronger concerns than others. Many noted that they were not 
overly concerned about privacy when contributing their data (n=16) 
and justifed this lack of concerns by mentioning that these types 
of data are already online, for example on social media (n=6). These 
participants also noted that they are open about the disabilities they 
experience, and any potential disclosure of disability from the data 
shared is less of a concern (n=6). However, for those less open about 
their disabilities, especially when they experienced non-apparent 
forms of disabilities like ADHD or dyslexia and saw their disclo-
sure of disabilities as optional in their daily lives, their concerns 
were more prominent (n=3; 50.0%): “Disclosure is optional for some 
people... And it’s an option that we don’t take lightly...” (P9). 

Our participants mentioned that if the data being collected is 
less identifable and unlikely to reveal non-apparent forms of dis-
ability, they would be less concerned about their privacy (n=9). 
This was also represented in their answers to the survey questions 
summarized in Table 2. One-way ANOVA on our participants’ re-
sponse to the questions that asked how comfortable they would 

2We use "Deaf" with a capital "D" when referring to Deaf culture and with a lowercase 
"d" when referring to hearing status. 

be with contributing diferent types of data shows that the data 
type signifcantly infuenced the degree of comfort for contributing 
(F(4.232, 102.4)=4.293, p=0025). The followup Tukey’s test for post-
hoc analysis indicates that uploading a photo of an object was more 
comfortable than uploading a self-portrait (p=0.012), or videos of 
them talking (p=0.018) or moving (p=0.0051). We observe a similar 
trend when analyzing the participants’ level of comfort for sharing 
their demographic information as metadata for a dataset. Once 
again, one-way ANOVA shows that the type of metadata plays a 
signifcant role in determining the comfort level for sharing the data 
(F(3.456, 92.81)=9.837, p<0.0001), and the post-hoc analysis indicates 
that the participants were signifcantly less comfortable to share 
identifable information like their name and contact information. 

Another recurring theme related to privacy concerns was the 
participants’ trust in the data-collecting organization (n=5). Many 
thought if the organization worked to advocate for PWD, they 
felt safer to share data and more confdent that any terms in the 
consent form would be kept; “The Arthritis National Research 
Foundation, which I am involved with, I would trust [with my data]... 
Yeah, it would really depend on how reputable they are” (P25). We 
investigated this topic more thoroughly in the survey portion; Table 
2 summarizes the results. Once again, one-way ANOVA shows that 
the type of data-collecting organization played a signifcant role 
in determining the participants’ level of comfort for sharing their 
data (F(3.331,91.05)=12.38, p<0.0001) and the Tukey’s test for post-
hoc analysis support that organizations that are oriented towards 
supporting disability communities are seen as more reliable for 
handling the data than a small start-up company or the government. 

4.3.3 Intersectional concerns. Our results indicate additional inter-
sectional identity concerns that may afect PWD’s willingness to 
contribute. These include those related to age and ethnicity, and 
show how diferent norms and social risks for disclosing disability 
can factor into PWD’s decision to contribute. Regarding age, our 
participants noted that there are generational diferences in terms 
of how open one is to sharing their disabilities, that older people 
are going to share less; “you know, 50 and older... because they 
grew up in a generation where having a disability was supposed 
to be something that is secretive and private... [when] they have 
an illness or they become disabled, then they are not usually will-
ing to share it until it becomes a problem” (P30). Additionally, for 
ethnicity, when one is a part of a historically disadvantaged ethnic 

https://F(3.331,91.05)=12.38
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group, that person may be more likely to not want to disclose their 
disability due to the more acute fear of discrimination; “just being 
a person of disability, part of the disability community, also being 
an African American in today’s US climate... I wouldn’t want to 
give anyone an opportunity to discriminate against me” (P9). 

4.4 Challenges Contributing Data 
4.4.1 Data capture. We asked our participants to capture and up-
load six diferent types of data as summarized in Table 3 and asked 
whether they experienced challenges or needed external help. We 
note that needing external assistance is not necessarily problem-
atic, and indeed that interdependence [5] is important to and valued 
by many PWD; however, it is important for system designers to 
understand if and how assistance may be required for data upload 
tasks to create an accessible system. We fnd that a majority of our 
participants (over 80% of the participants across the six data types) 
were able to collect and upload their data as requested. However, 
perhaps as expected, they faced various accessibility issues in the 
process that were heavily depended upon each of the participants 
and the type and prominence of disabilities they experienced. For 
example, participants with physical disabilities reported challenges 
in steadily holding a phone when taking videos or photos when 
collecting data (although this could be desirable if the goal of data 
collection is to train models that can recognize wobbly pictures and 
videos to better support this population) (n=3; 33.3%). Furthermore, 
physical disability also made it more challenging for the partici-
pants to type, with some reporting that they needed multiple pauses 
when typing or experienced pain when typing (n=4; 44.4%). 

Blind participants reported difculty with taking photos of an 
object or themselves as they could not be sure if the photos were 
properly focused or framed (n=3; 33.3%). Also, the multi-step pro-
cess of having to take the photo on a phone and then transferring 
the fle to another machine with which they were taking the sur-
vey added an extra dimension of accessibility challenges for these 
participants (n=4; 44.4%); “Had to take the picture with my phone... 
then open the ’Photos’ app, email the photo to my desktop, open 
in Outlook, save the attachment to my local folder, then upload. 
Would be easier if everything was in one data collection app” (P8). 
The task of clicking dots that appear on a screen for measuring 
dexterity, which relies heavily on visual signal, was simply very 
difcult for many of the blind participants, with only three of the 
nine blind participants fnishing the task. 

Those with cognitive disabilities such as ADHD and dyslexia, on 
the other hand, documented challenges with tasks involving read-
ing and typing (n=5; 55.6%). Furthermore, beyond the challenges 
experienced in this study, a participant who experiences ADHD 
noted that some with ADHD, such as himself, would fnd it chal-
lenging to sit through a data collection procedure that takes longer 
than a certain amount of time (P22). This may require them to 
take behavior-altering medications, which might help them to get 
through the data collection process but compromise the validity of 
the collected data depending on the purpose of the data collection. 

Finally, for some deaf participants, aside from written English 
not being the primary language, they were concerned that the spec-
trum of disability and cultural identity can pose a challenge for data 
contribution (though we ofered ASL interpretation of all content, 

they were cognizant that many data collection platforms might not). 
One remarked: “There are diferent levels of hearing and hearing 
loss. Genetic deafness, people who are hard of hearing, people who 
have lost their hearing, people who function orally, people who 
function with sign language and cultural Deafness” (P6). In the case 
of P20, the participant described himself as culturally Deaf, that he 
was born without hearing in a family heavily involved in the Deaf 
culture. This meant that he was not only fuent in sign language 
but also signing was a part of the cherished culture. But for P21, the 
hearing loss was gradual with “80% hearing loss in my left ear and 
20% in my right ear... there’s a point some years from now where I 
will probably be totally deaf” (P28). This participant chose to com-
municate using spoken English and expressed that sign language 
is difcult. This suggests that an inclusive data collection process 
needs to be mindful of the cultural aspects around disabilities, and 
be aware that even when collecting data from two deaf partici-
pants (e.g. videos of them communicating via ASL), there could be 
a diference in the fuency of ASL between the participants. 

4.4.2 Resources needed. Depending on the type of disability our 
participants experienced and the tasks they were given, the partici-
pants had to invest more resources (e.g. more time or the need to 
recruit extra help) to complete the tasks than others. When com-
pleting tasks that asked the participants to take photos or videos 
of themselves, for instance, participants who are blind or experi-
ence physical disabilities noted that they asked a member of their 
family to help them with the task (n=7; 38.9%). However, not all 
participants had someone else available to help them complete the 
task even when they thought they needed help either because they 
physically had no one else around, or their family members also 
experienced a similar form of disability (n=3; 16.7%). Finally, some 
noted that their disabilities made tasks more cumbersome and time-
consuming (n=4): “It took more time than it would take someone 
who is sighted to align the camera with my face” (P20). 

5 DISCUSSION 
Seeking data contributions from PWD could help create more inclu-
sive AI datasets if the contribution process is designed to respect, 
protect, and motivate those who participate. In this section, we 
synthesize our fndings and outline concrete design guidelines for 
building a process to collect data from PWD. 

5.1 Design Guidelines for Data Collection 
5.1.1 How to motivate. Monetary compensation could be efective 
for motivating PWD to contribute data for AI. If the participants 
were to receive monetary compensation, it would be useful to pro-
vide them with a relevant benchmark to justify its amount. For 
example, some of our participants compared the data collection 
process to a media company receiving photos from a professional 
photographer. Although a media company may not be the most 
appropriate point of comparison (i.e., since a professional photogra-
pher is being paid based on artistic skill), a proper benchmark can 
help the participants reason about the compensation amount. In the 
absence of such a benchmark, they might set their own benchmark 
that may not be ftting for a real running system. We suspect that 
this was the case in the portion of our study that tried to under-
stand our participants’ expected compensation for their data, which 
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likely illustrated the relative value of diferent tasks and data types 
accurately but not the market price of such data. 

Estimates of the time or efort required for the data collection will 
also help participants form the correct mental model; it is important 
to ensure such estimates are based on trial data collections by PWD 
using the types of assistive technologies that target participants 
would use. Additionally, certain data collection and uploading tasks 
can take more resources for PWD in the forms of longer completion 
time and the need to recruit help. To use monetary compensation, 
it may be necessary to determine the true market price of such data 
by studying how the diferent price points afect the participation 
rate and fnd a price that is efective, but not unethically low. 

However, we also stress that monetary compensation might not 
always work. Ofering monetary compensation may pressure PWD 
who are unemployed or have a lower income to participate. This 
can skew datasets towards certain socioeconomic brackets while 
being exploitative. In addition, motivating the participants with 
high monetary compensation may lead to lower data quality by 
encouraging them to complete the data contribution task without 
fully engaging in them, as is sometimes the case with crowd workers 
[15]. Therefore, it may be advisable to also consider providing non-
monetary forms of compensation such as matching donations to a 
nonproft organization of the participant’s choosing, a free trial for 
the technology being developed with the collected data, or creating 
a sense of community efort for building AI technology that meets 
the needs of people with disabilities. 

5.1.2 What to communicate. Be upfront about the data collection 
goal and indicate any privacy concerns there might be, especially if 
the data collected may reveal non-apparent forms of disabilities like 
ADHD and dyslexia. Though many participants indicated that they 
were not too concerned with issues of privacy, note that there might 
be limitations for how well laypeople can anticipate the privacy 
impacts of the data they share. People’s public information on social 
media may be used by AI and injure them in ways they cannot 
anticipate (e.g. diferent rates for services and job discrimination) 
or used in ways they do not condone down the line (e.g. for data 
surveillance and persecution). We need an ongoing conversation 
between data contributors and AI developers or privacy experts on 
what is the appropriate use of any collected data. 

5.1.3 An accessible process. In addition to following the standard 
accessible design practices, the online infrastructure for enabling 
data contribution from PWD should work to make the entire pro-
cess accessible. Contributing data is often a multi-step process with 
multiple devices. To contribute a photo, a participant might use a 
phone to take the photo and send it to the machine from which the 
collection is done to upload. Each step can be a barrier for PWD and 
should be simplifed as much as possible, for example, by building a 
mobile app with which the participant can collect and upload data 
on a single device. Also take into consideration how the spectrum 
of diference within disability categories might afect participants’ 
ability to contribute. We discussed this when presenting our fnd-
ings from deaf participants who ranged from those identifying as 
culturally Deaf to those who were getting accustomed to the Deaf 
culture gradually. This resonates with Bragg et al.’s fndings [8] and 
we conjecture that the spectrum of disabilities will play an impor-
tant role across other forms of disabilities (e.g., photos collected 

from someone who is legally blind but has some functional vision 
may difer substantially from those with no vision at all). This indi-
cates that simplistic metadata about disability categories may not 
sufce for interpreting data and/or ensuring diverse coverage of tar-
get populations; however, collecting more granular descriptions of 
disability status further increases privacy risks. Finally, the process 
of data collection should not be punitive towards its participants by 
blocking them for their mistakes or setting up stringent time limits 
as there can be more conscious performance anxiety for PWD. Un-
fairly rejecting PWD’s contribution due to minor mistakes or slow 
performance time as observed in existing practices by Zyskowski 
et al. [60] can place an unnecessary burden on contributors. 

5.2 Limitations and Future Work 
Our study is based on the premise that more inclusive AI datasets 
and the more accessible AI applications will beneft PWD. While 
this will be true in many contexts, there are important normative 
questions around the role of AI and cases where disability-aware 
AI applications will not be the right solution. Though we do not 
consider this directly here, we need an ongoing conversation about 
what AI will mean for various disability communities and what 
role inclusive AI datasets will play for them. Additionally, we note 
limitations to our study that point to concrete directions for future 
work. First, the self-reported measures that we used, though widely 
accepted, may not fully capture people’s behaviors when interact-
ing with a deployed system; our fndings can inform the design 
of data collecting infrastructures, but they should be updated as 
such infrastructures are deployed (also note that the results may 
vary if the infrastructure is launched outside the US). In addition, 
we focused our study on data contributors’ perspectives of data 
contribution. Although this is an important part of designing an 
inclusive data-collection infrastructure, our fndings need to be 
supplemented by the perspectives of domain experts in privacy and 
law. Finally, the details of implementing such infrastructure that 
combines the ethical and technical issues such as where and for 
how long the data should be stored, and how to efectively remove 
already contributed data if the participant changes their decision 
about their contribution, need to be carefully considered. 

6 CONCLUSION 
An online infrastructure for enabling data contribution from PWD 
can open up a path toward creating more inclusive AI datasets 
at scale. However, for such an efort to succeed, the process of 
data contribution needs to be designed so that it is motivating, 
safe, and accessible for PWD. To better understand these design 
challenges, we analyzed our interviews with 30 participants who 
experience a diverse array of disabilities as well as the results of 
an online questionnaire that included six sample data contribution 
tasks. We identifed what might motivate our participants, and what 
concerns and challenges they might have for contributing data to an 
AI dataset. Finally, we synthesized what we learned into guidelines 
for designing such an infrastructure, and posed questions that need 
to be considered when soliciting data from PWD. We hope our 
fndings will help the creation of inclusive AI datasets that beneft 
PWD by directly and ethically sourcing data from this community. 
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