Dell EMC Ready Architecture for VMware

vCloud NFV 3.2 vCloud Director 9.7
Architecture and Manual Deployment Guide




Notes, cautions, and warnings

(D | NOTE: A NOTE indicates important information that helps you make better use of your product.

A CAUTION indicates either potential damage to hardware or loss of data and tells you how to avoid the
problem.

A| WARNING: A WARNING indicates a potential for property damage, personal injury, or death.

© 2019 Dell Inc. or its subsidiaries. All rights reserved. Dell, EMC, and other trademarks are trademarks of Dell Inc. or its subsidiaries.
Other trademarks may be trademarks of their respective owners.

2019 - M

Rev. AOO



Contents

L 1= - 8
INEENAEA AUAIENCE. ... .o 8
JaXe ge a1l aisRr=Tate o <) AT aTin (o] o1 8

1 Deployment architecture for vCloud NFV........ccimiiiiciiiiii i rr s s s s s s s s s s s na s s s e mnns 10
FAN o3 T (T3 (T SN0 Y] o TSRS 10
Solution buNdIe NETWOIK TOPOIOY . .....cuerviriireieieiieesiee sttt ettt ettt se st sbe e ebe b ete st ere st esesbe s etessasenbaneneas 10

Solution bundle physical network design and tOPOIOGY ... ..c.eeerirereiirieiiee et M
Solution bundle virtual network design and TOPOIOGY......c.eiririieiriiriiir e 14
R aTCIcN oleTo leTol oo Ul =Yoo FHU USSR 17
MEBNBGEIMENT POG... etttk e bbbt b e bbb Rt eb e s £ e b e £ e bt b e E e e b e Rt e b e e eb e e e b e b ebeeb e st et et et e ebe et en et e e en e 17
EAGE PO. .. 18
RESOUICE POttt ettt 18

2 Solution hardWare......oiiiiieiiiriri e bbb s b re s ra R a R R R R R R RRRaRaRarannn 19
Hardware installation and CONTIGUIATION...........ciiiiiie ettt ettt ettt st eb et ebe e 19
Network connectivity and POt MEPPING. ... .viveeeirrieieiirt ettt se etttk ettt eneb s s 21

381 =T 1T = 1o 1= ¢ (Y7 4 YT 4 24
T [ULu T T o =T =10 (U S (= TSRS 24

(DT o) (o) 2= LY== ST 24
Create standard VSWItCh ON AEPIOYMENT SEIVET ......c.iiiiiiiiiiiciei ettt 27
Create port group ON AEPIOYMENT SEIVET .......cciiiiiieeitiiste ettt ettt se st sbe e ebe st e te st esesbeseabe e etessatesbeseneas 28
Create datastore 0N AePIOYMENT SEIVET ...ttt ettt bbbt e bbbttt ebe b ere b s b 29
Connectivity overview for deployment VIM @nd SEIVET........c.ciiiieiee et seenes 29
D=1 103 Y 07=T 0 W 1 SRS 29

Create deployment VM USING CENTOS. ...ttt sttt e et aebe s e s enebereeannas 30

LTS Y= | =T (1 OSSR 30

Configure depPloYMENT VM IP.....o ittt bbb s ettt e be st e se b enbe e et s ete b ese e 32

Enable automatic connectivity in NETWOrK SETHINGS. ....covirveeiririeieeiseiee st 32

Configure deployment settings on deploymMENt VIML.........oiiiiiiiii s 33

(70 )01 1To [V a= T 10 aT= T4 0] 0= SRS 33

Disable DHCP script from adding entries tO reSOIV.CONT......coiiiiiiiiiece ettt e 34

Disable auto MOUNT ON CENTOS.... ... ottt s e see st te st ete e esesseseaaeseeteneaseeesensereaseneaaeneaseneas 34

INSTAIl GOOGIE CIOMIE. ... ..t titiiteeieiesie ettt sttt ettt b st se et et et e saese s s ese e be e e b e e et e ssesesteseas et e bensesennenesseneas 35

INSTAI OV TOON. ..ttt ettt ettt h et b bRt b bRt e e b e £t e b e b et e b et e s et b ebene et enenas 35

A NETWOIK BABPTETS. .. ecverce et b bbb bbbt 36

INSTANATION OF VIMRC ...ttt 37

4 ESXi installation and configuration........ccciereroriiiiiirsre e rer s s s s s s s s rarar s nnns 38

Use iDRACS to install ESXi on PowerEdge R640, R740, and R740Xd SENVETS......ccccciieeirnieeee e 38
Set VLAN ID for ESXi ManagemeENnt NETWOIK.......c.ieiiiiireeeeec ettt ne e se e e seenesnens 38
ASSIGN ESXI lICENSE. ..t ettt sttt et b ettt et b et e b e s et e st et s e be b e b et e Re e b et ettt b ene et et et ens 38
SEET SSH PONCY ...ttt st s ettt b b e bbb s b et bbb e b ebe bR e b e Re bbb e st b et eae b ene et e st nters 39

Contents 3



SOE FITEWAI TUIBS ...ttt ettt et e ettt e bt e bt e et e e ettt e stteeebeeesbtesateeebteeetteeabeesatee sttt e st beebeesabeesrteesraeas 39

INSTAI DPDK AIIVETS. ... vttt ettt b bt e b8 e b s e e b b st e bbb et et b s et ab b b et annas 39
LT P LT VK T 4 o e 0T 41 11
INStall AUXITAIY COMPONENTS. .....ititititeiestest st e sttt et e et e st et et e s et e st et e sse s s e sessesaessessesaesaessesbessesaesaesaesaesaesaessenaeseenaeseeneens Ry
Create datastore on first management ESXI SEBIVET ...t 41
Create standard vSwitch on first management ESXi SEINVET ... 41
Create port group on first management ESXi SEIVEL ..ot 42
NTP SEIVET CONTIGUIBTION. ...ttt bbb bbbt bbbttt 42
Synchronize ESXi CIOCKS USING NTP....c.viiiiiiii ettt sb et ae s be bbb tasaeseeae s ebe s ane e 44
SyNchronize VIM CIOCK USING INTP ...ttt e e e e e e e et n e 45
Microsoft Windows Server 2016 installation fOr AD DNS........ccoiiiiiie et 45
INstall Microsoft WINAOWS SEIVEN 20760.........cuiiiiiieeiiiireeses ettt b ettt ene et annas 45
Active Directory and DINS INSTAIATION. ......cucii ettt ettt ettt e et e st e e e s e e e st e st e sae e sbeestssreesaessassreesresses e 46
Update WINAOWS VIM COMPULET NBIMIE. ...ttt bbbt 46
Install primary Active DIreCtory and DINS...........ciiieiic ettt a et e e snns 47
Create DNS ReVEIrSE LOOKUD ZONB......cciiiiei ettt ettt sttt ettt et st ss st e st et et et et ete st essebe st abe s abesteresrenis 50
Add self-signed certificate to WIiNdOWS ACTIVE DIFECTOIY......cuivieiiiiiiieiiiisieie e 51
Configure NTP ClENT IN AD VMoot b ettt b bbbt sbese b s et eene st nee 54

6 VMware vCenter Server deployment and configuration.........ccccciiiiiiininrrcrrsiiisnssrs s s s snsasnnss 56
VMware vCenter Server ApplianCe AePIOYMENT......coucii ittt sa et st be b re b se b e 56
Stage 1 - Deploy ISO file for Management vCenter Server Appliance with embedded PSC.........cccccoovevivivriine, 56
Stage 2 - Set up Management vCenter Server Appliance with embedded PSC..........ccocccoeiiiiiiiccc e, 57
Change vSAN default storage policy for management VOSA. ...t 59
Stage 1 - Deploy ISO file for Resource vCenter Server APPIANCE. ... 60
Stage 2 - Set up resource vCenter Server Appliance with embedded PSC............cccocooiviiiieiciccncce s 61
Change VMware vSAN default storage policy for reSOUrCE VOSA. ..ottt 61
Add AD authentiCation fOr VOENTEI SEIVET .......ciiiiieeieeee ettt ettt bttt ete st e re st ese st e et e ane s 62
ASSIGN ICENSE TO VESA ...ttt ettt ettt b R b e et s e be s e b et e R et e s e e b e s s e be b e be b e s e b e s e ebe s ebe s ebe b eneras 63
Create data center and CIUSTEN ON FESOUINCE VEBNTET........cuii ettt sttt et e se et e sestese e eeeseseseeseesenees 64
Jate (o B ale Syt R R @ =T a1 (=T e ) () TSP 64
Enable VMware enhanced VMOtion COMPAtIDIITY........ccciiiiieiiiiciee et 65
Enable VMware EVC for ManagemeNT CUSTEN.......cuo ettt 65
Enable VMware EVC for resource and €AgE CIUSTET ..o saeneas 66

7 Configure Virtual NeTWORIK.........ceiieieiieirri s r s e e r e s s s s e e rmnns 67
VDS creation and configuration for ManagemMeENt PO........civieiiiiiieiiiie e bbb 67
Create VDS fOr MaNAgEMENT POU. . ...cueiirieieiririeeeereseeteseseseeaesese s teseeseseesese e seseseseseeseseaesseseseeassseseneaseseseneaesessenenes 67
VDS configuration settings for ManagemMENTt VDS.........cviiiiieieeee et ene s 68
Create LAG fOr ManagemMENT PO ... ...iiiieiiiuerieieieiesteesteststest et e e ste e ssessste st e ta s e tessesessessatess et essesessessssessasessasessesassens 68
Create distributed port group for ManageMENT PO, ......uc i ittt se e e e e eessesesseessesensaessereseeanas 69
Add host t0 VDS 0N MaNAGEMENT POU. .....veviuiiieriitinieteie ettt bbbt bbbttt bbbt eb et en s 71
Add hosts 10 INFrAa_NETWOTK_VDS. ..ottt et eb s 71
Add hOSTS 10 VIM_INETWOIK _VDS ... .ottt ettt ettt b ettt en e 75
vSwitch to VDS Migration on ManagemeENt POU........c.veeiiiriiireiiee ettt saeeeseeneseesessesessesensens 76
Create VDS for resource and BAGE POUS. .. .c.viuiiiiiiiierisetstesi ettt e st e sse s ate st ate s asessesassesassessatesase st esessesessessasessasennas 77
VDS configuration Settings fOr reSOUICE VDS ... ...ttt 78
Create LAG for resource and €AgE POUS. .....c.ciuueeiiiiiei itttk b e 78

Contents



Create distributed port group for resource and €dge VDS........cooeiiiiriiee e 79

JaYelo B alo S e T (o RYA B S W] alN=To (01N oo To NSRS 80
Add hosts t0 EAge_INfra_INETWOrK_VDS.... ...ttt s e e eenens 80
Add hosts t0 EAGE_VM_NEIWOIK_VDS......c.ooiieiiiieirt ettt 82

Add hOStS 10 VDS ON FESOUICE POU......cuiiieiiitisiitiietisiet ettt ettt sa st ss ettt essetessessebes s ete s et e ssasessessesessasasesessesaasessaseneas 83
Add hosts t0 ReS_INFra_NETWOTK_VDS.......co ittt ene e enene e 83

8 Configure VMware VSAN CIUSTErS.......cccuiuimiieiiiiiiimii s s s s s s s s s s s n e an sm s mnnmnns 85

Configure VSAN 0N resource and €0 CIUSTEN ..ottt 85

ASSIGN VSAN lICENSE KEY 1O CIUSTET .....cuiiitiiiiiiiiiete ettt ettt et et e st s et se bbb ene b ese b nene 85
ASSIGN @ NEW VSAN [ICENSE. ...ttt ettt ettt bR et et e b e st e et e e e s et et ee e e e et eeere et enese e e enans 85
Assign VSAN license using an eXISTING ICENSE......c.viveuiirieiiiriiece et 86

Update VSAN HCL database MaNUAIIY............ccoiiii ettt 86

Enable VSAN PEITOIMIANCE SEIVICE. . ..ottt ettt ettt e ettt e e et e st et et se e e s et e eeere e e enenas 86

9 Configure VMware vCenter High Availability.........cccoimimimimiiiiiii i e 88

Management cluster VCSA-HA CONFIGUIATION. ........iiiiireirec oottt se et te et seeresaesessensaneneas 88
Configure Management VCENTET HA. ..ottt ettt sa et e sbese st e e be e ebessenesreneas 88

Resource Cluster VOSA-HA CONTIQUIATION. ...ttt ettt ettt en ettt n e e e eeene e 90
Configure RESOUrCE VEENTET HA ..ottt 90

10 NSX-T deployment and configuration...........ccvereieiimiroieirr s e e e 97

INstall NSX-T Manager Virtual APRIBNCE. ......ciiieiiei ettt sb ettt e b s e b s s et st te e renaens 97

A ICBNSE KBY ...ttt ettt et ettt e et e et e 2t e et e et e s 2t e et e e et e s et e ebe e st e seeeeeeesteseteebeseeeseeesaeeseeseeestnsaeesteesenerns 99

Add Compute Manager for management and reSOUrCE VESA.........ciiiiiiiiinicetsete et 99

Deployment of NSX-T node and cluster from NSX-T ManagEr.......ccc.ciuiiiiiiiiieiieiriieseeses e 101
Validate NSX-T node and ClUSTEr AePIOYMENT........coiiiiiiiieteiiet ettt bbbt be s enesbeneas 102
A VIFTUBL TPkttt bbbt 103

(e a1 (o [N NS G IV = o = To I TSP 104
CrEate TrANSPOMT ZONES.. .. uiuiitiieteeiete ettt ettt ettt et et et et et et et et et e st ete st ese et ess e b e b et e s ebesbeseebessebe b ebe st esesbesssbessebensererans 104
Create UPIINK PIOTIlES. .. v bbb bbb bbbttt 105
Create IP pool fOr tUNNEI ENADOINTS. ....civiviiiiiitiiee ettt et st bese b et et s ebe b ese b esasbe e s 108
Create NOST TrANSPOMT NMOGES. .......ciiiviieriiete ettt ettt sttt r et e et et e be st ebe b ete b ese et et ebe st ebe b ebe st ese st ese et e b ebe b ane s 108

INSTANATION OF NSX-T EAGE. ..ttt bbb bbbt bbb 10
CrEate BAGE ClUSTET ... iviictiiete ettt ettt ettt ettt st et e b e st et et et e e e b e s ese s b ess et e s e et e s ebesaesesbes e e b es e et e s esessenesaeneas 13

Create 10QICAl SWITCNES. ... . ettt ettt e et E e st e e e e b e st e e e e e b e s e e e et e s e e eeeeer e e e e erene s 15

Create and CONTIGUIE TIBN=T FOUTET ..ottt sttt a et te st te et e e et e sses e eaenseteseeseneasesseneeaeneaneneas 17
Create roUter POIt ON TIEI="T FOUTEN ... ..ot ittt ettt b ettt et et et e e b e s e e be st e te b e te b eseane e eresee 18
Configure route advertiSEMENT ON TIEM=T FOUTEN......ciuiveuieirieieieit ettt ettt sa e ee e e eeenenas 120

Create and configure NSX-T TIEF O FOULET ....c..iii ettt te et et neesesaeseese s ete e senens 121
Connect Tier-1router t0 NSX-T O O FOUTET ........cvivirriree sttt 122
Create logical router POrt ON TIEIr=0 FOULET . ...cuii ettt e se et e e e eesese s eeesesensaeerereeeeanas 123
RediSTrDUTION ON TIEI=0 FOULET ... ...t iteiiceieiree ettt sttt et e et sae st e se st e be e eteseereeseneeseneasenens 124
Configure BGP 0N NSX-TIEM=0 FOUTEN......ciitiiitirietisiete ettt sttt sb e b sa bt te st ebe s esesbeseesesens 125

Create and CONFIGUIE VD -TIBI FOULET .....c.citieeteieieeee ettt et b et e et ne et r e e e et s e e e eaene e e enenes 127
Create logical router port ON VCD TIEM=T FOULET........oiiiiiirieieiet ettt sttt sttt sae e sse e eeenes 128

11 Configure VCIoUd DireCtor.......c.ieeuieieiiieirei s s re s s s s e s s e s e s rm s s s nmnnn s 137

INSTANATION OF INFS SEIVET ... .ottt 137

Contents 5



Installation and configuration Of VCIOUA DIFECTON.........cviueiiiriiciiieic e 138

Deployment and configuration 0f VCD Cell O7....cviiiiiiiiiiieet et sa e 138
DeploymMENT Of VOD Gl O2......cuiieeiieeetiieeceeeestete ettt sttt sttt st se et et et e st ebe st ese st esa et e s eresresesbeneas 140
VCD INtEGration WIth VOENTET .......cuiuiiieciiiisct bbbt bbbttt bbbttt 141
VCD INTEGration WItN NS X =T ...ttt ettt e s et et s e be st et e b et e saes e ebessate s tesens 142
Creating @ SESSION TOKEN TOI VD ....c.iiiiiuie ettt sttt ettt e e et e e e ere e eeene et e eeene e seeeenenea 143
RELFEVE VIM SEIVET TETAIIS. .. ..ecviiieieieeiees ettt eb ettt sttt s e bt eae e e be b e te st ase st e seete st et nes 144
UPRATE VIM SEIVET ... .cuiiiiiiiietiete ettt ettt ettt et bbbt et b e be b e b e b e s e e bt et et ebe b e R e b e s e et e s et e b ebe b e s et et et et ene e 144
Retrieve the list of available rESOUrCE POOL.........cciiiiiiicicece ettt te e e e e e reesaasaaneasaaneas 146
Retrieve NSX-T Manager iNSTaNCe AETAIIS. .......ccuiiiiiiee ettt sne e 146
Create @ PrOVIAEN VDC.... .ottt ettt b e bbbt b e bt et et e ke b e s e b e st eb s et e b ebe b ese b e s e et et et e et e 147
@1 oo =1 al 1 Alo] OSSR SSTTTTSTTRN 149
Create a New Organization VDC..........coiiiiee ettt ettt sttt e s e st e et e ete b are st enennens 149
Create NEW CATAIOG. ... .. vcviiieiiiieititiietes ettt ettt se sttt e be e et e s s ese st e se et e st e s e s e s b ese et es e et e s ebe s s esesbese et eneebe s eseseens 150
Create VADD TEMPIATES. ..ottt ettt ettt e bbb e bbb e et s et e b et et ebe b ete st e se et et ebe b ebe st ere e 150
CrEATE VA . s+ttt etttk b ket b kst h k£t h ke h b E b b E kARt h e t e b et 151
Create virtual maching for VAP tEMPIATE. ... bbb bbb 1952
Add a Nnetwork t0 Organization VD ......cioi ettt ettt e bt e et e et e e e ne e eeenene 193
Fe [0 NN RT a4 QR (0 IR 7Y o o JE USSP 194
Add Network t0 VIrtual MABCHINE. ..ot er e enes 155
FaYe (o YAV I (o= TV Y o o OSSR SR 156

Y oY== TV AV (0 IR 7Y o] o 1TSS 157

12 VMware vRealize Log Insight deployment and configuration..........c..coiiimiiiiiiicicniircc e 158
Deploy the vRealize Log INSight Virtual QpPIHENCE. .......vciiieiciicisee e 158
Configure the root SSH password for VRLI virtual applianCe.........cociereiriieeiese e 159
MaSTEN NOAE CONTIGUIATION. ...ttt bbbt b bbbt b bbbttt eb bt 160
WOTKEr NOAE CONTIGUIATION. .....euvitiietictett ettt s ettt a et e s b s e et e st e be s e b et et e abeseebeseete st et e s atesaesanaens 160
Enable Integrated LOAd BalANCET ..........o ettt ettt eeens 161
INTEGIAtE VRLI WITN AD ..ottt ettt bbbttt e se b e s e st e st et e ete b ese st esenaeseene e eseneenensenennes 161
INtegrate VRLI WIth VIMWEAIE VOENTET ......cccviiiiiiieiste sttt ettt ettt b bt b et ebe s be b be s neea s 161
Configure VRLI to send notifications to vRealize Operations Manager........cccooeeierrerenenneene e 162
Add LOG INSIGNT CONTENT PACKS....c.tvtetieiriicie bbbttt b ettt 162
OFfline UPdate fOr CONTENT PACK.......iiiiiieriice ettt ettt eb ettt e b e et e e sb et ebe b ebe b ere e 163
ONline UPdate TOr CONTENT PACK.......ceiuiiitiietiiete ettt sttt sttt b et et e b be s b ese et e e et e b ebe st ebe st esesbessabensebeseans 163
VRLINTEGration WITN VD ..ottt bbbttt 163
VRLINTEGration Wt VRO ... .cuiiiiieiice ettt bttt sttt e bt e bt e bt et e b e be st et et e s e ebe e b e 165
INTEGrate VRLI WITN VRO ... . ettt s et e e b e ne e e e b e st e e et es e e eeeter e e s eeerens 165
13 VRealize OrCheStrator. ... ... it iir et s s s s s s rm s s s r e assmmnsmansmnssasmnsmsnssmnmnnns 166
QTSTe=] 1= T ) TN 0 1R TSSO 166
CONFIGUIE INTP N VRO ...ttt ettt s e e b st ket et e s s et e e b e s s et e st be b et et esesaeseebe st ete e tenens 166
Configure Orchestrator Server with vSphere AUTheNTiCATION. ..ot 167
Updating the VRO USING [SO.......ciiiiiiiiiciiiset sttt 168
Configure VRO plug-in for vSPhere Weh ClIENT.........cciiiieiiee et 168
Add a vCenter Server iNSTANCE 10 VRO ......coii ettt ee e rene s 168
Register vRealize Orchestrator as a vCenter SErver EXTENSION. ..ot 169
Configure vRealize Orchestrator to forward 10gs 10 VRLL.....ccivciiiiiiiiiiee e 170

Contents



14 VMware vRealize Operations Manager deployment and configuration.........c..cccciimiiiiiciiiciiennnees 171

Deployment prerequisites for vRealize Operations Man@gET........cco.coviirrireieeeenis s 171
Deploy VRealize OperationS MaNAGET ........cciei ettt sie sttt st ese bt a et et ese st ese b esess e s ebesaebessesessenessenens 171
Configuration of vVRealize OperationS MaNAGET .........cou wruruririririeeiereeiere et tee e eere e e sesse e e sesene e seeseneaesessenenes 172
Add data nodes to scale out VRealize Operations ManNAgEL..........cceriiiiiiiei e 172
Add MASTET FEPIICA NMOGE.... . cuietiietiiee ettt ettt ettt s st e bt et et ebe s s ese s b eseebeseese s ebessese st enesbeneebe s esesnans 172
Enable High AVailability fOr CIUSTEIS. .. ..ttt et sttt b e e ene b e b et neenas 173
L= e 1) (Y PSSO 173
PTOTUCT ICENSE . ...ttt 174
VROps integration With OTher COMPONENTS. .......ciiiiriireeee ettt e et se e et ae e e e ene e e e nenens 174
Activate vCenter, VSAN, and VRLI Management PACKS.........ccvveerieierieinieiese et eseseene s 174
INtegrate VROPS With VIMWArE VEOEBNTET.......cccoviiiiiriiistet ettt be bttt a bt ane e 174
VROPS INTEGratioN WITN AD ...ttt ettt et e b e st s e et es e e e et e s e e s e e eseneseseebeneeeseesenenen 177
VROPS iNtEGration WIth VRLI ...ttt sttt sa s e se e te e renens 178
VROPS INTEGration Wt NS X =T ...ttt ettt e ae s et et et e e e e b esesae st ate st ateneas 178
VROPS INTEGration WITN VSAN . ... ittt e et e e sttt e e e e e et e s e e eesre s e s eeenenens 179
VROPS INTEGration W VCD... ..ottt ettt b et et seete b ese b esenne e e 180
VROps integration with VREaliZe OrChESTIatOr.......cciviiiiiiiiiiceee et er s 182

B TRV AST o] 4 =T =T L= o] 1= ) TR 184
(@FoTalilo T la ol VAS o aT=T gl A=Y o]l 0=l o SRS 185
Configure vSphere RepliCation CONNECTION. .........ciiiiiiciirici ettt 187

16 Set up anti-affinity rules........ccciiiii e 190
(O e (= LT R L A= AT TR A 1= TS 190
ENADIE VSPNEIE DRS.... ..ottt ettt ettt be s b b e e b s e e b et e be b be st e b e e b st et et et et ebe st ebe et re et b b s 191
ENabling VSPNEre @Vailability..........c.eioiiiiieiiiic et 19

17 Forwarding 10gs t0 VRLI.......c o e e e 192
Forwarding VROPS 10G 1O VRLL...c.viiiiiiet ettt sttt et et e s st sbe s e te st et e saesesseseenennas 192
FOrwarding VSAN 10gS 10 VRLL ...ttt ettt ee et s e e et e s et e e et et ee e enene e eenens 193
Forwarding 10gs frOmM VCD 1O VRLL.......ciiee ettt ettt ettt snene e 194
Configure Syslog SENVEL TOr NSX =T .....iiiiieeieesee ettt bbb e b e bt ebe b ese b ese b e e en s 195
LOG MESSAFE IDS... ettt ettt ettt et R e £k h Rt £ £ R R e e R R e £ R Rt e £ et R et et R ettt ne et enenis 196

A Reference doCUMEeNTatioN. . ....c.iuiiiiiiii i r s s s s e s mnre s msrmsmssasmssasm s s nmnnsmnnnnnnan 198

Contents 7



Preface

Overview

The Dell EMC Ready Solution bundle is designed to consolidate and deliver the networking components that support a fully virtualized
infrastructure. The components include virtual servers, storage, and or other networks. It uses standard IT virtualization technologies that
run on high-volume service, switch, and storage hardware to virtualize network functions.

The Dell EMC Ready Architecture for VMware vCloud NFV 3.2 vCloud Director 9.7 Architecture and Software Deployment Guide provides
detailed instructions for the manual deployment of the VMware vCloud NFV 3.2 with VMware vCloud Director 9.7 platform. This guide
also provides information about the hardware and software that is recommended for the deployment of the Dell EMC Ready Architecture
for VMware NFV 3.2 platform.

The scope of this document is limited to a Greenfield deployment.
Servers:

Dell EMC PowerEdge R640 or Dell EMC PowerEdge R740 server with the Dell EMC PowerEdge HBA330 disk controller that is based
on vSAN Ready Node
Dell EMC PowerEdge R740xd server with the Dell EMC PowerEdge HBA330 disk controller based on vSAN Ready Node

Networking:

One Dell EMC Networking S4048T-ON switch as Top of Rack (ToR) switch
Two Dell EMC Networking S5248-ON, Dell EMC Networking S5232-ON or Dell EMC Networking S6010-ON switches as leaf switches
Two Dell EMC Networking Z9264F-ON switches as spine switches

This guide consists of three sections:

Deployment architecture
Hardware installation and configuration
Manual deployment

Intended audience

The information in this guide is intended for use by system administrators who are responsible for the installation, configuration, and
maintenance of Dell EMC 14G technology along with the suite of VMware applications.

Acronyms and definitions

Dell EMC Ready Solution bundle uses a specific set of acronyms that apply to NFV technology.

Table 1. Acronyms and definitions

Acronyms Description

CSP Communication Service Provider

DPDK Data Plane Development Kit, an Intel led packet processing acceleration technology
iDRAC integrated Dell Remote Access Controller

NFVI Network Functions Virtualization Infrastructure

NFV-OI NFV Operational Intelligence

N-VDS (E) Enhanced mode when using the NSX-T Data Center N-VDS logical switch that enables DPDK for workload acceleration
N-VDS (S) Standard mode when using the NSX-T Data Center N-VDS logical switch

ToR Top of Rack
VIM Virtualized Infrastructure Manager
VNF Virtual Network Function running in a virtual machine

8 Overview



Acronyms

Description

VR
VRLI
vRO
vROps

vSphere Replication
VMware vRealize Log Insight
vRealize Orchestrator

VMware vRealize Operations

Overview



Deployment architecture for vCloud NFV

This section provides a reference architecture for the design and creation of a Greenfield Network Function Virtualization (NFV)
environment using VMware vCloud Director, or VCD with VMware NSX-T and Dell EMC PowerEdge Servers.

This deployment uses the three-pod architecture design as per VMware vCloud NFV 3.0 Reference Architecture Guide to deploy Dell
EMC vCloud NFV 3.2 with vCD. By design, the management, resource, and edge pods include a vSphere cluster. You can scale up the
clusters by adding ESXi hosts to the clusters.

For more information, see:

Architecture design
Solution bundle network topology
Three-pod configuration

Architecture design

Figure 1 displays the three-pod architecture diagram that is used to deploy the Dell EMC Ready Solution vCloud NFV 3.2.
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Figure 1. Architecture design

For more information, see the following sections:

Management pod
Edge pod
Resource pod

Solution bundle network topology

This section provides the network information physical network design and virtual network topology design and topology that is used in
this deployment. For more information, see:

Solution bundle physical network design and topology
Solution bundle virtual network design and topology
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Solution bundle physical network design and topology

The Dell EMC Ready Solution bundle uses two-tier leaf-and-spine network architecture to build newer data center infrastructure. In this
network architecture, leaf switches are connected to spine switches. The leaf switches provide connectivity between the endpoints and

data center. The spine switches provide high-speed interconnectivity between the leaf switches. The leaf-and-spine network is connected

in a full mesh that provides predictable communication and latency between endpoints. Leaf switches are configured as a Virtual Link
Trunking (VLT) pair that enables all connections to be active while providing fault tolerance. The ToR switch provides the external

connectivity to the NFV stack.

For this deployment, the Dell EMC Networking S4048T-ON system is used as a ToR switch. Two Dell EMC Networking S5232-ON

systems are used as leaf switches, and two Dell EMC Networking Z9264F-ON systems are used as spine switches.

Physical network topology for the deployment server: Figure 2 displays the deployment server network topology that is used in this

deployment:

Leaf switches are connected to the VLT using a 100G interface

Leaf and spine switches are interconnected using a 100G interface

iDRAC is connected to the deployment server and ToR using a 10G interface

VM network is connected to ToR and deployment server using a 10G interface - vmnic2

ESXi Management Network is connected to the Leaf switches using a 10G interface - vmnic4
VM Management Network is connected to the Leaf switches using a 10G interface - vmnicb

Spine - 1 (29264) Spine - 2 (29264)

i
ToR (S4048T) Leaf - 1 (S5232) Leaf - 2 (S5232)

10G VM Network

10G VMNIC4 5% Management
Network

10G VMNICS VIV Management
Network

|

IE=="=:ul]

| iIDRAC Port
Deployment Server

Figure 2. Deployment server networking topology

Physical network topology for management pod: Figure 3 displays the management pod network topology that is used in this

deployment:

iDRAC is connected to the ToR switch and management pod using a 10G interface

ESXi Management Network is connected to the leaf switches and to the management pods using a 25G interface
VM Management Network is connected to the leaf switches and to the management pod using a 25G interface
vSAN Network is connected to the leaf switches and to the management pod using a 25G interface

vMotion Network is connected to the leaf switches and to the management pod using a 25G interface

VCSA HA Network is connected to the leaf switches and to the management pod using a 25G interface
Replication Network is connected to the leaf switches and to the management pod using a 25G interface

Deployment architecture for vCloud NFV
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Spine - 1 (Z9264) Spine 2 - (29264)

ToR (S4048T) Leaf - 1 (S5232) Leaf - 2 (S5232)
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— Network

Management Pod
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[— R s R e |
— 1 iDRAC Port

- 1 iDRAC Port

e

[—]
[— ]

1 iDRAC Port

Figure 3. Physical network topology for management pod

Physical network topology for edge pod: Figure 4 displays the edge pod physical network topology that is used for this deployment:

iDRAC is connected to the ToR switch and Edge pod using a 10G interface

ESXi Management Network is connected to the leaf switches and to the edge pod using a 25G interface
VM Management Network is connected to the leaf switches and to the edge pod using a 25G interface
vSAN Network is connected to the leaf switches and to the edge pod using a 25G interface

vMotion Network is connected to the leaf switches and to the edge pod using a 25G interface

Overlay Network is connected to the leaf switches and to the edge pod using a 25G interface

External Network is connected to the leaf switches and to the edge pod using a 25G interface

12 Deployment architecture for vCloud NFV
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Figure 4. Physical network topology for edge pod

Physical network topology for resource pod: Figure 5 displays the resource pod physical network topology that is used in this

deployment:

iDRAC is connected to the ToR switch and resource pod using a 10G interface

ESXi Management Network is connected to the leaf switches and to the resource pod using a 25G interface

VM Management Network is connected to the leaf switches and to the resource pod using a 25G interface

vSAN Network is connected to the leaf switches and to the resource pod using a 25G interface

vMotion Network is connected to the leaf switches and to the resource pod using a 25G interface

Overlay Network is connected to the leaf switches and to the resource pod using a 25G interface

External Network is connected to the leaf switches and to the resource pod using a 25G interface

N-VDS (Enhanced mode) Network is connected to the leaf switches and to the resource pod using a 25G interface

Deployment architecture for vCloud NFV
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Figure 5. Physical network topology for resource pod

Solution bundle virtual network design and topology

The vCloud NFV platform consist of two networks:

Infrastructure network
Virtual Machine (VM) network

Infrastructure networks are host-level networks that are used to connect hypervisors with the physical networks. Each ESXi host has
multiple port groups that are configured on each infrastructure network.

The VMware vSphere Distributed Switch (VDS) is configured on the hosts in each pod. This configuration provides a similar network
configuration across the multiple hosts. One VDS is used to manage infrastructure network and another is used to manage VM networks.
Also, N-VDS is used to manage the traffic between:

Components running on transport node
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Internal components and physical network

The ESXi hypervisor uses the infrastructure network for Edge overlay, vMotion, and vSAN traffic. The VMs use the VM network to
communicate with each other. In this configuration, two distribution switches are used to create a separation. One switch is used for the
infrastructure network where the second switch is used for VM network.

Each distribution switch has a separate uplink connection for physical data center network that separates uplink traffic from other
network traffic. The uplinks are mapped with a pair of physical NICs on each ESXi host for best performance and resiliency.

NSX-T creates the VLAN-backed logical switches which provide the connectivity to VNF components and VMs. On the ESXi hosts,
physical NICs act as uplinks to connect the host virtual switches to the physical switch.

The following infrastructure networks are used in the pods:

ESXi management network — network for ESXi host management traffic
vMotion network — network for VMware vSphere vMotion traffic

vSAN network — network for vVSAN shared storage traffic

Replication network — network used for replication storage traffic

Virtual network topology of management pod

Management pod networking consists of the infrastructure, and VM networks as follows:

Management Pod

ESXi Host
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1
1
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1
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1
1
1
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1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
)

PCI-1

| VCSA HA Network Lo

Management Network @=

PCI-2

Figure 6. Management Pod virtual network topology

Virtual network topology of edge pod

The virtual network of the edge pod depends on the network topology that is required for VNF workloads. In general, the edge pod has
the infrastructure networks, networks for management, and networks for the workloads.
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Edge Pod
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Figure 7. Edge Pod virtual network topology

Virtual Network topology for resource pod

The resource pod virtual network depends on the network topology that is required to deploy tenants. A specific tenant has a certain set
of networking requirements.
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Figure 8. Virtual network topology for resource pod
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Three pod configuration

In this deployment, a pod is used to streamline the NFV environment operations and other roles. This deployment architecture illustrates a

three-pod configuration where three vSphere clusters are deployed to create the following clusters within the pods:

Management pod

Edge pod

Resource pod
Clusters are the vSphere objects that are used to access the virtual domain resources and manage the resource allocation.
During the initial deployment, Dell EMC recommends:

Minimum of four servers that consist of either Dell EMC PowerEdge R640 or R740 servers in the management pod
Minimum of four servers that consist of Dell EMC PowerEdge R740xd servers in the edge pod
Minimum of four servers that consist of Dell EMC PowerEdge R740xd servers in the resource pod

@ | NOTE: A maximum of 64 server can be added to each pod to scale up the deployment.

Management pod

The management pod hosts and manages all NFV management components:

vCenter Server Appliance
NSX-T Manager
NSX-Controller

VMware vCloud Director
AD-DNS

Network Time Protocol (NTP)

Analytics components such as vRealize Operations (VROps) Manager and vRealize Log Insight (vVRLI) are also deployed in the
management pod.

Management Pod

Log Insight VROps Manager
AOBNS > ) _’
Log Insight VROps Manager

b1 g oo e

N Log Insight VROps Manager
vSphere id (Master) (Master)
Replication FEs
| A A A

VRealize |
VSAN Orchestrator

vCloud Director

NFS Server vCD DB NSX-T I
l Manager
—
vCloud
vCenter Il vCenter I]
Server + PSC Server + PSC

Director Cells

¥

NSX-T Load
Balancer

Figure 9. Management pod
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Edge pod

Edge pod hosts the NSX-T Edge as a Virtual Machine (VM) and manages all the connectivity to the physical domain within the
architecture. The Edge pod also creates different logical networks between VNFs and external networks. The Edge pod host the NSX-T
Edge nodes which work as NSX-T data center network components. The NSX-T edge node:

Participates in east-west connection
Provides connectivity to the physical infrastructure for north-south traffic management and capabilities

( )
Edge Pod
I’— ------------- N |'— ------------- N
; NSX-T Edge Cluster | ; VCD Edge Cluster
: P i
. EdgeNode | | EdgeNode ! VSAN
1 1
i P :
N e v/ N e v/
\ J

Figure 10. Edge pod

Resource pod

The resource pod provides the virtualized runtime environment, namely compute, network, and storage environments, to fulfill workloads.
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1 VNF EMS VMFM !
: i
1 1
] ! VSAN
1 VNF EMS VMFM !
| —— | ——— ]
N-VDS (E) N-VDS (E)
\_ J

Figure 11. Resource pod

18 Deployment architecture for vCloud NFV



Solution hardware

Hardware installation and configuration

The servers, storage, and other networking component are required to install and configure to deploy Dell EMC Ready Solution bundle.
The following server solution support is used in this deployment:

Dell EMC PowerEdge R640 or Dell EMC PowerEdge R740 servers
Dell EMC PowerEdge R740xd servers

This configuration uses the following switches:

One Dell EMC Networking S4048T-ON switch that serves as a ToR system

Two Dell EMC Networking S5248-0N, Dell EMC Networking S5232-ON, or Dell EMC Networking S6010-ON switches as leaf
switches

Two Dell EMC Networking Z9264F-ON switches as spine switches

This deployment also uses the Dell Remote Access Controller 9, or iIDRACS, to improve the overall availability of Dell systems.

Unpack and install equipment

After performing all standard industry safety precautions, proceed with the following steps:

Unpack and install the racks.

Unpack and install the server hardware.

Unpack and install the switch hardware.

Unpack and install the network cabling.

Connect each individual machine to both power bus installations.
Apply power to the racks.

S P NS SR

@ | NOTE: The Dell EMC EDT team usually performs these steps.

Power on equipment
(D | NOTE: The Dell EMC EDT team usually performs these steps.

To test the installation of the equipment, perform the following steps:

Power on each server node individually.

Wait for the internal system diagnostic procedures to complete.

Power up the network switches.

Wait for the internal system diagnostic procedures to complete on each of the switches.

Ao s

Tested BIOS and firmware

Ensure that the firmware on all servers, storage devices, and switches is up-to-date as outdated firmware
may cause unexpected results to occur.

The server BIOS and firmware versions that are tested for the Dell EMC Ready Bundle for NFV platform are as follows:
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Table 2. Dell EMC PowerEdge R640/R740 and R740xd tested BIOS and firmware versions

Product Firmware version
BIOS 221
iDRAC with Lifecycle Controller 3.34.34.34
rNDC - Intel® 4P X550-t 18.8.9
PCle - Intel 25G 2P XXC710/ 10G X710 19.00.12
QLogic QL41262 25GB NIC 15.00.14
HBA330 ADP/Mini storage Controller 16.17.00.03
BP14G PowerEdge R640/PowerEdge R740 4.27
BP14G PowerEdge R740xd 241
PowerEdge CPLD firmware for the PowerEdge R640 1.0.2
PowerEdge CPLD firmware for the PowerEdge R740xd or 1.1.3
PowerEdge R740

The firmware switch versions that are tested for the Dell EMC Ready Bundle for NFV platform are as follows:

Table 3. Dell Networking tested BIOS and firmware versions

Product Version

S4048T-ON firmware (1) ToR switch 0S10.5.0
S5232-0ON firmware (2) leaf switch 0S10.5.0
Z9264F-ON firmware (2) spine-switch 0S10.5.0

Supported configuration
Table 4 provides the list of VMware component and their supported version that is used and verified for this deployment.

Table 4. VMware vCloud NFV product inventory list

Product Version
ESXi 6.7 U2
VMware vCenter Server 6.7 U2
VMware NSX-T 241
VMware vSAN 6.7 U2
VMware vRealize Log Insight 4.8
VMware vRealize Operations Manager 7.5
VMware vCloud Director 9.7
vSphere Replication 8.2
vRealize Orchestrator 7.6

List of components

Various software’s are used to create the NFVI environment. Table 5 displays the list of components and their instances that are deployed
in this deployment.

Table 5. NFVI components

Product Instances (count)

ESXi 12 nodes
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Product Instances (count)

AD-DNS 1VM
NTP 1VM
VMware vCenter Server 6 VM
VMware vSAN NA

VMware NSX-T Manager 3 VM
VMware NSX-T Edge 4 VM
VMware vRealize Log Insight 3 VM
VMware vRealize Operations Manager 3 VM
VMware vCloud Director 4 VM
vSphere Replication 1VM
vRealize Orchestrator 1TVM

Network connectivity and port mapping

Verify network connectivity to server ports

To ensure the network connectivity to server ports, use the information that is provided in the Network connectivity configuration for
Management ESXi host, Network connectivity configuration for Edge ESXi host, Network connectivity configuration for Resource ESXi
host, and Network connectivity configuration table for deployment server tables. The information that is provided ensures that the
network cables are connected correctly to the servers. The tables also provide the port-mapping information for the VMware VMNIC port
references. The installation process requires that the PCle expansion card slot (riser 1) is used for network connectivity.

®

The configuration process requires that the NIC ports that are integrated on the network adapter card, or NDC, are connected as outlined
in the Network connectivity configuration for Management ESXi host, Network connectivity configuration for Edge ESXi host, Network
connectivity configuration for Resource ESXi host, and Network connectivity configuration table for deployment server tables.

®

NOTE: For more information, see Appendix A to download the appropriate Del//l EMC PowerEdge Owner's Manual and
reference the Expansion card installation section.

NOTE: For more information, see Appendix A to download the appropriate Del// EMC PowerEdge Owner’s Manual and
reference the Technical specifications section.

Table 6. Network connectivity configuration for Management ESXi host

LOM/NDC port NIC slot 1 NIC slot 2
Port number 1 2 3 4 1 2 1 2
VMware vmnicO vmnic vmnic2 vmnic3 vmnic4 vmnicb vmnict vmnic?/
VMNIC port
reference
PowerEdge - - - - 25G 25G 25G 25G
R640/
PowerEdge
R740

Table 7. Network connectivity configuration for Edge ESXi host

LOM/NDC port NIC slot 1 NIC slot 3
Port number 1 2 3 4 1 2 1 2
VMware vmnicO vmnic vmnic2 vmnic3 vmnic4 vmnicb vmnict vmnic?/
VMNIC port
reference
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LOM/NDC port

NIC slot 1

NIC slot 3

PowerEdge -
R740xd

25G

Table 8. Network connectivity configuration for Resource ESXi host

LOM/NDC port

NIC slot 1

256G

NIC slot 3

25G

256G

NIC slot 4

Port 1
number

VMware
VMNIC
port
reference

vmnicO

PowerEdg -
e R740xd

2 3

vmnic1

vmnic2

4 1

vmnic3

- 25G

vmnic4

vmnichb

25G

Table 9. Network connectivity configuration table for deployment server

LOM/NDC port

1

vmnic6

256G

vmnic?/

25G

NIC slot 1

1 2

vmnic8 vmnic9

25G 25G

Port number 1

VMware VMNIC
port reference

PowerEdge -
R640/
PowerEdge R740

vmnicO

vmnic

vmnic2

10G

vmnic3

1

vmnic4

10G

vmnicb

10G

VDS DvPort group mapping with VLAN ID and related ESXi

VMNIC

The mapping list provides details about all VSS, VDS, VDS DvPort groups, VLAN ID, and ESXi VMNICs. These details are created and
configured under management and resource pod networking.

The Management pod, Resource pod, Edge pod, and Deployment server tables show the VDS-DvPort group/VSS port group mappings
with VLAN ID and corresponding VMNIC present on ESXi, which are assigned as uplinks to the VDS/VSS.

For example, the VDS named Infrastructure Management VDS with the DvPort Group ESXi_Mgmt_Network is configured with VLAN ID
100 and uses a pair of VMNIC which is vmnic4 and vmnic6 as uplinks for the VDS.

Table 10. Management pod

VDS type VDS name Port groups VLAN ID Uplink NICs Switch
VDS (Infrastructure) Infrastructure ESXi_Mgmt_Networ 100 vmnic4 Leafl+Leaf2
Management VDS Kk
vmnict
vSAN_Network 300
vMotion_Network 200
Replication_Network 500
Virtual Machine Management VM_Mgmt_Network 20 vmnics Leafl+Leaf2
Network (VDS) Network VDS VCSA_HA_Network 30 rmnic?
Table 11. Resource pod
VDS type VDS name Port groups VLAN ID Uplink NICs Switch
VDS (Infrastructure)  Infrastructure ESXi_Mgmt_Networ 100 vmnic4 Leafl+Leaf2
Management VDS k
vmnic6
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VDS type VDS name Port groups VLAN ID Uplink NICs Switch
vSAN_Network 200
vMotion_Network 300
VDS (Virtual N-VDS (S) Overlay_Network 70 vmnics Leafl+Leaf2
Machine Network)
vmnic/
VDS (Virtual N-VDS (Enhanced Vlan_DPDK_Networ 40 vmnic8 Leafl+Leaf2
Machine Network) Data Path) Kk
vmnic9
Table 12. Edge pod
VDS type VDS name Port groups VLAN ID Uplink NICs Switch
VDS (Infrastructure) Infrastructure ESXi_Mgmt_Networ 100 vmnic4 Leafl+Leaf2
Management VDS k_Edge
vmnic6
VM_Mgmt_Network 20
_Edge
vSAN_Network_Edg 200
e
vMotion_Network_E 300
dge
VDS (Virtual Edge VDS Overlay_Network VLAN 0-4094 vmnics Leafl+Leaf2
Machine Network)
External_Network vmnic?
Table 13. Deployment server
VSS name Port groups VLAN ID Uplink NICs Switch
vSwitchO VM Network 0 vmnic2 ToR
vSwitch1 PG-100-ESXI 100 vmnic4 Leaf
PG-20-VM-Mgmt 20 vmnicd Leaf

Solution hardware
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Manual deployment

Solution prerequisites

The following requirements must be satisfied before beginning the Dell EMC VMware vCloud NFV 3.2 platform manual deployment:
@ | NOTE: All compute nodes must have identical hard drive, RAM, and NIC configurations.

The required hardware must be installed and configured as indicated in the Hardware installation and configuration section
Once the systems are configured as described in the Hardware installation and configuration section, power on the systems
Ensure that there is Internet access, including but not limited to the deployment server

Verify that the deployment server that is used to deploy the solution, can hold the required VMware Software Appliance files

Deployment server

See the Solution bundle physical network design and topology section for the deployment server physical network topology that is used in
this deployment.

(D | NOTE: ESXi 6.7 U2 or above must be installed on a bare-metal deployment server.

ESXi installation on deployment server

Prerequisites

iDRAC is configured and accessible

ESXi 6.7 U2 ISO file is available on the local machine
ToR switch is configured

Dell PowerEdge server controllers are set to HBA mode

About this task

This task provides the steps to install ESXi on the deployment server.

Steps
1. Login to the iIDRAC 9 web GUI.

2. From the Dashboard screen, click Launch Virtual Console within the Virtual Console section.
The iDRAC Virtual Console window displays.

3. On the navigation bar, click Connect Virtual Media.
The Virtual Media screen displays.

4. In the Map CD/DVD section, click Choose File, select the ESXi image file from your local machine, and click Map Device.
B. Click Close.
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Virtual Media
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Figure 12. Virtual Media screen

6. In the navigation bar, click Next Boot, select Virtual CD/DVD/ISO, then click Save.
7. In the navigation bar, click Power, then select Power Cycle System (cold boot).
The ESXi installation process begins. When complete, the Welcome to the VMware ESXi 6.7 U2 Installation window displays.
8. From the Welcome to the VMware ESXi 6.7 U2 Installation screen, press Enter to continue.
9. Review the contents of the End User License Agreement (EULA) and if you agree to the terms, press F11.

The Disk installation screen displays.

10. Use the arrow keys to select the Dell Internal Dual SD storage device, then press Enter.
The Confirm Disk Selection screen displays.

1. Press Enter to confirm the disk selection.

12. From the Keyboard layout screen, verify that US Default is the option that is selected, then press Enter.
The Enter root password screen displays.

13. In the fields provided, enter the root password, enter it again to confirm, then press Enter.
The Scanning system screen displays.

14. Press F11 to confirm the installation.
After the installation process is done, the Installation Complete screen displays.

15. Press Enter to reboot the system.
After the system reboots, the Direct Console User Interface (DCUI) window displays.
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Figure 13. Direct Console User Interface (DCUI) window
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Customize ESXi

About this task
The System Customization option enables users to customize various ESXi system settings such as:

Passwords

Management configuration
Restart options

Keyboard settings
Troubleshooting options
System reset configurations

To access the System Customization screen:

Steps

1. From the DCUI screen, press F2.

2. Enter the required user credentials in the fields that are provided and then press Enter.
The System Customization screen displays.

3. Use the arrows to select the option to customize, then press Enter.
Management network configuration

About this task

This section provides the steps to configure the management network in the deployment server.

Steps

1. Navigate to the System Customization screen and using the arrow keys, select Configure Management Network, then press
Enter.

2. To update the network adapters, use the arrow keys to select the Network Adapter option, and then press Enter.
Change IPv4 configuration

About this task

This section provides the steps to add the static IPv4 address in the deployment server.

Steps

1. From the System Customization screen, select Configure Management Network, IPv4 Configuration, and then press Enter.
2. Select Set static IPv4 and network configuration.

3. In the fields provided, enter the required IPv4 address, Subnet mask, and Default gateway and then press Enter.
The changes are saved.

Change DNS configuration

About this task

This section provides the steps to add DNS information in the deployment server.

Steps
1. From the Configure Management Network screen, use arrow keys to select DNS Configuration, and then press Enter.
2. From the DNS Configuration screen, use arrow keys to select Use the following DNS server addresses and hostname option.

3. In the fields provided, enter the required Primary DNS Server, Alternate DNS Server IP, and Hostname information and then
press Enter.

4. In the Suffixes field, enter the domain name and then press Enter to save the settings.
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5. Press Enter to restart the management network.

6. After the network restarts, select Test Management Network and press Enter.
The test pings the configured default gateway, primary and alternate DNS servers, and resolves the configured hostname.

Troubleshoot ESXi

About this task

This section provides the steps to access the Troubleshoot option.

Steps

1. Using the arrow keys, select Troubleshooting Options and then press Enter.
2. From the options provided, use the arrow keys to select the wanted troubleshooting option, then press Enter.

Create standard vSwitch on deployment server

About this task

By default, vSwitchO is available on the deployment server. Create the virtual switches on the deployment using the information provided

in the vSwitch details table.

Table 14. vSwitch details

vSwitch name Uplink MTU (bytes) Link discovery Security

vSwitchO vmnic2 1500 Bytes Listen/CDP For promiscuous mode
and forged transmits,
select the Reject radio
button

vSwitch?1 vmnic4, vmnicb 9000 Bytes Listen/CDP For promiscuous mode
and forged transmits,
select the Accept radio
button

Steps

1. Using a web browser, go to the deployment server IP address and log in to it using the necessary credentials.
2. From the navigation panel, click Networking then click the Virtual switches tab.

3. On the Virtual switches tab, select Add standard virtual switch.
The Add standard virtual switch window displays.

4. Inthe vSwitch Name field, enter the vSwitch name.

5. Using the vSwitch details provided in the vSwitch details table in this section, select the MTU, Uplink, Mode, Protocol, and
Security details options, and then click Add.

6. Once vSwitch1is created, select the option to Edit vSwitch1.
7. In the NIC Teaming section, locate the Load-balancing drop-down list and select Route based on IP hash.
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Figure 14. Edit standard virtual switch

Create port group on deployment server

About this task

By default, a VM network port group with VLAN ID O is created on the deployment server. When creating an extra port group, assign the
VLAN and vSwitch to the port group as specified in the following table:

Table 15. Port group details

Port group name Description VLAN ID Virtual switch Security
VM network For iDRAC (OOB 0 vSwitchO For promiscuous mode
management network) and forged transmits,

select the Inherit from
vSwitch radio button

PG-100-ESXi For rack ESXi servers 100 vSwitch1 For promiscuous mode
(ESXi management and forged transmits,
network) select the Inherit from

vSwitch radio button

PG-20-VM-Mgmt For rack server VMs 20 vSwitch For promiscuous mode
and forged transmits,
select the Inherit from
vSwitch radio button

Steps
1. Log in to the deployment server web GUI.
2. From the navigation panel, click Networking.

3. On the Port groups tab, then select Add port group.
The Add port group window displays.
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4. Use the information from the Port group details table in this section to update the required information in the Add port group
window, then click Add.

B. Repeat the steps in this section to create more port groups on the deployment server as specified in the Port group details table.

Create datastore on deployment server

About this task

Create a datastore on the deployment server. This section provides the steps to create datastore on the deployment server.

Steps

1. Log ininto ESXi host using the VMware vSphere web client.

2. From the Home screen, click Storage, and then click New datastore.

3. On the Select Creation Type screen, select Create new VMFS datastore then click Next.

4. In the Name field, enter the name of the datastore, select a non-SSD device, and then click Next.

B. From the Select partitioning options screen, select how you would like to partition the device, then click Next.

The Ready to complete screen displays.
6. Review the options that you selected and if no changes are required, click Finish.

Connectivity overview for deployment VM and
server

About this task

To deploy the CentOS VM on a deployment server, the VM network must be configured within the network mapping for management
purposes.

After the VM is deployed, perform the following steps:

Steps

From Edit settings, add a Stamp adapter to access the VMs.

Add an ESXi management adapter to access the ESXi server from the deployment server.

From the console of that VM, assign the static IP addresses to the deployment server for each adapter that is connected to it.

N N

Once the IP address is assigned, open the command console and ping the gateway. If the ping is successful, deploy NFV components.
@ NOTE: Once the deployment VM and server connectivity are established, install Google Chrome on the access rack
servers.

Deployment VM

About this task

In this document, a deployment VM is used to deploy the solution which can be a virtual machine or a physical server. The deployment VM
contains the licenses and required VMware software, ISO, and other required software and licenses necessary for the deployment.

@ | NOTE: To deploy the VM, ensure that the Dell 14G servers and network are accessible.

The CentOS deployment VM is used in this guide as a base operating system platform for the deployment of the NFV Infrastructure
(NFVI). The deployment VM performs all the steps involving installation, configuration, and verification of the VMware software stack.
NOTE: Before initiating the deployment, ensure that the necessary software firmware is copied or downloaded in the
Deployment VM.

This document provides the steps necessary to install the following applications:

VMware-VMuvisor-Installer-6.7.0.update02
Microsoft Windows Server 2016 ISO for AD-DNS
CentOS 7.7 ISO for NTP
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VMware-VCSA-all-6.7U2
VMware-vRealize-Log-Insight-4.8
vRealize-Operations-Manager-Appliance-7.5
NSX-T Manager 2.4
VMware-vCloud-Director-9.7

Create deployment VM using CentOS

Prerequisites

VMware ESXi Server 6.7U2
CentOS 7.6 (or above) ISO file
Availability of three network adapters:

vnicl: For management network

vnic2: For stamp-related network

vnic3: For management ESXi network
Available disk storage is greater than 150 GB

Install CentOS

About this task

Follow the steps provided in this section to install CentOS.

Steps

1.
2,

30

Using a browser, open the ESXi hosts.

In the navigation pane, right-click the host and then select Create/Register VM.

The Select creation type screen displays.

Click Create a new Virtual Machine, then click Next to continue.

From the Select a name and guest OS screen, select the following options:

a) Inthe Name field, enter the VM name.

b) From the Compatibility drop-down list, select ESXi 6.7 virtual machine.

c) Within the Guest OS family drop-down, select Linux as the operating system family.

d) From the Guest OS version drop-down list, select CentOS 7 (64) and then click Next.
The Select storage screen displays.

Select Datastore and then click Next.

The Customize settings screen displays.

Select the following options:

a) Inthe CPU field, set the number to 8.

b) Expand the CPU listing.

c) Set the number of Virtual Sockets to 2, then set the number of Check Sockets to 4.

d) In the fields provided, set the Memory to 16 GB.

e) From the Hard Disk 1 field, set the size to 150 GB.

f) Expand the Hard Disk 1 listing and set the Disk Provisioning option to Thin Provisioned.

g) Set SCSI controller 0 to LSI Logic Parallel.
h) In the Network Adapter 1 field, select VM network.
i) Inthe CD/DVD Drive 1 field, select Datastore ISO file, then click Next.
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10.

1.

12.

13.

14.
15.
16.

17.

18.
19.

20.

2.
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Figure 15. Customize settings screen
The Ready to complete screen displays.
Review the settings that are selected and then click Finish.

Power on the Virtual Machine and select Install CentOS 7.
@ NOTE: If you do not select the Install CentOS 7 option, the CentOS installation automatically begins after 60
seconds.

The Welcome to CENTOS 7 screen displays.

Select the wanted language, then click Continue.
The Installation Summary screen displays.

Select the Software Selection option, then Select the GNOME Desktop radio button, then click Done.
The Installation Summary screen displays.

Click Installation Destination.

The Installation Destination screen displays.

In the Other storage options field, select Automatically configure partitioning radio button, then click Done.
The Installation summary screen displays.

Click Begin Installation.
@ | NOTE: After the installation is complete, the root password is requested.

Set the root password, click Finish Configuration, then click Reboot.
After the system reboots, review the End User License Agreement (EULA) and if you agree to the terms, click Accept.

Review the information provided within the Privacy section, then click Next.
The Time Zone screen displays.

Using the selector, choose the appropriate time zone then click Next.
The Online Account screen displays.

Click Skip.

From the About You screen, enter the required username information in the fields that are provided and then click Next.
The Password screen displays.

In the field provided, enter a password, repeat the entry to confirm, and then click Next.
From the Ready to go screen, click Start using CentOS Linux.
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Configure deployment VM IP

About this task

Configure the deployment VM IP address using the steps provided in this section.

Steps

Open the CentOS VM and click Settings, then Network.
From the Network screen, click the Gear icon.

Click the IPv4 tab and click to select the Manual radio button.

In the Addresses section, enter the IP address, Netmask IP, and Gateway IP for deployment VM in the fields that are provided
and then click Apply.
The IP is assigned.

N N

5. Restart the network.

Enable automatic connectivity in Network Settings

About this task

Enable the automatic connectivity, to automatically connect with available networks.

Steps

1. From the Settings screen, go to Network, and then click the Gear icon.
2. Click the Details tab.
3. Click to place a check in the Connect Automatically box, then click Apply.

Cancel Wired

Details Identity IPv4 IPv& Security

Link speed 10000 Mb/s
Pvd Address 100.67.180.223
Pvb Address fe80::1caa:bf32:5010:9ad4
Hardware Address 00:0C:29:C2:2C:F9
Default Route 100.67.180.254
DNS 192.168.20.250

+) Connect automatically
« Make available to other users
I Restrict background data usage

I u| et I [ vta charo

Remove Connection Profile

Figure 16. Details tab
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Configure deployment settings on deployment VM

Prerequisites

Deployment VM must have Internet access

About this task

Configure the NTP setting in the deployment VM.

Steps

1.

2,

From the CentOS VM, open the terminal.

Run the following command to replace the chrony with NTPD:
# yum remove chrony

Run the following command to disable the firewall:
# systemctl stop firewalld

Run the following command to install NTP service:
# yum install ntp

Run the following comment to check NTPD status:
# systemctl status ntpd.

@ | NOTE: If the NTPD status shows as running, enter the following command to stop the NTPD service:
# systemctl stop ntpd.service

Run the following commands to restart and enable the NTPD service:

# systemctl restart ntpd
# systemctl enable ntpd

Configure time zone

Prerequisites

Deployment VM must have Internet access

About this task
Set the CentOS timezone to UTC.

Steps

1.

2.

From the deployment VM, open the terminal.

To verify the time zone being used, run the following command:
# 1s -1 /etc/localtime

To search for and change the time zone, run the following command:
# timedatectl list-timezones | grep UTC

@ NOTE: This command displays the list of available time zones. If the UTC time zone is present, the grep UTC
command displays.

[root@localhost ~]# timedatectl list-timezones | grep UTC
UTcC

Figure 17. Time zones

After verifying that the UTC time zone is present, set the time zone using the following command:
# timedatectl set-timezone UTC

Run the following command to verify that the time zone is set:
# 1s -1 /etc/localtime
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[root@localhost ~]# timedatectl set-timezone UTC
[root@localhost ~]# 1s -1 fetc/localtime
lrwxrwxrwx. 1 root root 25 Jun 12 04:36 ' -> ,.fusr/share/zoneinfo/UTC

[root@localhost ~]#

Figure 18. Set time zone confirmation

Disable DHCP script from adding entries to resolv.conf

About this task

Disable the DHCP script from adding entries to the resolv. conf during the boot process.

Steps
1. Open the resolv.conf file to edit.

2. In the [main] section, add the following line:
dns=none

The DHCP script stops and the DNS entries can be added into the resolv.conf file.

[main]
#plugins=ifcfg-rh,ibft
dns=none

Figure 19. Disable DHCP script

Disable auto mount on CentOS

About this task

By default, the auto mount option is enabled on the CentOS. Disable this file option during the development process to avoid multiple
mounts of the ISO files.

Steps

1. From the CentOS VM, open the terminal.
2. Createthe /etc/dconf/db/local.d/00-media-automount file using the following commands:

[org/gnome/desktop/media-handling]
automount=false
automount-open=false

3. To check the file, run the following command:
# cat /etc/dconf/db/local.d/00-media-automount

@ NOTE: Confirm that the output displays as:

[org/gnome/desktop/media-handling]
automount=false
automount-open=false

4. After the file is created, run the following command to save the changes:
# dconf update
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Install Google Chrome

Prerequisites

Deployment VM must have Internet access

About this task

This section provides the steps to install Google Chrome on the deployment VM.

Steps

1. From the CentOS VM, open a terminal.

2. Enable the Google YUM repository:

a) Create afile, name it /etc/yum. repos.d/google-chrome. repo, then enter the following lines of code:

[google-chrome]
name=google-chrome
baseurl=http://dl.google.com/linux/chrome/rpm/stable/S$basearch
enabled=1

gpgcheck=1
gpgkey=https://dl-ssl.google.com/linux/linux signing key.pub

3. Toinstall Google Chrome, run the following command:
# yum install google-chrome-stable.x86 64

® | NOTE: During the installation process, confirm each of the installation prompts when presented.

4. Editthe /usr/bin/google-chrome file and move the -—-no-sandbox -test-type line of code, to the last line as shown in
the following image:

# Note: exec -a below is a bashism.
exec -a "$0" "$HERE/chrome" "$@" --no-sandbox -test-type

Figure 20. CLI for Google Chrome

@ NOTE: This line of code removes the need to open Google Chrome using a command line and opens it directly while
disabling pop-ups.

5. Run the following command to deplete the log in pop-up:
rm ~/.local/share/keyrings/*

6. Restart the Google Chrome browser.

7. After the installation of Google Chrome is complete, delete the google-chrome. repo file using the following command:
# rm /etc/yum.repos.d/google-chrome.repo

Install OVF tool

Prerequisites

Deployment VM must have Internet access

Steps

1. Download the OVF Tool from following URL: https://my.vmware.com/group/vmware/details?
downloadGroup=0OVFTOOLA430&productld=742#

@ NOTE: You can download the OVF Tool v4.3 from the VMware site using your VMware credentials. Locate the
corresponding Linux 64-bit setup file and download it.

The VMware-ovftool-4.3.0-7948156-1in.x86 64.bundle downloads.

2. Go to the location where the OVF Tool is downloaded to and open it.
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From the CentOS VM, open the terminal.
Change permissions of the downloaded file: chmod +x VMware-ovftool-4.3.0-7948156-1in.x86 64.bundle

Run the following command to install the OFV Tool:

# ./VMware-ovftool-4.3.0-7948156-1in.x86_ 64.bundleThe End User License Agreement (EULA) displays.
Review the information that is provided within the EULA and if you accept the terms of the license agreement, click Next, and then
click Install.

The Installation Complete screen displays.

Click Finish.

Add network adapters

Prerequisites

The respective network adapter must be created.
@ | NOTE: See Create port group on deployment server for instructions on creating the network adapter.

About this task

In the Deployment VM, the addition of two more network adapters is necessary to access ESXis and VMs. For this deployment, PG-100-
ESXi for ESXi management and PG-20-VM-Mgmt for VM Management are added.

Steps

1.

36

Right-click the deployment VM, and select Edit Settings.
The Edit settings screen displays.
Click Add network adapter and add two network adapters:
For ESXi management, select PG-100-ESXi
For VM Management, sclect PG-20-VM-Mgmt
Click Save.
Configure the IP address for each of the network adapters.
@ | NOTE: See Configure deployment VM IP instructions on assigning the required IP.
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Figure 21. Virtual hardware settings screen

Installation of VMRC

About this task

The VMware Remote Console (VMRC) application is used to open a VM console on a remote host.

Steps

1.

From a web browser, download the VMRC from the following location: https://my.vmware.com/web/vmware/details?
downloadGroup=VMRC1006 &productld=742

Copy the downloaded .bundle file to the local CentOS VM.

To make the file an executable, open the terminal and run the following command:
chmod 777 <VMRC file name>

To install the VMRC, run the following command:
./VMware-Remote-Console-xx xx.bundle --console

@ | NOTE: xx_xx is a series of numbers representing the version and build numbers.

Follow the installation prompts until the installation is complete.
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ESXi installation and configuration

The creation of an NFV infrastructure requires the installation of ESXi on the PowerEdge R640/PowerEdge R740, and PowerEdge
R740xd servers based on the vSAN Ready Node.

Use iDRAC9 to install ESXi on PowerEdge R640,
R740, and R740xd servers

Prerequisites

Verify that the minimum required hardware firmware versions are installed on the servers, as described in Table 2
ESXi Installer 6.7 U2 or later ISO file
iDRAC with at least 16 GB SD card enabled

About this task
See the ESXiinstallation on deployment server section to install the ESXi on Dell EMC PowerEdge R640/R740 and R720xd servers.

Once the ESXi is installed on the PowerEdge R640, PowerEdge R740, and PowerEdge R740xd servers, see Customize ESXi and its
subsection to configure the ESXi password, update management network configuration, and to change the IPv4 and DNS configuration.

To:

Add a VLAN ID to the ESXI management network, see Set VLAN ID for ESXi management network
Assign licenses to ESXi, see Assign ESXi license

Create SSH policies, see Set SSH policy

Create firewall rules, see Set Firewall rules

Install the DPDK drivers, see Install DPDK drivers

Set VLAN ID for ESXi management network

About this task

You can set VLAN ID for the ESXi management network.

Steps

1. From the System Customization window, select Configure Management Network, select VLAN, and press Enter.
2. In the field provided, enter the configured VLAN ID and then press Enter to save the change.

Assign ESXi license

About this task

Assign license to ESXi hosts.

Steps

1. From a web browser, open the ESXi, click Manage, and then select Licensing.
2. Inthe License key field, enter the required license key then click Check license.
3. Click Assign license then click Close.
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Set SSH policy

About this task
Set the SSH policy for each ESXi host.

Steps

1. Use the IP address or domain name to go to the ESXi embedded host client.

2. From the left navigation panel, select Manage to access the settings for your host.

3. Select the Services tab and then select the TSM-SSH service (SSH).

4. Right-click the service name or click to select the Actions menu item to set the Policy to Start and stop with host.

Set firewall rules

About this task

Set the firewall rules for ESXi hosts.

Steps

1.

2.
3.

SSH to the ESXi host.
When prompted, enter the required credentials.

Run the following command to disable the firewall rule:
esxcli network firewall set --enabled false

To get the status, run the following command:
esxcli network firewall get

Install DPDK drivers

Prerequisites

Download the updated NIC driver from the VMware Compatibility Guide in either VIB or offline bundle format
Verify that the resource ESXi hosts are in maintenance mode

About this task

On the resource pod, install the necessary drivers for the Intel 25G 2P XXC740/10G X710 NIC cards. The installation of the drivers is
required on each of the ESXi hosts that use N-VDS Enhanced mode.

@ | NOTE: QLogic drivers do not support the N-VDS Enhanced mode feature.

Steps

1.

2.

Copy the downloaded VIB or offline bundle file to the /tmp/ directory in the ESXi server.
Using the SSH terminal, run the following command:

If you are using the VIB file to install the driver, run: esxcli software vib install -v {VIBFILE path}
If you are using an offline bundle to install the driver, run: esxcli software vib install -d {OFFLINE BUNDLE
path}

@ NOTE: Enter the complete path of VIB or offline bundle path of the ESXi server in place of {VIBFILE path} and

{OFFLINE_BUNDLE path}. For example, esxcli software vib install -v /tmp/VMware bootbank net-
driver.1.1.0-1vmw.0.0.372183.vib

Installation of the driver begins.
After the installation of the driver is complete, reboot the host.
Verify the VMware installation bundle (VIB) versions that are installed on the resource pod hosts.
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Figure 22. Installed DPDK drivers

NOTE: Repeat the steps provided in the ESXi installation and configuration section to install and configure the

remaining ESXi servers.
B. Update the VMware NIC drivers. Refer the Operations Guide to update.
@ | NOTE: If you are using Qlogic NICs, add and set the ESXi hosts/Physical NICs to Auto-negotiations.

Next steps

®

NOTE: Repeat the steps provided in the ESXi installation and configuration section to install and configure the

remaining ESXi servers.
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Auxiliary components

Auxiliary components are required for installation on the Dell EMC Ready Solution bundle. Network Time Protocol (NTP), Active Directory
(AD), and Domain Name System (DNS) serve as the auxiliary components.

AD provides a centralized authentication source for management components
DNS provides forward and reverse lookup services to all platform components
NTP provides a time synchronization source to all components

Deploy the AD-DNS and NTP virtual machines on the first management ESXi server.

Install auxiliary components

Prerequisites

To install and configure the auxiliary components, create a datastore, standard vSwitch, and a port group. The information in the following
sections aid in the installation process:

Create datastore on first management ESXi server
Create standard vSwitch on first management ESXi server
Create port group on first management ESXi server

Create datastore on first management ESXi server

About this task

Create the datastore on the first management ESXi server:

Steps

1. Using a web browser, open the ESXi and log in using the required credentials.

2. From the Home screen, click Storage, and then click New datastore.
The Select Creation Type screen displays.

3. Select Create new VMFS datastore then click Next.

4. Inthe Name field, enter the datastore name, select a non-SSD disk device, and then click Next.
The Select partitioning options screen displays.

B. Using the options provided, select how you would like to partition the device, then click Next.
The Ready to complete screen displays.

6. Review the options that you selected and if no other changes are required, click Finish.

Create standard vSwitch on first management ESXi server

About this task

By default, vSwitchO exists on the first ESXi server. Use the settings in the following table to create more virtual switches.
Table 16. vSwitch details

vSwitch name Uplink MTU (bytes) Link discovery Security

vSwitchl Vmnicd 9000 bytes Listen/CDP . For Promiscuous
mode and Forged
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vSwitch name Uplink MTU (bytes) Link discovery Security

transmits, select the
Reject radio button.

For MAC address
changes, select the
Accept radio button.

Steps
1. Log ininto first management ESXi server.
2. From the navigation panel, click Networking.

3. Click the Virtual switches tab and select Add standard virtual switch.
The Add standard virtual switch screen displays.

4. Using the information provided in the vSwitch details table above, update the required information in the Add standard virtual
switch screen, then click Add to create vSwitch.

Create port group on first management ESXi server

About this task

By default, the VM network port group, VLAN ID 0, exists on the ESXi server. To add more port groups, you must create them and assign
the VLAN and vSwitch information to the port group.

Table 17. Port group details

Port group name Description VLAN ID Virtual switch Security
Appliance_Network For rack ESXi servers 20 vSwitch . For Promiscuous
(VM management mode and Forged
network) transmits, select the
Reject radio button.
For MAC address

changes, select the
Accept radio button.

To create a port group on the first management ESXi server:

Steps

1. Log ininto first management ESXi server.
2. From the navigation panel, click Networking.

3. On the Port groups tab, select Add port group.
The Add port group window displays.

4. Use the information provided in the Port group details table above, update the required information in the Add port group window,
then click Add.

NTP server configuration

Prerequisites

Linux CentOS 7.6 or higher VM is installed, running, and configured for network use
Verify presence of Internet connectivity on the VM

@ | NOTE: The Linux VM acts as the NTP server.

About this task

This section provides the steps to configure the NTP server.
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Steps

1. Install the NTP daemon that is provided by default, within the CentOS repository.

2. Run

)

3. Run

the following command: # yum install ntp

NOTE: The # yum install ntp command runs when an Internet connection is available.

the following command to set the time zone to UTC:

# timedatectl set-timezone UTC

)

NOTE: Set the NTP client and NTP server to have the same time zone.

4. After setting the time zone, verify that the system and hardware clocks are synchronized.

)

NOTE: If the clocks are not synchronized, enter the following command:

[root@localhost -]# date

Wed Jul 25 15:25:44 UTC 2018

[root@localhost -]1# hwclock

Wednesday 26 July 2018 03:25:54 PM UTC -0.646933 seconds
[root@localhost -1# hwclock --systohc

[root@localhost —-]1# hwclock

Wednesday 26 July 2018 03:37:39 PM UTC -0.771275 seconds
[root@localhost -]# date

Wed Jul 25 15:27:45 UTC 2018

(D NOTE: The #date command shows the system clock. The #hwclock command shows the hardware clock. The

#hwclock --systohc command synchronizes the hardware and system clocks.

B. Within the /etc/ntp.conf file, enter the following command to enable clients from your network to synchronize the time with this

server:
restrict ::1
# Hosts on local network are less restricted.

restrict 192.168.20.0 netmask 255.255.255.0 nomodify notrap

#
#

Use public servers from the pool.ntp.org project.
Please consider joining the pool (http://www.pool.ntp.org/join.html).

#server 0O.centos.pool.ntp.org iburst
#server l.centos.pool.ntp.org iburst
#server 2.centos.pool.ntp.org iburst
#server 3.centos.pool.ntp.org iburst
server 127.127.1.0

®

NOTE: The restrict 192.168.20.0 netmask 255.255.255.0 nomodify notrap command allows you to
restrict access to the network. The IP range sees the network address in the production environment. Multiple IP
ranges can be added.

6. Enter the following IP command for the NTP server configuration: 127.127.1.0

®

NOTE: The server 127.127.1.0 line in the ntp. conf file configures itself as an NTP server.

7. Enter the following commands to add firewall rules:

#
#

firewall-cmd --add-service=ntp --permanent
firewall-cmd —--reload

8. Activate the NTPD service by entering the following commands:

#
#
#

systemctl restart ntpd
systemctl enable ntpd
systemctl status ntpd

@ | NOTE: When using the commands to restart the VMs, services are required to run again.

9. Enter the following command to ensure that NTP is running properly:
# ntpg -p
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[root@localhost -] ntpq -p

remote refid $t T when poll reach delay offset jltter
*LOCALID) LOCL. 5 1 43 Ba 1 9.000 2.000 o.000
[reotdlocalhost ~]# ]

Figure 23. Confirmation of NTP status

Synchronize ESXi clocks using NTP

About this task

Before you install vCenter Server or deploy the vCenter Server Appliance, ensure that the machines on the vSphere network have their
clocks that are synchronized.

Steps
1. Using a web browser, connect to the ESXi host.

2. Select Manage then click System, Time & Date, and then Edit Settings.
The Edit time configuration screen displays.

3. Click to select Use Network Time Protocol (Enable NTP client).

o] East time configuration

Specify how 1he gate and Sme of thie haet should be eat
Manually configur the data and time on this host
® Use Network Time Protocol (2nabie NTP cliznt)

BHIE St s | Startana stop witn noat

NTR gervers 192 163.20.220

S2parate servers with commae, 2.0. 10.31.21.2, =200::2800

Figure 24. Edit time configuration window
4. Inthe NTP Server field, enter the IP address or fully qualified domain name of one or more NTP servers to synchronize.
B. Set the startup policy and service status as Start and stop with host then click OK.
6. To save the changes and service, select Time and date, click Actions, NTP service, and then click Start.

I Navigator ] eexii0.gsiintv.com - Manage
~ [ Host | | system | Harowars Licensing Packages Services Securhty & users
Mariwr Advanced settings g Edieetinge | C Refresn £} Actions
+ 15 Virtual Machinss Autostart Curent date and time # Eomsamngs L_r.;
Swa
H storage P NTP ciont staus ## NTS senvice

» 2. Networning
NTR saryice ststus Stopped
NTE servere 1. 192.168.20.249

= P
=} Poicy

Figure 25. Time and date start action
7. To synchronize the ESXi clock with NTP, repeat the steps in this section on each of the ESXi servers.
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Synchronize VM clock using NTP

About this task

Synchronize the Microsoft Windows machine time with the NTP server if the system running Microsoft Windows is not part of a domain
controller.

Steps
1. From the task bar, right-click the time that is listed and select Adjust date/time settings.
The Date and Time screen displays.

2. Select the Internet Time tab, then click Change Settings.
The Internet Time Settings screen displays.

3. Click to place a check in the Synchronize with an Internet time server option.
4. Enter your NTP server IP or FQDN in the Server field that is provided, and then click Update Now.
5. Click OK to save the changes.

Microsoft Windows Server 2016 installation for AD
DNS

Install Microsoft Windows Server 2016

Microsoft Windows Server 2016 uses AD, and DNS auxiliary services. This section describes the steps that are used to install Microsoft
Windows Server 2016.

@ NOTE: The server using AD, DNS, and NTP auxiliary services are deployed on the ESXi datastore and not on the vSAN
datastore. It is recommended that you create a datastore on the ESXi server for AD, DNS, and NTP and that is part of
the management cluster. Use the ESXi datastores for deployment of the AD, DNS, and NTP server.

When the cluster is in place, you must migrate the AD, DNS, NTP server, and their VMs from the ESXi datastore to the vSAN datastore.
Once the AD, DNS, and NTP server VMs are migrated, delete the ESXi datastore.

Prerequisites

Minimum 1.4 GHz 64-bit processor

Minimum 4 GB memory

40 GB of disk space or greater

ESXi datastore

Verify that the VM has connectivity to the Internet

Steps
1. Create a VM and select the Windows Server 2016 ISO, or later, to deploy the AD-DNS services.
@ | NOTE: Setup of the necessary files may take several minutes.

2. From the Start screen, select Next.
3. When prompted, select the required language, time, and keyboard selections, then click Next.

4. Click Install now.
The Setup is starting window displays until the application setup is complete.

B. On the Active windows screen, enter the required Microsoft Windows license key for Windows Server 2016 and then click
Next.

6. From the Select the operating system screen, select Windows Server 2016 Datacenter/Desktop Experience and click Next.

7. Review the End User License Agreement and if you agree to the terms, click to select the | accept the license terms box and
then click Next.
The Windows Setup Installation Type Selection screen displays.

8. Select Custom: Install Windows only (advanced).
The Where do you want to install Windows? screen displays.
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9. Verify the location of the drive or partition, then click Next.

10. From the Settings window, enter the desired administrator password, reenter the password to confirm it, then click Finish.
The setup process finalizes the settings.

(D | NOTE: This process may take several minutes to complete.

11. After the setup is complete, log in with the Administrator credentials.
The Server Manager displays.

12. After the VM is created on ESXi|, launch the VM using the VMware Remote Console.

Configure network for Microsoft Windows Server 2016 and VMware
tool installation

About this task

Configure the network for Microsoft Windows Server 2016.

Steps

1. From the Network and Sharing Center, click right-click the Ethernet to configure and then select Properties.
The Internet Protocol Version 4 (TCP/IPv4) screen displays.

2. Configure the IP address for the AD/DNS server and then click OK.

Install VMware tools

About this task

To install VMware tools:

Steps

1. From the Windows VM, go to the location where the ESXi is installed.

2. Right-click the VM preview option and select Guest OS, and then Install VMware Tools.
3. From the Windows VM console (Ul), locate the drive.

4. Double-click the VMware Tools installation option.

B. For the Setup type, select Typical, then click Install.

Active Directory and DNS installation

Update Windows VM computer name

About this task

Before creating the AD DNS server, you must change the Windows VM computer name.

Steps
1. From the Server Manager window, select Local Server in the left-navigation pane.
The Properties window displays.

2. Right-click the Computer Name field, and select System properties.
The System Properties screen displays.

3. Click the Computer Name tab, then select the Change button.
The Computer Name/Domain Changes screen displays.

4. Locate the Computer Name field and enter a computer name for the AD DNS server.

5. Click Restart Now.
The virtual machine restarts.
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Install primary Active Directory and DNS

About this task

This section provides the steps to install the primary AD-DNS.

Steps

1.

2,

6.
7.

From the Server Manager dashboard, click Add roles and features.
Review the information that is provided on the Before you Begin screen, then click Next.

Select the Role-based or feature-based installation option then click Next.
The Server Selection screen displays.

Select the server role to install from the options that are provided and click Next.
In the Server Roles window, check the Active Directory Domain Services box then click Next.

Select server roles DESTINATION SERVER

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description

Server Selection . Active Directory Certificate Services

T s
[[] Active Directory Federation Services

certification authorties and related
Features [ Active Directory Lightweight Directory Services role services that allow you to issue
[] Active Directory Rights Management Services :::em;;::m%s e
[C] Application Server
[} DHCP Server
[] DNS Server
[] Fax Server
[®] File and Storage Services (1 of 12 installed)
[ Hyper-v
[[] Network Policy and Access Services
[ Print and Document Services
[C] Remote Access
[[] Remote Desktop Services

B

Figure 26. Server roles selection screen
From the Add Roles and Features Wizard, select the Add Features button and then click the DNS Server listing.
From the Add features that are required for DNS Server window, click the Add Features button.
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Add features that are reguired flor DNS Server?

The folicesang Dok are requered 1o manage tha feature, but do not
have to be inatalled on the tame server,

4 Bemote Server Admunntrabon Took
4 Role Adminmtration Tool
[Tooks] DG Server Took

[F inchude mansgement tools (f spplcablel

|roaresmrs | | ot |

Figure 27. DNS Server required features window
8. Click Next.
9. From the Features screen, review the options that are selected and verify that the default selections are kept, then click Next.
10. Review the information provided on the AD DS screen, then click Next.
11. Review the information that is provided on the DNS Server screen, then click Next.
12. From the Confirm installation selections screen, carefully review each of the selections, and then click Install.

Confirm installation selections N

Before You Begin To install the following roles, role services, or features on selected server, dlick Install.

installation Type [] Restart the destination server automatically if required

Server Selection Optional features (such as admirstration tools) might be displayed on this page because they have
o been selected sutomatically. If you do not want to install these optional features, click Previous to clear

Server Roles their check boxes.

Features

AD DS Active Directory Domain Services

DNS Server DNS Server

oo i

Remote Server Administration Tools
Role Adminstration Tools

AD DS and AD LDS Tools
Active Directory module for Windows PowerShell
AD DS Tools
Active Directory Administrative Center
AD DS Snap-Ins and Command-Line Tools

Export configuration settings
Specify an alternate source path

(] [ e

Figure 28. Confirm installation selections window
13. Once the installation is complete, click Close to exit the wizard.
14. Reboot the server to complete the installation.

15. Once the server reboots, access the Server Manager and from the Dashboard, click the Task flag, that is located in the navigation
bar.
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16. From the options provided, click the Promote this server to a domain controller hyperlink.

Server Manager * Dashboard @) | I'A Manage Tools View  Help

j, Post-deployment Configuration

& Dashboard WELCOME TO SERVER MANAGER

B Local Server

W& Al Servers o { nfigure th P p Promote this server to a domain controller
o Uuic 3 10Cdl SCIVE

i@l ADDsS
é sz TR Task Details
W§ File and Storage Services b
WHAT'S NEW ‘ i
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles:3 | Server groups: 1 Servers total: 1
e == File and Storage -
@ Manageability @ Manageability @ Manageability @ Manageability
Events Events Events Events
Services Services Performance n Services
Performance Performance BPA results Performance
BPA results BPA results BPA results
Figure 29. Server Manager Dashboard task flag advisory
The Deployment Configuration Introduction screen displays.
17. Click Add a new forest.
18. In the Root domain name field, enter the wanted name then click Next.
: o S Cotratan Wi (= L=
‘ Deployment Configuration mf:,if:ﬂ
‘ Seecthe deploymen
Speciy the domain information for this operstion
Root doman name: delinfv.com
Next > [ Cancel ]

Figure 30. Deployment configuration window
19. Review the selections within the Domain Controller Options screen.

a. Inthe Password field, enter the password for the Directory Services RestoreMode (DSRM), reenter the new password in the
Confirm password field, and then click Next.

@ | NOTE: If a delegation error displays within the DNS Options window, disregard the error and click Next.

The Additional Options screen displays.
20. Review the NetBIOS name in the field that is provided then click Next to continue.
The Paths screen displays.

21. The Paths screen allows you to adjust the assigned locations of the AD DS database, log files, and SYSVOL folders. Perform the
necessary changes, and then click Next.
The Review Options screen displays.

22. Review the selections, and click Next.
The system check begins to verify the compatibility of the system with the options selected. When complete, review the results of the
prerequisites check.
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23.
24,

NOTE: A successful prerequisites check displays a green check at the top of the window. Any critical errors that are
found must be addressed before the option to begin the installation is provided.

Click Install. The server automatically reboots after the installation process is complete.

Log in to the server using domain administrator credentials.

Create DNS Reverse Lookup Zone

About this task

The Reverse Lookup Zone is not created by default if the DNS server is newly configured. The steps provided in this section to help with
the creation of the Reverse Lookup Zone for the IPv4 address range. In this deployment, two DNS reverse lookup zones are created: one
for VM management network and one for the ESXi management network.

Steps

1.

© © N

10.

From the Server Manager Dashboard, click Tools in the top navigation panel, then click DNS.
The DNS Manager window opens.

Right-click the Reverse Lookup Zone in the left-navigation panel, and then click New Zone.
The Welcome to the New Zone Wizard window opens.

Click Next.
From the Zone Type screen, select the zone to create then click Next.

New Zone Wizard -
=N

[}

Zone Type
The DINS server supports various types of zones and storage. l

Select the type of zone you want to create:

®) Primary zone
Creates a copy of a zone that can be updated drectly on this server,

Secondary zone

Creates a copy of a rone that exists on ancther server, This option helps balance
the processing load of primary servers and provides fault tolerance,

Stub zone

Creates a copy of a zone contaning only Name Server (NS), Start of Authority
(S0A), and possibly ghoe Host (A) records. A server containing a stub 7one i not
authoritative for that zone.,

| Store the zone in Active Directory (avaiable only if DNS server is a writeable domain
controler)

<Back || next> | [ cancel

Figure 31. Zone Type selection window

From the Active Directory Zone Replication Scope screen, select how the DNS data is replicated, then click Next.
The Reverse Lookup Zone Name screen displays.

Select IPv4 Reverse Lookup Zone and click Next.

Verify that the Network ID option is selected and enter the Network ID in the field that is provided, then click Next.

Select Allow both Secure dynamic updates (recommended for Active Directory), then click Next.

Click Finish to complete the configuration.

Repeat the steps provided in this section to set up the ESXi Management network.

@ | NOTE: For ESXi Management setup, enter 192.168.100.x, where x is the remainder of the ID, in the Network ID field.

Add DNS server host

About this task

This section provides the required steps to add DNS server host.

50
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Steps

1. From the Server Manager Dashboard, click Tools, and then DNS.
2. In the left-navigation panel, click to expand the Forward lookup zone listing.

3. Right-click your domain, and select New Host.
The New Host window opens.

4. In the fields provided, enter the Hostname, IP address, click to place a check in the Create associated pointer (PTR) record box,

and then click Add Host.
Mew Haost -

Fiame (uses parent doman name of blank):

vamaﬂmmmnnmwefmmh
delnfy .com

1P address:

 Create assocated ponter (FTR) record

Alicws sy sutherhcated ser to update NS records vardh the
SAME DWNET Name:

Figure 32. New Host configuration screen
Disable firewall

About this task

This section provides the steps to disable the firewall.

Steps

1. From the Control Panel, select System and Security, Windows Firewall, and then Customize Settings.
2. Set the Windows firewall for the network settings, to Off and then click OK.

Add self-signed certificate to Windows Active Directory

Prerequisites

WinSCP installed on a Microsoft Windows VM to copy files from Windows to Linux
Installation of PUTTY to run commands from a Microsoft Widows VM (optional)

About this task

This section provides the steps to add a self-signed certificate in AD.

Steps

1. On a Linux machine with open-SSL installed, run the following command to generate the ca. key file:
$ openssl genrsa -des3 -out ca.key 4096

2. When prompted, enter the wanted password.

3. On the Linux machine, run the following command to generate the ca.crt file:
$ openssl req -new -x509 -days 3650 -key ca.key -out ca.crt

4. Using WInSCP or a similar tool, copy the ca. crt file to the Active Directory Windows VM from the Linux machine.
From the Windows Active Directory VM, click Run and enter certlm.msc.
6. Once the location is found, import the copied certificate.
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File Action View Help

a9 6= B

¥ Certificates - Local Computer

b ] Personal

b [ Trusted Root Certification Aut
p ] Enterprise Trust

b | Intermediate Certification Aut
p (1 Trusted Publishers

b ] Untrusted Certificates

p | Third-Party Root Certification
b 1 Trusted People

p 1 Client Authentication Issuers
b | Remote Desktop

p ] Certificate Enroliment Reques!
p 7] Smart Card Trusted Roots

b (] Trusted Devices

Logical Store Name

[ Personal

[ Trusted Root Certification Authorities
[ Enterprise Trust

[ Intermediate Certification Autherities
[ Trusted Publishers

| Untrusted Certificates

[ Third-Party Root Certification Authorities
[ Trusted People

[ Client Authentication Issuers

[] Remote Desktop

[ Certificate Enrollment Requests

[ Smart Card Trusted Roots

[ Trusted Devices

Figure 33. Manage computer certificates window

7. Right-click the Trusted Root Certification Authority listing within the Logical Store Name section, select All Tasks, then select
Import.
The Welcome to the Certificate Import Wizard window opens.

8. Click Next to continue.
9. Click the Browse button and select the ca . crt file and then click Next.

10. Verify that the Certificate store listed is correct, then click Next.
1. Click Finish to import the certificate.
The Import was successful message displays.
12. Click OK.
13. Verify that the imported certificate displays in the Trusted Root Certification Authority section.
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File Action View Help

e 2

B XE B=

¥ Certificates - Local Computer

b ] Personal

4 [ ] Trusted Root Certification Aut
7] Certificates

b | Enterprise Trust

p | Intermediate Certification Aut

b ] Trusted Publishers

p . Untrusted Certificates

b (1 Third-Party Root Certification

p ] Trusted People

b (] Client Authentication Issuers

b | Remote Desktop

p [ Certificate Enroliment Reques!

b [] Smart Card Trusted Roots

p 1 Trusted Devices

< n >

Issued To *

54 addnsserver

[5]Class 3 Public Primary Certificat...
[ZalClass 3 Public Primary Certificat...
[ Copyright (c) 1997 Microsoft C...

5] Microsoft Authenticode(tm) Ro...

S Microsoft Root Authority

ZalMicrosoft Root Certificate Auth...
[ZMicrosoft Root Certificate Auth...
[SIMicrosoft Root Certificate Auth...
[Z3INO LIABILITY ACCEPTED, (c)97 ...

3l Thawte Timestamping CA

[ VeriSign Class 3 Public Primary ...

Issued By
addnsserver

Class 3 Public Primary Certificatio...
Class 3 Public Primary Certificatio...
Copyright (c) 1997 Microseft Corp.
Microsoft Authenticode(tm) Root...

Microsoft Root Authority

Microsoft Root Certificate Authori...
Microsoft Root Certificate Authori...
Microsoft Root Certificate Authori...
NO LIABILITY ACCEPTED, (c)97 V...

Thawte Timestamping CA

VeriSign Class 3 Public Primary Ce...

8/1/2028
1/7/2004
12/30/1999
12/31/1999
12/3172020
5/9/2021
6/23/2035
3/22/2036
1/7/2004
12/31/2020
7/16/2036

Secure Email, Client...
Secure Email, Client...

Time Stamping

Secure Email, Code ...

<All>
<All>
<All>
<All>
Time Stamping
Time Stamping

Server Authenticati...

Friendly Name

VeriSign Class 3 Pu...
VeriSign Class 3 Pri...

Microsoft Timesta...

Microsoft Authenti...
Microsoft Root Aut...
Microsoft Root Cert...
Microsoft Root Cert...
Microsoft Root Cert...
VeriSign Time Stam...
Thawte Timestamp...

VeriSign

Status  Certificate Te...

Trusted Root Certification Authorities store contains 12 certificates.

Figure 34. Trusted Root Certification Authority window

14. From the Windows AD VM, create a request. inf file.

15. Copy and paste the following text into the file:

[Version]

Signature="$Windows NTS$"

[NewRequest]
Subject =
KeySpec = 1
KeyLength =
Exportable =

MachineKeySet
FALSE
PrivateKeyArchive =
UserProtected =
UseExistingKeySet =
"Microsoft RSA SChannel Cryptographic Provider"
=12

SMIME =

ProviderName
ProviderType

RequestType =
0xal

KeyUsage =

[EnhancedKeyUsageExtension]
1:306:105:50703cd g

OID =

1024
TRUE

= TRUE
FALSE

FALSE
FALSE

PKCS10

"CN=ACTIVE DIRECTORY FQDN"

Server Authentication

16. Replace the ACTIVE DIRECTORY FQDN text in quotes, with the FQDN of the Windows AD VM, and save the changes.
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17.
18.

19.

20.

21.

22.

23.

24.
25.

26.

27.

28.
29.

File ES Format Vew beip

[version]
Signature="%klndows NTS™

[ Bwhequest |

subject = "ChiJaddns server.dellnfv, con”|
Eeyipec = 1

EeyLength = oad

Exportable = TR

HMachinekeySet = TRUE

SMIME = FALSE

Privatekeyirchive = FALSE L

UterProtected = FALSE

UseExistingKeyset = FALSE

Provideriass = "Alorasaft WA SChannel Cryplograghic Previder”
Providertype = 13

Request Types = PROSES

EeyUsage = Ouad

[ Enhancediryisageatension]
000 = 1.3,6,0.5.5.7.3.1 ; Server Authentication

Figure 35. Example of request.inf file
Open the PowerShell and 'cd' to the directory where the request. inf file is saved.

Run the following command:
certreq -new request.inf client.csr Theclient.csr fileis created.

Using WinScp or a similar tool, copy the client. csr file to the Linux system.
Create a v3ext. txt file on the Linux system.

Paste the following text into the v3ext. txt file:

keyUsage=digitalSignature, keyEncipherment
extendedKeyUsage=serverAuth
subjectKeyIdentifier=hash

Using PUTTY or by pasting it directly, enter the following command within the Linux system:
$ openssl x509 -req -days 3650 -in client.csr -CA ca.crt -CAkey ca.key -extfile v3ext.txt -
set serial 01 -out client.crt

When prompted, enter the password for the ca. key.
The client.crt file is created on the Linux system.

Use WIinSCP to copy the client.crt file to the Windows AD VM.

Run the following command in the Windows AD VM PowerShell, within in the same directory as the client.crt file:
certreq -accept client.crt

In the Windows AD VM, create a file that is named 1dap-renewservercert. txt.

Paste the following text within the file:

dn:

changetype: modify

add: renewServerCertificate
renewServerCertificate: 1

Save the changes that you made to the file.

From the PowerShell, enter the following command:
ldifde -i -f ldap-renewservercert.txt

®

NOTE: Ensure that the PowerShell is in the same directory as the Idap-renewservercert.txt file.

Configure NTP client in AD VM

Prerequisites

54

Verify that the NTP server is up and running before the adding NTP on a Microsoft Windows VM
Ensure that you can ping the NTP server from the Windows VM
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About this task

This section provides the steps to configure NTP client on windows machine.

Steps

1. Enter the following commands in the order provided:

:\ net stop w32time

:\ w32tm /config /syncfromflags:manual /manualpeerlist:"<enter ntp server ip here>"
:\ w32tm /config /reliable:yes

:\ net start w32time

Q0

2. After the commands have been entered, enter the following command:
C:\ w32tm /resync /force

@ NOTE: If The computer did not resync because no time data was available. message displays, reenter the command.

available.

Figure 36. Command to resync windows with NTP server window
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VMware vCenter Server deployment and
configuration

In the VMware vCloud NFV 3.0 architecture, two instances of the VMware vCenter Server Appliance (VCSA) with embedded PSC are
deployed. One VCSA instance manages the management cluster, while the second instance manages the resource cluster and edge
cluster. Management pod hosts both of these instances. Each VCSA instance required to configure in HA mode and consist of active,
passive, and witness vCenter Server instance.

VMware vCenter Server Appliance deployment

Prerequisites

ESXi 6.7 U2 is configured and running
AD-DNS and NTP are running
Manual creation of forward and reverse lookup entries for all VCSA instances on the DNS server before deployment

About this task

In the vCloud NFV 3.0 architecture, the deployment of the VCSA is done in two stages. The first deployment is for the VCSA instance
that manages the management cluster, and the second VCSA deployment manages the Edge and resource cluster.

Stage 1 - Deploy ISO file for Management vCenter
Server Appliance with embedded PSC

About this task

Stage 1 of the deployment process involves the deployment of the ISO file in the VCSA installer, as a vCenter Server Appliance with an
embedded PSC. To deploy the ISO file:

Steps

1. Mount the VMware-VCSA-all-6.7.x ISO on Windows/Linux VM Deployment server.
2. Go to the path where VCSA installer is mounted and go to the vesa-ui-installer directory, then to the subdirectory for your
operating system, and run the installer executable file.
For Microsoft Windows, go to the win32 subdirectory, and run the installer.exe file
For Linux, go to the 1in64 subdirectory, and run the installer file.

3. From the vCenter Server Appliance 6.7 Installation window, click Install.
The Introduction screen displays.

4. Review the installation overview, and click Next.

5. Review the information provided within the End User License Agreement (EULA) and if you agree to the terms check the | accept
the terms of the license agreement box and, click Next.
The Select deployment type screen displays.

6. From the Embedded Platform Services Controller section, select vCenter Server with an Embedded Platform Services
Controller then click Next.
The Appliance deployment target screen displays.

7. Enter the ESXi host, HTTPS port, User name, and Password in the fields that are provided, then click Next.
When prompted, review the contents of the Certificate Warning, then click Yes to accept the certificate.

9. On the Set up appliance VM window, enter the VM name, set the root password in the fields that are provided, and then click
Next.
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@ NOTE: The appliance name can contain upper and lower-case letters, however special characters such as %, \, or /
are not permitted. The appliance name must not exceed 80 characters in length.
10. From the Select deployment size screen, use the drop-down within the Deployment size and Storage size sections to select the
sizes necessary for the vCenter Server Appliance for your vSphere inventory, then click Next.

11. From the Select datastore screen, select Install on new vSAN cluster containing the target host option, enter the Datacenter
and Cluster Name, and then click Next.
The Claim disks for vSAN screen displays/

12. Select all of the disks, select the Enable Thin Disk Mode box then click Next.
13. In the Configure Network Settings window, enter the appropriate network settings details, then click Next.
(D NOTE: Dell EMC recommends the use of an FRDN. However, if an IP address is used instead, use a static IP address
allocation for the appliance as IP addresses allocated by DHCP may change.

14. From the Ready to complete stage 1 screen, review the deployment settings for the vCenter Server Appliance and click Finish.
The deployment process starts.

Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

| 9%

Claiming disks for vSAN

Figure 37. Stage 1 status window
15. Once the deployment is complete, click Continue to proceed with the stage 2 deployment process.

Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

@ You have successfully deployed the vCenter Server with an Embedded Platform Services Controller.

To proceed with stage 2 of the deployment process, appliance setup, click Continue.

If you exit, you can continue with the appliance setup at any time by logging in to the vCenter Server Appliance Management Interface
https://vcsal02.delinfv.com:5480/

CLOSE CONTINUE

Figure 38. Stage 1 completion and continuation window

Stage 2 - Set up Management vCenter Server
Appliance with embedded PSC

About this task

After the stage 1 deployment is complete, you are redirected to stage 2 of the deployment process to set up and start the services of the
newly deployed vCenter Server Appliance with an embedded Platform Services Controller.

Steps

1. Review the information within the Introduction to stage 2 page, then click Next.
2. From the Appliance configuration screen:

a. Locate the Time synchronization mode drop-down list and select Synchronize time with NTP servers.
b. Inthe NTP Servers field, enter the NTP server IP address.
¢. From the SSH access drop-down list, select Enabled, then click Next.
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@ | NOTE: From this screen, the option to enable remote SSH access to the appliance, is provided.

The SSO configuration screen displays.

In the field provided, enter the vCenter Single Sign-On domain name, and administrator password, then click Next.

Optionally, you can opt to participate in the Customer Experience Improvement Program by selecting the Join the VMware

Customer Experience Improvement Program (CEIP) box, then click Next.

@ NOTE: The Customer Experience Improvement Program (CEIP) provides VMware with information that enables
VMware to improve its products and services and to fix problems. By choosing to participate in CEIP, you agree that
VMware may collect technical information about your use of VMware products and services regularly. This option is

enabled by default.

From the Ready to complete page, review the configuration settings for the vCenter Server Appliance, click Finish, and then click

OK.
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1 Introduction

2 Appliance configuration
3 SSO configuration

4 Configure CEIP

5 Ready to complete

Figure 39. Ready to complete window

Stage 2 of the deployment process and set up of the appliance is complete.

Ready to complete

Review your settings before finishing the wizard

Network Details
Network configuration
IP version
Host name
IP Address
Subnet mask
Gateway
DNS servers

Appliance Details
Time synchronization mode
NTP Server
SSH access

SSO Details
Domain name

User name

Assign static IP address
IPv4
vesalO2.delinfv.com
192.168.20.102
255.255.255.0
192.168.20.254
192.168.20.250

Synchronize time with NTP servers
192.168.20.249
Enabled

mgmtvsphere.local

administrator

CuctAamar Evnarianca Imnrcvamant Dramaram

Optionally, once the initial setup is complete, open the browser and go to the following URL: https://
<vcenter_server_appliance_fgdn>:443. Optionally, from the Appliance Getting Started Page click the https://
<vcenter_server_appliance_fqdn>:443 link to access the vCenter Server Appliance Getting Started page. Otherwise, click Close

to exit the wizard.
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Install - Stage 2: Complete

0 You have successfully setup this Appliance
N 100'%

Complete

vCenter Server Appliance setup has been completed successfully. Click on the link below to get
started. Press close to exit.

Appliance Getting Started https://vcsalO2.delinfv.com:443
Page
Vmiiw vl mmtme Comviime Ammlisman in damlaiimsd s = 0C AR aliimtme Haurmiome #hic mme bast aliimtme

CLOSE

Figure 40. Stage 2 completion window

Change vSAN default storage policy for management
vCSA

About this task

Before deploying extra VMs to the system, you must first update the VMware vSAN storage policy.

Steps

From a web browser, log in to the vVCSA web client.

Click the Home icon and select Policies and Profiles.

In the left navigation pane, click VM Storage Policy, and select vSAN Default Storage Policy.
On the Manage tab, select the Rule-set 1: VSAN option.

Click the Edit button.
The Rule-set 1 window displays.

SIS CRE

o

Locate the Primary level of failures to tolerate option and enter 1in the field provided.

N

From the Force provisioning drop-down, click to select Yes.

VMware vCenter Server deployment and configuration 59



[aﬁ' vSAN Default Storage Policy: Edit VM Storage Policy ?

113

Name and description Rule-set 1
Select a storage type to place the VM and add rules for data services provided by datastores. The rule-set will be applied when VMs are
Rule-set 1 placed on datastores from the selected storage type. Adding tags to the rule-set will filter only datastores matching those tags.
Storage compatibility
~ Placement Storage Consumption Model
Storage Type I A virtual disk with size 100 GB
- would consume:
Primary level of failures to tolerate @) 0 o Storage space
100.00 GB
Force provisioning 6 Yes v Q Initially reserved storage space
000B
<Add rule= = Reserved flash space
0.00B
| oK || Cancel ]

Figure 41. Rule-set 1 settings window
8. Click OK to save the changes.

Stage 1 - Deploy ISO file for Resource vCenter
Server Appliance

About this task

Stage 1 of the deployment process involves the deployment of the ISO file. The ISO file is part of the vCenter Server Appliance installer as
a vCenter Server Appliance with an embedded PSC on the management vCenter.

Steps

1. Mount the VMware-VCSA-all-6.7.x ISO on Windows/Linux VM Deployment server.
2. Go to the path where vCenter Server Appliance installer is mounted, and go to the vesa-ui-installer directory, then to the
subdirectory for your operating system, and run the installer executable file.
For Microsoft Windows, go to the win32 subdirectory, and run the installer.exe file.
For Linux, go to the lin64 subdirectory, and run the installer file.

3. From the vCenter Server Appliance 6.7 Installation window, click Install.
The Introduction screen displays.

4. Review the installation overview then click Next.
The End User License Agreement (EULA) screen displays.

5. Review the information that is provided within the EULA and if you agree to the terms, select the | accept the terms of the license
agreement box and, click Next.
The Select deployment type screen displays.

6. Select vCenter Server with an Embedded Platform Services Controller option in the Embedded Platform Services
Controller section, and click Next.
The Appliance deployment target screen displays.

7. In the fields provided, enter the vCenter Server name, HTTPS port, User name, and Password and then click Next.
The Certificate Warning window display.

8. Review the contents of the Certificate Warning, if agreed then click Yes to accept the certificate.
The Select folder window opens.
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9. Select the Management Datacenter option, and then click Next.

10. From the Select compute resource screen, select Require ESXi to deploy, then click Next.
The Set up appliance VM screen displays.

1. In the fields provided, enter the VM name and set the Root password and then click Next.
@ NOTE: The appliance name can contain upper and lower case letters, however special characters such as %, \, or /
are not permitted. The appliance name must not exceed 80 characters in length.

The Select deployment size screen displays.

12. Select the Deployment size and Storage size, then click Next.
The Select datastore screen displays.

13. Select the vsanDatastore option, and check the Enable Thin Disk Mode box, then click Next.
The Configure Network Settings screen displays.

14. Enter the appropriate network settings details, and then click Next.
NOTE: Dell EMC recommends the use of an FQDN. If an IP address is used, the use of static IP address allocation for

the appliance is recommended, as the IP addresses that the DHCP allocates may change.

15. From the Ready to complete Stage 1 screen, review the deployment settings for the VCSA and click Finish. The deployment
process starts.

16. Once the Stage 1 deployment is complete, click Continue to proceed with the Stage 2 deployment process.

Stage 2 - Set up resource vCenter Server
Appliance with embedded PSC

About this task

After the deployment of Stage 1is complete, you are redirected to Stage 2. The Stage 2 deployment process sets up and starts the
services of the newly deployed VCSA with an embedded Platform Services Controller.

Steps

1. Review the information within the Introduction to Stage 2 screen, then click Next.
2. From the Appliance configuration screen, perform the following steps:

a. From the Time synchronization mode drop-down list, select Synchronize time with NTP servers.

b. Inthe NTP Servers field, enter the NTP server IP address.

¢c. From the SSH access drop-down list, select Enabled, then click Next.

(D | NOTE: From this window, the option to enable remote SSH access to the appliance is provided.

3. From the SSO configuration screen, enter the vCenter Single Sign-On domain name, User name, and Administrator
password in the fields that are provided, then click Next.

4. On the Ready to complete window, review the configuration settings, click Finish, then click OK. Stage 2 of the deployment
process and set up of the appliance is complete.
Once the initial setup is complete, open a web browser and go to https://<vcenter_server_appliance_fqdn>:443. Alternately, from
the appliance, go to the Getting Started page option and click the https://<vcenter_server_appliance_fqdn>:443 link to access the
vCenter Server Appliance Getting Started page.

5. Click Close to exit the wizard.

Change VMware vSAN default storage policy for resource
vCSA

About this task

Before deploying more VMs to the system, you must first update the VMware vSAN storage policy.

Steps

1. From a web browser, log in to the VCSA web client.
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Click the Home icon, and select Policies and Profiles.
In the left navigation pane, click VM Storage Policy, and select vSAN Default Storage Policy.
From the Manage tab, select the Rule-set 1: VSAN option.

Click the Edit button.
The Rule-set 1 window opens.

Locate the Primary level of failures to tolerate option and enter 1in the field provided.
From the Force provisioning drop-down, click to select Yes.
Click OK to save the changes.

Add AD authentication for vCenter Server

Prerequisites

Deployment of the Management VCSA must be complete
Deployment of the Resource VCSA must be complete

About this task

This section provides the steps to add AD authentication for vCenter Server.

Steps

1.

9.
10.

1.
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Open the VCSA web client and log in as single sign-on administrator.
@ | NOTE: To access the vCSA web client, go to https://VCSA_FQDN_OR_IP.

(D | NOTE: Use the password that was set during the installation process.

From the Home screen, click Administration, System Configuration, select the appropriate VCSA, and then click the Manage tab.
The Manage screen displays.

Locate the Active Directory section and click the Join button.

In the fields provide, enter the Domain name, User name, and Password, then click OK.

@ | NOTE: The Organizational unit information is optional.

Reboot the node to apply the changes. Once the node reboots, log in to the VMware vCenter Server.
Click Home, Administration, System Configuration, select the appropriate VCSA, and then select the Manage tab.
Locate the Active Directory section and confirm that the domain is listed in the Domain field.

Summary Monitor | Manage = Related Objects

Settings | Certificate Authority

4 Active Directory Leave...

» Common Domain DELLNFV.COM
Access Organizational unit
Networking

w Advanced
Firewall

Active Directory

Figure 42. Active Directory window

Click the Home icon, and then select Administration, Single Sign-On, and then click Configuration.
The Configuration screen displays.

Click the Identity Sources tab, and then click the Add (+) icon to add an identity source. The Add Identity source screen displays.

From the Add identity source screen, select the Active Directory (Integrated Windows Authentication) source type from the
options listed.

@ | NOTE: The underlying system must be a member of the Active Directory domain.

Enter the Domain name in the field provided, and then click Next.
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12. Review the domain name and then click Finish.

The identity source displays in the Identity Sources tab.

\ﬁ' 550 Configuration for vesalD2.delinfuv.com

Polcies Identity Sources | Certificates SAML Service Providers

.l. Q

Mame Server LR Type Domamn
magmivephere local
- - Local 05 localos (defauit)

delinfv.com - Active Directory (Integrated W... delinfv.com delinfv.com

i 3items |up Export-

Figure 43. Identity Sources tab with new identity listed

@ | NOTE: Repeat the steps in this section for resource vCenter server.

Assign license to vCSA

About this task

This section provides the steps to add license to VCSA.

Steps

1. From a web browser, log in to the vCenter through vSphere Web Client.

2. Click the Home icon, and select Administration.

3. From the left navigation pane, click Licenses.

4. Click the Add (+) icon and in the field that is provided, enter the license key, and then Next.
B. In the field provided, add a name for the license and then click Next.

© © N O

The license displays in the Licenses tab and is added to vCenter.

Lizanpse
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Figure 44. Listing of licenses within Licenses tab

Click the Assets tab, and then the Solutions tab.

Select the vCenter Server from the Solutions list.

From the All Actions drop-down menu, select Assign license.

Select the license that you want to apply and then click OK to assign the license.
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Create data center and cluster on resource
vCenter

About this task

After the installation of the management and resource vCenter, create the data center, resource cluster, and edge cluster to enable
vSAN, DRS, and vSphere HA.

@ | NOTE: The management data center and cluster are created while the management vCSA is deployed.

Steps

Using the required credentials, log in to the VMware vCenter Server Web Client using the required credentials.
From the left-navigation panel, right-click the desired vCenter server.

Click New Datacenter from the options provided.

To create resource cluster, right-click the newly created data center and select New cluster.

Enter a name for the new cluster in the Name field, then click OK.

SIS NSNS

To create the Edge cluster, repeat steps 5 and 6.

Add hosts to vCenter cluster

About this task

When adding hosts to the vCenter cluster, a minimum four hosts must be added to the management, resource, and edge clusters. Once
the clusters are created, add the hosts to the cluster.

Steps
1. Toadd a host to the vCenter cluster, right-click the cluster and select Add host.
The Add Host window opens.

2. Enter the name or IP address of the host and click Next.
The Connections settings screen displays.

3. Enter the required host User name and Password for the connection, and click Next.
The Security Alert screen displays.

4. Click Yes to replace the host certificate with a new certificate that is signed by the VMware Certificate Server.
The Host Summary screen displays.

Review the information, and click Next to continue.
From the Assign license screen, click to select the license that is listed, then click Next.
Within the Lockdown mode screen, select Disabled and click Next.

© N oo

Review the selected configurations within the Ready to complete screen and if no other changes are required, click Finish.
Ensure that all the hosts are added to the management, edge, and resource cluster:
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Figure 45. Sample Edge and resource cluster listing
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9. Repeat the steps within this section to add more ESXi hosts to the vCenter Cluster. Each cluster must have a minimum of four hosts

added to it.

Enable VMware enhanced vMotion compatibility

Prerequisites

Table 18. VMware vMotion compatibility requirements

Requirements

Description

ESXi version
vCenter Server
CPUs

Advanced CPU features enabled

ESXi 6.7 U2

The host must be connected to a vCenter Server system
A single vendor, either AMD or Intel

Enable these CPU features in the BIOS if they are available:

Hardware virtualization support (AMD-V or Intel VT)
AMD No eXecute(NX)
Intel eXecute Disable (XD)

Power off all virtual machines in the cluster that are running on hosts with a feature set greater than the EVC mode that you intend to

enable
All hosts in the cluster must meet the following requirements

About this task

To improve CPU compatibility between hosts that have varying CPU feature sets, you can hide some host CPU features from the virtual

machine by placing the host in an Enhanced vMotion Compatibility (EVC) cluster. Hosts in an EVC cluster and hosts that you add to an

existing EVC cluster must meet EVC requirements.

Enable VMware EVC for management cluster

About this task

This section provides the steps to enable the VMware EVC for management cluster.
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Steps

1. Select the Management Cluster in the vSphere Web Client.
2. On the Configure tab, go to VMware EVC and click Edit.

3. Select the Enable EVC for Intel Hosts radio button from the Select EVC Mode option and from the VMware EVC Mode drop-
down list select appropriate processor for the hosts to add to the cluster, then click OK.

Enable VMware EVC for resource and edge cluster

About this task

This section provides the steps to enable the VMware EVC for resource cluster and edge cluster.

Steps

From the VMware vSphere Web Client, go to the Resource Cluster.
Click the Configure tab.

From the Services tab, go to VMware EVC and click Edit.

Select the Enable EVC for Intel Hosts radio button from the Select EVC Mode option, and from the VMware EVC Mode drop-
down list select the appropriate processor for the hosts to add to the cluster, then click OK.

NN

5. Toenable EVC for the edge cluster, repeat the steps in this section on the edge cluster.

66 VMware vCenter Server deployment and configuration



7

Configure virtual network

Figure 6, Figure 7, and Figure 8 display the underlying virtual distributed switch, or VDS, for the management, edge, and resource clusters.
Different VLAN IDs can be used in the physical environment.

VDS creation and configuration for management
pod

See the following sections to create and configure VDS on management pod:

Create VDS for management pod

VDS configuration settings for management VDS
Create LAG for management pod

Create distributed port group for management pod
Add host to VDS on management pod

Create VDS for management pod

About this task

This section provides the steps to create vSphere Distributed Switch (VDS) for the deplaoyment. The VDS-management settings table in
this section displays the VDS configuration settings that are used for VDS in the management cluster.

Table 19. VDS-management settings

Distributed switch Version Number of uplinks Network I/0 Discovery protocol MTU (bytes)
name control type/operation
Infra_Network_VDS 6.6.0 2 Enabled CDP/Both 9000 Bytes
VM_Network_VDS  6.6.0 2 Enabled CDP/Both 9000 Bytes
Steps

1. In the VMware vSphere Web Client, open the Networking View tab.
2. Right-click the Management Datacenter and select Distributed switch, and then New Distributed Switch.

3. Inthe New Distributed Switch window, see the VDS-management settings table in this section and enter the Switch name, then
click Next.

4. From the Select version screen, select Distributed switch: 6.6.0 and click Next.
5. From the Edit settings screen, see the VDS-management settings table and select the number of required uplinks.
@ | NOTE: The number of uplinks that are used depends on the number of physical NICs associated to the VDS.

6. Verify that the Network 170 Control option is set to Enabled.
7. From the Default port group drop-down, verify that the Create a default port group box is not selected, and click Next.

8. Review the selected settings on the Ready to complete screen, and if no changes are required, click Finish.
NOTE: Using the information provided within the VDS-management settings table in this section, create the

VM_Network_VDS distributed switch.

Once the VDS' are created, the VDS' display in the Networking tab.
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Figure 46. VMware vSphere Web Client Networking tab

VDS configuration settings for management VDS

Steps

1. After the distributed switches are created, select each distributed switch and click the Configure tab, Properties, then click Edit.
2. From the Advanced tab, set the MTU to 9000 bytes.

3. Locate the Discovery protocol section and from the Type drop-down list select Cisco Discovery Protocol.

4. Use the drop-down arrow next to the Operation field and select Both and then click OK.

5. Repeat the steps in this section for each of the remaining management VDS switches.

Create LAG for management pod

About this task

This section provides the steps to create LAGs on VDS for management pod. The following table displays the required LAG configuration
settings to create LAG.

Table 20. VDS-LAG settings

Distributed switch Name Number of ports Mode Load-balancing mode

Infra_Network_VDS MgmtLagl 2 Active Source and destination IP
address and TCP/UDP
port

VM_Network_VDS MgmtLagl 2 Active Source and destination IP
address and TCP/UDP
port

Steps

1. From the left navigation panel, click to select the Infra_Network_VDS and then click the Configure tab.
2. In the Settings section, select LACP, click Add (+) to create the Migrating network traffic to LAGs.

3. Using the information from the VDS-LAG settings table, enter the Lag name, Number of ports, Mode, and Load-balancing mode
and then click OK.
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New Link Aggregation Group 2
Name Mgmtlag1
Number of ports: 2 :
Mode: [ Active v
Load balancing mode: [ Source and destination IP address, TCP/UDP port and VLAN v J

Port policies

You can apply VLAN and NetFlow policies on individual LAGs within the same uplink port group. Unless

overrnidden, the policies defined at uplink port group level will be applied.

WVLAN type:

VLAN trunk range:

NetFlow:

OK

Figure 47. New Link Aggregation Group screen

NOTE: Using the information provided within the VDS-LAG settings table in this section, create the LAG on the
VM_Network_VDS distributed switches.

Create distributed port group for management pod

About this task

The information in this section assists with the creation of more distributed port groups for the distributed switch. The port group settings
that are used for VDS-management cluster are shown in the following table:

Table 21. VDS-Management port group settings

Port group VLAN type VLAN ID Teaming and failover settings
Load Network failure Notify switches Failback Active uplinks
balancing detection

ESXi_Mgmt_N VLAN 100 Route based Link statusonly ~ Yes Yes MgmtLag’

etwork (under
Infra_Network
_VDS)

on IP hash
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Port group VLAN type VLAN ID Teaming and failover settings
Load Network failure Notify switches Failback Active uplinks
balancing detection

vSAN_Networ VLAN 300 Route based Link statusonly ~ Yes Yes MgmtLag’
k (under on IP hash

Infra_Network

_VDS)

vMotion_Netw VLAN 200 Route based Link statusonly ~ Yes Yes MgmtLag’
ork (under on IP hash

Infra_Network

_VDS)

Replication_Ne VLAN 500 Route based Link statusonly ~ Yes Yes MgmtLag1
twork (under on IP hash

Infra_Network

_VDS)

VM_Mgmt_Ne VLAN 20 Route based Link statusonly ~ Yes Yes MgmtLag’
twork (under on IP hash

VM_Network_

VDS)

VCSA_HA_Ne VLAN 30 Route based Link statusonly ~ Yes Yes MgmtLag’
twork (under on IP hash

VM_Network_

VDS)
Steps

1. Right-click the newly created distributed switch, and select Distributed Port Group, and then New Distributed port group.

2. Inthe New Distributed Port Group window, use the information in the table above to enter the Port group name in the fields
provided, then click Next.

3. From the Configure settings screen, set the general properties of the new port group as follows:

Port binding: Static binding

Port allocation: Elastic

Number of ports: 8
Network resource pool: (default)
VLAN type: VLAN

VLAN ID: See the VDS-Management port group settings table to add VLAN ID

4. Select the Customize default policies configuration box, then click Next.
The Security and Traffic Shaping screen displays.

5. Click Next as defaults settings are used.

The Teaming and failover screen displays.

6. Using the information from the VDS-Management port group settings table, select the Load balancing, Network failure detection,
Notify switches, Failback, and Active uplinks options and then click Next.

7. Verify that the default settings remain in the Monitoring, Miscellaneous, and Edit additional settings fields and then click Next.

8. Review the selected settings in the Ready to complete screen, and if no changes are required, click Finish.
The distributed port group displays within the VDS:
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Figure 48. VMware vSphere Web Client window
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NOTE: Repeat the steps in this section to create the port groups described in the VDS-Management port group
settings table in this section.

Add host to VDS on management pod

About this task

Add hosts to each VDS switch that you create for the management pod in the VDS creation and configuration section.

Add hosts to Infra_Network_VDS

About this task

This section provides the steps to add hosts to Infra_Network_VDS.

Steps
1. Right-click Distributed switch Infra_Network_VDS and select Add and Manage Hosts.
The Add and Manage Hosts screen displays.

2. Select the Add hosts radio button then click Next.
The Select hosts screen displays.

Click the (+) New hosts icon.
Select each of the hosts for the management cluster, then click OK.
Check the Configure identical network settings on multiple hosts (template mode) box then click Next.

(SIS IFN Y

From the Select a template host screen, select the network configuration host to apply to the other hosts, then clicks Next.
The Select network adapter tasks screen displays.
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7. Check the Manage physical adapter (template mode) box to associate the necessary uplinks to the DVS, select the Manage
VMKernel adapters (template mode) box then click Next.

8. From the Manage Physical network and adapters (template mode) screen, add Physical network adapters to the distributed
switch:

a. Select vmnicd4, then click the Assign uplink icon and assign it to Mgmtlag1-0.

b. Select vmnic6, then click the Assign uplink icon and assign it to Mgmtlag1-1.

c. After assigning the uplink on the template host, click Apply to all to apply the physical network adapter assignments on the switch
to each of the hosts, and click Next.

9. From the Manage VMkernel network adapters (template mode) screen:

a. Select vmkO0 and click the Assign port group icon.

b. Select the destination port group, for example, Esxi_Mgmt_Network to migrate the VMkernel adapters from the source port
group, then click OK.

c. Click New adapter to create network adapters for the vSAN port group:

1. On the Select target device screen, click the Browse button and select the vSAN_Network then click OK, then click Next.
2. On the Port properties screen, specify the VMKernel port settings:

Network label: vSAN_Network
IP settings: |Pv4
TCP/IP stack: Default
Enabled services: vSAN

3. Click Next.

4. From the IPv4 settings screen, select the Use static IPv4 settings option and enter the IPv4 address and Subnet mask
IP in the provided fields, then click Next. For this deployment, 792.168.3.XX is used as IPv4 address for the vGAN_Network.

5. From the Ready to complete screen, review the settings and selections then click Finish to create network adapter.
d. Click New adapter to create network adapters for the vMotion port group:

1. On the Select target device screen, click the Browse button, select the vMotion_Network, click OK, then click Next.
2. From the Port properties window, specify the VMKernel port settings:

Network label: vMotion_Network
IP settings: IPv4
TCP/IP stack: Default
Enabled services: vMotion
3. Click Next.

4. From the IPv4 settings screen, click the Use static IPv4 settings option, enter the IPv4 address and Subnet mask in the
fields that are provided, and then click Next. For this deployment, 192.168.2.XX is used as IPv4 address for
vMotion_Network.

5. From the Ready to complete screen, review the settings and selections, and then click Finish to create the network adapter.
e. Click New adapter to create network adapters for the Replication network port group:

1. From the Select target device screen click the Browse button, select the Replication_Network, click OK, and then click
Next.

2. On the Port properties screen, specify the VMKernel port settings:

Network label: Replication_Network

IP settings: |Pv4

TCP/IP stack: Default

Enabled services: vSphere Replication
3. Click Next.

4. From the IPv4 settings screen, click the Use static IPv4 settings option, enter the IPv4 address and Subnet mask in the
provided fields, and then click Next. For this deployment, 192.168.5.XX is used as IPv4 address for Replication_Network.

5. From the Ready to complete screen, review the settings and selections, and then click Finish to create network adapter.
f. Once all the port groups are assigned to network adapters, click Apply to all:
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Figure 49. Manage VMkernel network adapters - template mode

10. From the Apply VMkernel network adapter configuration to other hosts screen, add the IPv4 addresses of the other hosts to
apply the settings of the VMkernel network adapters of the template host on the switch to all hosts, click OK and click Next.

1. From the Analyze impact screen, review the impact of the configuration change might have on some network-dependent services,
then click Next.

12. From the Ready to complete screen, review the settings and selection and click Finish to add the host.
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Figure 50. Ready to complete window
Configure vSAN on management cluster

About this task

To migrate the VM to VDS, configure the vSAN first. This section provides the steps to configure vSAN on management cluster.

Steps

1. Using a web browser, open the VMware vSphere Web Client for the management cluster.
The Management Cluster window opens.

2. Select the Configure tab.
3. In the left navigation panel, click Disk Management, expand the vSAN section, click the Claim disks icon in Disk Groups.

Ewlum ﬂ E ﬁ' b o L) {aﬂE}jDHSv

Getting Started Summary Monitor = Configure = Permissions

" Disk Groups
= Services m
vSphere DRS
vwSphere Availability
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= VSAN B Disk group (020(
General [ esxi11.delinfv.com
Disk Management 3
Fault Domains & Stretched i

Figure 51. Disk management window
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In the Claim Disk for vSAN use screen, ensure that the Capacity tiers option is selected for HDD, and that the Cache tier has
Flash selected, then click OK.
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Figure 52. Claim disks window
From the Configure tab, verify that the disk groups are created on each ESXi and that the vSAN Datastore is created.

Add hosts to VM_Network_VDS

Prerequisites

All ESXI hosts have an extra uplink to the management network

About this task

This section provides steps to add hosts to VM_Network_VDS.

Steps

1.

10.

Right-click the VM_Network_VDS distributed switch and select Add and Manage Hosts.
The Add and Manage Hosts screen displays.

Select the Add hosts radio button then click Next.
The Add hosts screen displays.

Click the (+) New hosts icon.

On the New hosts screen, select all of the management cluster hosts, then click OK.

(D | NOTE: Do not select the hosts that are associated with any VM.

Select the Configure identical network settings on multiple hosts (template mode) box then click Next.

The Select a template host screen displays.

Select the network configuration host to apply to the other hosts, then click Next.

The Select network adapter tasks screen displays.

Select the Manage physical adapter (template mode) box to associate the necessary uplinks to the DVS, then select the Manage

VMKernel adapters (template mode) box then click Next.

From the Manage Physical network and adapters (template mode) window, add physical network adapters to the distributed

switch.

a. Select vmnic5h, then click the Assign uplink icon and assign it to Mgmtlag1-0.

b. Select vmnic?, then click the Assign uplink icon and assign it to Mgmtlag1-1.

c. After assigning the uplink on the template host, click Apply to all to apply the physical network adapter assignments on this
switch for all the hosts, and then click Next.

Review the information within the Manage VMkernel network adapter (template mode) window, then click Next.

From the Analyze impact screen, review the impact of the configuration change might have on some network-dependent services,
then click Next.

Configure virtual network 75



1. From the Ready to complete window, review the settings and selection and click Finish to add the host.

vSwitch to VDS Migration on management pod

About this task

vSwitch is migrated to VDS for both management and resource PODs. The VSS to VDS migration for both PODs follows similar steps.
Virtual machines residing on individual PODs are migrated to the VDS during this operation.

Migrate Windows AD-DNS VM

About this task

Migrate the Windows AD-DNS VM to a specific host or cluster and to a specific datastore.

Steps

1. Open the VMware vCenter Server Virtual Appliance.

2. From the datastore, right-click the AD-DNS VM and select Migrate.
The Select migration type screen displays.

3. Select the Change both compute resource and storage radio button and then click Next.
The Select a compute resource screen displays.

4. Select the compute resource that you added to the VM_Network_VDS for VM migration, then click Next.
The Select storage screen displays.

5. Select vSAN Default Storage Policy from the VM storage policy drop-down, then select vsanDatastore from the datastore
listing, and click Next.
The Select networks screen displays.

Select the destination network, for example, VM_Mgmt_Network, from the drop-down list, and click Next.

7. From the Select vMotion priority screen options, verify that the Schedule vMotion with high priority radio button is selected,
and then click Next.

8. From the Ready to complete screen, review the selections and then click Finish.

Migrate NTP VM

About this task
Follow the steps described in Migrate Windows AD-DNS VM to migrate the NTP VM that is deployed on the management cluster.

@ NOTE: Once the VMs are migrated from the ESXi host to VDS, it is required to add the remaining ESXi host to VDS.
Follow the steps that are described in Add hosts to VM_Network_VDS to add the host.

Migrate management VCSA active VM

About this task

Migrate the management VCSA active VMs to a specific host or cluster.

Steps

1. Open the VMware vCenter Server Virtual Appliance.

2. From the datastore, right-click the management VCSA active VM and select Migrate.

3. On the Select the migration type screen, select the Change compute resource only radio button then click Next.

4. On the Select a compute resource screen, select the compute resource for VM migration, then click Next.

5. On the Select networks screen, select the destination network from the drop-down list, and click Next.

6. On the Select vMotion priority window options, make sure that Schedule vMotion with high priority radio button is selected,

then click Next.
7. From the Ready to complete screen, review the chosen selections then click Finish to complete the operation.
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Migrate resource VCSA active VM

About this task

Follow the steps described in the Migrate Management VCSA active VM section to migrate the NTP VM that is deployed on the
management cluster.

@ NOTE: Once the VMs are migrated from the ESXi host to VDS, it is required to add the remaining ESXi host to VDS.
Follow the steps that are described in Add hosts to VM_Network_VDS to add the host.

Create VDS for resource and edge pods

About this task

In the resource cluster, create a VDS for Infrastructure network and for VM networks. The VDS-Resource settings table in this section
provides the VDS information and the recommended settings for this deployment.

Table 22. VDS-Resource settings

VDS name Version Number of uplinks Network I/0 Discovery protocol MTU (bytes)
control type/operation

Edge_Infra_Network 6.6.0 2 Enabled CDP/Both 9000 bytes

_VDS

Edge_VM_Network 6.6.0 2 Enabled CDP/Both 9000 bytes

_VDS

Res_Infra_Network_ 6.6.0 2 Enabled CDP/Both 9000 bytes

VDS

To create and configure the virtual distributed switch, perform the following steps:

Steps

1. From the VMware vSphere Web Client, select Home/Networking to switch to the Networking view.

2. Right-click the ResourceDatacenter, and select Distributed switch, and then New Distributed Switch.
The New Distributed Switch wizard opens.

3. Using the information from the VDS-Resource settings table, enter the VDS name in the field that is provided, and then click Next.
The Select version screen displays.

4, Select Distributed switch: 6.6.0 then click Next.

5. From the Edit settings window, use the information from the VDS-Resource settings table to select the Number of uplinks,
Network 1/0 control.

6. Click to clear the Create a default port group box.

7. Review the selected settings in the Ready to complete window, and if no changes are required, click Finish.
@ NOTE: Repeat the steps provided in this section to create each of the VDS switches described in the VDS-Resource
settings table.
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Figure 53. ESXi_Mgmt_VDS listing

VDS configuration settings for resource VDS

About this task

Once all the VDS switches are created as described in the VDS-Resource settings table, update the configuration settings of each
resource VDS switch. To update the VDS configuration settings:

Steps

1. Select the distributed switch then select the Configure tab, Properties, then click the Edit button.

2. Click the Advanced option in the left-navigation panel.

3. Set the MTU to 9000 bytes.

4. From the Discovery protocol section, select the Type to Cisco Discovery Protocol, and the Operation option to Both.
5. Click OK.

@ | NOTE: Repeat the steps in this section to configure the settings for the remaining VDS switches.

Create LAG for resource and edge pods

About this task
The VDS-LAG settings table in this section displays the configuration settings that are used to create LAG for VDS.

Table 23. VDS-LAG settings

vDS Name Number of ports Mode Load-balancing mode
Edge_Infra_Network_VD Edgelagl 2 Active Source and destination IP
S address and TCP/UDP
port
Edge_VM_Network_VDS Edgelagl 2 Active Source and destination IP
address and TCP/UDP
port
Res_Infra_Network_VDS Resourcelag! 2 Active Source and destination IP
address and TCP/UDP
port
Steps

1. From the left navigation panel, click to select the Edge_Infra_Network_VDS, and then click the Configure tab.
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2. Select the Settings listing, NES, and then click (+) Add to create the Migrating network traffic to the LAGs.

3. Using the information in the VDS-LAG settings table, enter the LAG name, Number of ports, Mode, and Load-balancing mode
options and then click OK.

NOTE: Using the information provided in the VDS-LAG settings table, create the LAG on Edge_VM_Network_VDS

and Res_Infra_Network_VDS distributed switches.

Create distributed port group for resource and
edge VDS

About this task
The VDS-port group settings table displays the port group settings that are used for the resource and edge pod VDS.

Table 24. VDS-port group settings

Port group VLAN type VLANID Teaming and failover settings

Load Network Notify Failback Failover order

balancing failure switches

detection

ESXi_Mgmt_Network_E VLAN 100 Route based on Link status only Yes Yes Active uplinks -
dge (under IP hash Edgelag!
Edge_Infra_Network_V
DS)
VM_Mgmt_Network_E  VLAN 20 Route based on Link status only Yes Yes Active uplinks -
dge (under IP hash Edgelag!
Edge_Infra_Network_V
DS)
vSAN_Network_Edge VLAN 300 Route based on Link status only Yes Yes Active uplinks -
(under IP hash Edgelag!
Edge_Infra_Network_V
DS)
vMotion_Network_Edge VLAN 200 Route based on Link status only Yes Yes Active uplinks -
(under IP hash Edgelag!
Edge_Infra_Network_V
DS)
Overlay_Network (under VLAN 0-4094 Route based on Link status only Yes Yes Active uplinks -
Edge_VM_Network_VD trunking IP hash Edgelag!
S)
External_Network VLAN 0-4094  Route based on Link status only Yes Yes Active uplinks -
(under trunking IP hash Edgelag!
Edge_VM_Network_VD
S)
VM_Mgmt_Network_R  VLAN 20 Route based on Link status only Yes Yes Active uplinks -
es (under IP hash Resoucelag
Res_Infra_Network_VD
S)
ESXi_Mgmt_Network_  VLAN 100 Route based on Link status only Yes Yes Active uplinks -
Res (under IP hash Resoucelagl
Res_Infra_Network_VD
S)
vSAN_Network_Res VLAN 300 Route based on Link status only Yes Yes Active uplinks -
(under IP hash Resoucelag1
Res_Infra_Network_VD
S)
vMotion_Network_Res  VLAN 200 Route based on Link status only Yes Yes Active uplinks -

(under

IP hash

Resoucelagl
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Port group VLAN type VLANID Teaming and failover settings

Load Network Notify Failback Failover order
balancing failure switches
detection

Res_Infra_Network_VD
S)

Steps
1. Right-click the VDS, select Distributed Port Group, and then New Distributed port group.
The New Distributed port group

2. Using the information from the VDS-port group settings table, enter the Port group name then click Next.
The Configure settings screen displays.

3. Set the General properties of the new port group as follows:

Port binding: Static binding
Port allocation: Elastic
Number of ports: 8
Network resource pool: (default)
VLAN type: Use the information provided in the VDS-port group settings table
VLAN ID: Use the information provided in the VDS-port group settings table
4. After setting the properties, click Next.
5. Review the selected settings on the Ready to complete screen, and if no changes are required, click Finish.
The distributed port group is created, and displays under the VDS in the Topology window.
6. In the left navigation panel, locate the newly created port group, right-click the listing, and select Edit Settings.
The Edit Settings window opens.
7. Select the Teaming and failover tab.
8. Using the information from the VDS-port group settings table, select the Load balancing, Network failure detection, Notify
switches, Failback, and Active uplinks options, and then click OK.
@ NOTE: Repeat steps from step in this section to create the other port groups as described in the VDS-port group
settings table.

Add hosts to VDS on edge pod

Add hosts to the edge cluster of each VDS. See the following sections to add hosts to the edge pod VDS:

Add hosts to Edge_Infra_Network_VDS
Add hosts to Edge_VM_Network_VDS

Add hosts to Edge_Infra_Network_VDS

About this task
This section provides the steps to add host to Edge_Infra_Network_VDS.

Steps

1. Right-click the Edge_Infra_Network_VDS and select Add and Manage Hosts.

The Add and Manage Hosts window opens.

Select the Add hosts radio button then click Next.

From the Select hosts screen, click the (+) New hosts icon.

Select the hosts for the edge cluster, then click OK.

Click to select the Configure identical network settings on multiple hosts (template mode) box then click Next.

SIS NN

From the Select a template host screen, select the network configuration host to apply to the other hosts, then click Next.
The Select network adapter tasks screen displays.

7. Click to select the Manage physical adapter (template mode) box to associate the necessary uplinks to the DVS, click to select
the Manage VMKernel adapters (template mode) box, and then click Next.

80 Configure virtual network



The Manage Physical network and adapters (template mode) screen displays.

. Add the physical network adapters to the distributed switch:

a.
b.
c.

Select vmnicA4, then click the Assign uplink icon and assign it to EdgeLag1-0.
Select vmnic6, then click the Assign uplink icon and assign it to EdgeLag1-1.

After assigning the uplink on the template host, click Apply to all to apply the physical network adapter assignments on the switch
for all the hosts, and then click Next.

The Manage VMkernel network adapters (template mode) screen displays.

. Select the following settings:

a.
b.

Select vmkO0 and click the Assign port group icon.

Select the Destination port group, for example, ESXi_Mgmt_Network_Edge, to migrate the VMkernel adapters from the source
port group, then click OK.

Click New adapter to create network adapters for vVSAN port group:

1.

2.

5.

On the Select target device screen, click the Browse button, select the vGAN_Network_Edge, click OK, and then click
Next.

From the Port properties screen, specify the VMKernel port settings:

Network label: VSAN_Network_Edge
IP settings: IPv4
TCP/IP stack: Default
Enabled services: vSAN
Click Next.

From the IPv4 settings window, click the Use static IPv4 settings option and enter the IPv4 address and Subnet mask
IP in the provided fields, then click Next. For this deployment, 792.768.3.XXis used as the IPv4 address for vSAN_Network.

From the Ready to complete screen, review the settings and selections then click Finish.

Click New adapter to create network adapters for the vMotion port group:

1.

2.

5.

From the Select target device screen click the Browse button, select vMotion_Network_Edge, click OK, and then click
Next.

In the Port properties section, specify the following VMKernel port settings:

Network label: vMotion_Network_Edge
IP settings: IPv4
TCP/IP stack: Default
Enabled services: vMotion
Click Next.

On the IPv4 settings screen, select the Use static IPv4 settings option and enter the IPv4 address and Subnet mask in
the provided fields, then click Next. For this deployment, 7192.768.2.XXis used as the IPv4 address for vMotion_Network.
From Ready to complete screen, review the settings and selections then click Finish.

Once the port groups are assigned to network adapters, click Apply to all.
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Figure 54. Manage VMkernel network adapters (template mode)

The Apply VMkernel network adapter configuration to other hosts screen displays.

10. To apply the settings of the VMkernel network adapters of the template host on the switch to the hosts, enter IPv4 addresses of the
other edge hosts.

1. Click OK, and then click Next.
The Analyze impact screen displays.

12. Review the impact that the configuration change may have on some of the network-dependent services, then click Next.
13. From the Ready to complete screen, review the settings and selections, then click Finish.

Add hosts to Edge_VM_Network_VDS

About this task
This section provides steps to add hosts to Edge_VM_Network_VDS.

Steps

1. Right-click the Edge_VM_Network_VDS distributed switch and select Add and Manage Hosts.
The Add and Manage Hosts screen displays.

Select the Add hosts radio button then click Next.

From the Select hosts screen, click the (+) New hosts icon.

On the displayed window select all the edge cluster hosts, then click OK.

o A oN

Check the Configure identical network settings on multiple hosts (template mode) box then click Next.
The Select a template host screen displays.

Select the network configuration host to apply to the other hosts, then clicks Next.

7. From the Select network adapter tasks screen, select the Manage physical adapter (template mode) box to associate the
necessary uplinks to the DVS, select the Manage VMKernel adapters (template mode) box then click Next.
The Manage Physical network and adapters (template mode) screen displays.

8. Add the physical network adapters to the distributed switch:
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a. Select vmnich, click the Assign uplink icon and assign it to EdgeLag1-0.
b. Select vmnic?, click the Assign uplink icon and assign it to EdgeLag1-1.

c. After assigning the uplink on the template host, click Apply to all to apply the physical network adapter assignments on this
switch for all the hosts, and then click Next.

9. Review the information that is provided in the Manage VMkernel network adapter (template mode) screen, and then click Next.
The Analyze impact screen displays.

10. Review the impact of the configuration change might have on some network-dependent services, then click Next.
1. From the Ready to complete window, review the settings and selection and click Finish.

Add hosts to VDS on resource pod

The information in this section provides the steps needed to add hosts to the each VDS of the resource cluster.

Add hosts to Res_Infra_Network_VDS

About this task

This section provides the steps to add hosts to Res_Infra_Network_VDS.

Steps

1. Right-click Res_Infra_Network_VDS and select Add and Manage Hosts.
The Add and Manage Hosts screen displays.

2. Select the Add hosts radio button then click Next.
The Select hosts screen displays.

3. Click the (+) New hosts icon.

4. Select the hosts for the resource cluster, then click OK.

5. Select the Configure identical network settings on multiple hosts (template mode) box then click Next.

6. From the Select a template host window, select the network configuration host to apply to the other hosts, then click Next.
The Select network adapter tasks screen displays.

7. Select the Manage physical adapter (template mode) box to associate the necessary uplinks to the DVS, and select the Manage
VMKernel adapters (template mode) box then click Next.

8. From the Manage Physical network and adapters (template mode) screen, add the physical network adapters to the distributed
switch:

a. Select vmnicA4, then click the Assign uplink icon and assign it to ResourcelLag1-0.

b. Select vmnic6, then click the Assign uplink icon and assign it to ResourceLag1-1.

c. After assigning the uplink on the template host, select Apply to all to apply the physical network adapter assignments on the
switch for all the hosts, and click Next.

9. From the Manage VMkernel network adapters (template mode) screen:

a. Select vmkO0 and click the Assign port group icon

b. Select the destination port group, for example, ESXi_Mgmt_Network_Res, to migrate the VMkernel adapters from the source
port group, then click OK.

c. Click New adapter to create network adapters for the vVSAN port group:

1. On the Select target device screen click the Browse button, select vSAN_Network_Res, click OK, and then click Next.
2. From the Port properties window, specify the VMKernel port settings:

Network label: vVSAN_Network_Res
IP settings: IPv4
TCP/IP stack: Default
- Enabled services: VSAN
3. Click Next.

4. From the IPv4 settings screen, select the Use static IPv4 settings option and enter the IPv4 address and Subnet mask
IP in the provided fields, and then click Next. For this deployment, 7192.768.3.XXis used as the IPv4 address for
vSAN_Network.

5. From the Ready to complete screen, review the settings and selections then click Finish.
d. Click New adapter to create network adapters for vMotion port group:

Configure virtual network 83



10.

1.

12.

13.
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1. From the Select target device screen, click Browse, select vMotion_Network_Res, click OK, and then click Next.
2. On the Port properties window, specify the VMKernel port settings:

Network label: vMotion_Network_Res
IP settings: IPv4
TCP/IP stack: Default
- Enabled services: vMotion
3. Click Next.
4. From the IPv4 settings screen, select the Use static IPv4 settings option, enter the IPv4 address and Subnet mask in
the provided fields, and then click Next. For this deployment, 792.168.2.XX is used as the |Pv4 address for vMotion_Network.
5. From the Ready to complete screen, review the settings and selections then click Finish.
e. Once the port groups are assigned to network adapters, click Apply to all.
From the Apply VMkernel network adapter configuration to other hosts screen, enter IPv4 addresses of the other edge hosts.
This selection applies the settings of the VMkernel network adapters of the template host on the switch, to each of the hosts.
Click OK, and click Next.

From the Analyze impact screen, review the impact that the configuration change may have on the network-dependent services,
then click Next.

From the Ready to complete screen, review the settings and selection and click Finish.
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Configure VMware vSAN clusters

The VMware Virtual SAN (vSAN) is a distributed layer of software that runs natively as a part of the ESXi hypervisor. vSAN aggregates
local or direct-attached capacity devices of a host cluster and creates a single storage pool that is shared across all hosts in the vSAN
cluster.

Each server has a hybrid mix of SSD and HDD drives for storage deployment. For vSAN, solid-state disks are required for the cache tier,
while the spinning disks make up the capacity tier. Each Dell EMC server is configured for Host Bus Adapter (HBA) in non-RAID or pass-
through mode since the VSAN software handles the redundancy and storage cluster information.

Configure vSAN on resource and edge cluster

About this task

Configure vSAN on the resource and edge cluster.

Steps

1. Login to the VCSA using vSphere Web Client and go to the resource cluster.

2. Click the Configure tab.

3. From the vSAN listing, select General, and then click Configure in the upper-right corner to edit the Virtual SAN configuration.
4. In the vSAN Capabilities window, leave the default setting as-is and click Next.

(D NOTE: It is not possible to delete disks from a disk group after deduplication and compression is enabled on the
cluster. Consider the configuration ahead of time and add all the capacity that you need before activating the
deduplication.

5. Confirm the information within the Network Validation screen, then click Next.
The Claim disks screen displays.

From the Claim For column, verify that HDD is claimed for the Capacity tier and that the Cache tier has Flash claimed.
Verify the settings within the Ready to complete screen, and then click Finish.
From the Virtual SAN listing, click the General listing in the left navigation panel and click the Configure tab.

© © N

Locate the vSAN status on the Configure tab and verify that vSAN status shows as Turned ON.
(D | NOTE: Repeat the steps in this section to configure the vSAN for the edge cluster.

Assign vSAN license key to cluster

@ | NOTE: Add the license to the management, resource, and edge clusters.

To assign a vSAN license key to a cluster, select from the following options:

Assign a new vSAN license
Assign VSAN license using an existing license

Assign a new vSAN license

About this task
Assign the vSAN license to a vSAN cluster.

Steps

1. From the VMware vSphere Web Client, go to a cluster where vSAN is enabled.
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On the Configure tab, locate the Configuration section, select Licensing, and click Assign License.
Click the (+) Add icon.

In the New Licenses dialog box, enter the Virtual SAN license key and click Next.

From the Edit license names page, rename the new license as appropriate and click Next.

Click Finish.

In the Assign License dialog box, select the newly created license, and click OK.

N o oo bh N

Assign vSAN license using an existing license

About this task

Assign the vSAN license using an existing license.

Steps

1. From the VMware vSphere Web Client, go to a cluster where you VSAN is enabled.

2. On the Configure tab, locate the Configuration section, select Licensing, and click Assign License.
3. Select the licensing option, then select an existing license.

4. Click OK.

Update vSAN HCL database manually

About this task
@ | NOTE: Update the vSAN HCL database on the management, resource, and edge clusters.

This section provides the steps to manually update vSAN HCL database.

Steps

1. Log in to the vCenter Server using VMware vSphere Web Client using administrator credentials.
2. From the vSAN cluster, click the Configure tab.
3. Inthe left navigation panel, locate the vSAN section, select Health and Performance, and from the HCL Database section:

a. If the vCenter Server can communicate with the Internet, click Get latest version online to update the HCL Database.

b. If the vCenter server does not have proxy and is unable to communicate with the Internet, download the updated file locally using
the following steps:

Log in to a workstation with Internet access.

Open the following link in a browser: https://partnerweb.vmware.com/service/vsan/all.json

Save the fileas all.json.

Copy the file to the vCenter Server for upload.

Under the Health tab in the HCL Database section, select the Update from file option and select the all. json file and
upload the file.

4. To retest the health, click Monitor, Virtual SAN, Health, and then Retest.

SIS

Enable vSAN performance service

Prerequisites

Cluster should be configured on both Management and Resource vCenter Server.

About this task

This section provides the steps to enable the VSAN performance services. You must enable the performance services on Management
cluster, resource cluster, and edge cluster.
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Steps

1. Log ininto VCSA using vSphere Web Client and go to the Cluster.

2. On the Configure tab. in the vSAN section, select Health and Performance, and click Edit to change the performance service
settings.

3. Select the Turn On Virtual SAN performance service check box.

4. Select a storage policy, and click OK.
After the Performance service turned on, review the settings.

Health and Performance

Last upload time -

iSCSI Targets Performance Serice s Turmed ON Turn off ] | Edit Settings ...
iSCSI Initiator Groups State object health © Healthy
Configuration Assist Stats cbject UUID 6c90ab5b-2eb8-277b-c634-246696a413bc

dat
e Stats object storage policy  E vSAN Default Storage Policy

+ Configuration
Compliance status v Compliant

General
Verbose mode Disabled

Figure 55. Health and Performance settings
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Configure VMware vCenter High Availability

VMware vCenter High Availability, or vCenter HA, protects the VMware vCenter Server Appliance against host and hardware failures. The
active-passive architecture of the solution helps to reduce downtime when you patch vCenter Server Appliance.

The VCSA-HA feature works as a cluster of three VMs. The three-node cluster contains active, passive, and witness nodes. A different
configuration path is available but depends on your current configuration.

@ | NOTE: As part of solution deployment, VCSA-HA is configured differently for the management and resource clusters.

Management cluster VCSA-HA configuration

Management Cluster VCSA-HA is configured using the Basic Option. The Basic Option allows the vCenter HA wizard to create and
configure a second network adapter on the VCSA. The vCenter HA wizard also clones the active and witness nodes and configures the
vCenter HA network.

Configure Management vCenter HA

About this task

Configure the management vCenter HA.

Steps

1. Login to the Management VMware vSphere Web Client.

2. Right-click the top-level vCenter Server in the inventory and select vCenter HA Settings.
3. On the top-right corner, click the Configure button.

4. From the Select a configuration option screen, select Basic, and then click Next.

5. On the Add a vCenter HA network adapter for Active node window:

a. Inthe IPv4 address field, enter the IP address for VCSA HA Active node.
b. In the IPv4 subnet mask field, enter the subnet mask IP address for VCSA HA Active node.
c. Inthe Select vCenter HA network field, click Browse to select VCSA HA network, and then click Next.
6. From the Select IP settings for Passive and Witness nodes screen, enter the IP addresses for the Passive Node and Witness
Node in the respective fields, and then click Next.

7. From the Select a deployment configuration screen, click Edit to select the deployment configuration for Passive Node. The
vCenter HA Passive Node - Edit Deployment Configuration window opens.

a. From the Select a name and folder screen, enter the VM name, select a data center to deploy the VM, and then click Next.

b. On the Select a compute resource screen, select a target host to run the VM, then click Next.
@ | NOTE: Configure the VCSA Active node, Passive node, and Witness node on different compute hosts.

c. Onthe Select storage window, locate the VM storage policy drop-down list, select vSAN Default Storage Policy, and then
click Next.

d. Inthe Select networks screen, select the appropriate networks, then click Next.

e. From the Ready to complete screen, verify the options that are selected, then click Finish.

f.  Repeat the steps in this section to complete the deployment configuration setting for witness nodes, then click Next.
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Configure vCenter HA

+~ 1 Selecta configuration option

v 3 Add a vCenter HA network
adapter for Active node

VS SelectIP setiings for Passive
and Witness nodes

Selecta deployment
configuration

5 Readyto complete

4

Selecta deployment configuration

Select a deployment configuration for Passive and Witness nodes.

Active Node (VC SA-Mgmt)

Location:
[@ esxi11 delinfv.com
(& vcsa102.delinfv.com

[T Discovered virtual machine
Passive Node (VC SA-Mgmt-peer)

Location:

[@ esxi13.delinfv.com
(& vesa102.delinfv.com
MgmiDatacenter

Witness Node (VC SA-Mgmt-witness)
Location:
[@ es¥i12 delinfv.com

[ vesa102.delinfv.com
MgmiDatacenter

Networks:
& VM_Magmit_Network (Management)
& VCSA_HA_ Metwork (vCenter HA)

Networks:
% VM_Magmt_Metwork (Management)
% VCSA_HA_Metwork (vCenter HA)

Networks:
& VCSA_HA_Network (vCenter HA)

Back

Storage:

[ vsanDatastore

A\ Compatibility warnings. .

Storage:

[ vsanDatastore

A\ Compatibility warnings. .

Storage:

[ vsanDatastore

Next

Edit...

Edit...

Cancel

Figure 56. Select a deployment configuration screen

From the Ready to complete window, verify the options that are selected, then click Finish.
NOTE: Monitor the Tasks pane as it may take several minutes to clone and deploy the vCenter HA cluster nodes.

When complete, the vCenter HA status shows Enabled and the nodes in the cluster show the Up status.
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Figure 57. Status screen
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NOTE: You can edit the status of vCenter HA at any time by going back into the vCenter HA menu and clicking Edit.
For the options that are available, see the following vCenter HA option screen:
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Edit vCenter HA (7

Replication between the Active and Passive nodes is enabled. Automatic failover will
occur if the Active node fails while the vCenler HA cluster 15 in a healthy state.

() Maintenance Mode
Replication between the Active and Passive nodes is enabled but automatic failover
is disabled. The Active node continues to run normally even if the Passive and
Vitness nodes are both unavailable.

() Disable vCenter HA
Both replication and aulomatic failover are disabled. vCenter HA configuration is
prezenved.

() Remove vCenter HA
The vCenter HA configuration is removed. The current Active node continues to run

normally.

l Di{ | [ Cancel ]

Figure 58. vCenter HA option screen

Resource cluster VCSA-HA configuration

Prerequisites

dvPortGroup is created on VDS for the private HA network.
HA private network is set to reside on a different subnet than the one used for management.
One IP address for management, three private |P addresses, and one for each HA node, are set.

Resource Cluster VCSA-HA is configured using the Advanced Option. Using the Advanced Option to configure the vCenter HA cluster,

makes you responsible to add a second NIC to VCSA and clone the active node to passive and witness nodes, and configuring the clones.

@ NOTE: Each HA node is configured to reside on a different host. Verify that the IPv4 and IPv6 addressing was not mixed
when networking was configured on the nodes. Ensure that a gateway for the HA network was not specified when
configuring the nodes.

Configure Resource vCenter HA

About this task

The Configure Resource vCenter HA requires the manual addition of a second network card to the vCSA and the cloning of the appliance,
two times. Also, the creation of passive and witness node clones must be done half way through the Resource vCenter HA configuration
process.

@ NOTE: Each VCSA HA node requires its own ESXi host. In the installation process, set the Inventory Layout to identify

and select the ESXi host where the vCSA appliance and HA instances are deployed. These steps are different than the
steps that are used in the Configuring Resource vCenter HA section as the HA is being configured using the Advanced
Option.

Steps

1. In the VMware vSphere Web Client, add a second network adapter to the vCSA by editing the Resource VCSA VM settings and
associate it to the VCSA HA Network.
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1 VCSA-Res-Active - Edit Settings 7 e

»

| Virtual Hardware | VM Options | SDRS Rules | vApp Options |

» | cPU E v @

» @& Memory ‘ 24576 [+ \'ma—|v"|

v 3 Hard disk 1 12 il | GB |..'.|

v 3 Hard disk 2 1.6005859375 % (6B |+]
Other disks Manage other disks

» B, SCSI controller 0 LS| Logic Parallel
» &2, SCSI confroller 1 LS Logic Parallel

3 Metwork adapter 1 |' VM_Mgmt_Network (VIM_Network |-.| ¥ Connected

» [l Network adapter 2 | VCSA_HA_Network (VM_Network_ | | ¥ Connected

» {@) CD/DVD drive 1 Host Device |, [] connected
+ [ Video card -
b <5 VMCI device
» Other Devices
» Upgrade [] Schedule VM Compatibility Upgrade....
New device: | e Sglect -
Compatibility: ESXi 5.5 and later (VM version 10) QK Cancel

Figure 59. Edit Settings screen
2. To configure the IP settings for the second network adapter:
a. Log in to the resource VMware vSphere Web Client.

b. Click Home, Administration, System Configuration tab, and then select the node in which you must configure the Network
Adapter.

c. From the Manage tab, select Settings. On the Edit Setting window, in the Networking tab, click Edit to configure the second

NIC.
d. From the IP4 settings section:

Select the Use the following IPv4 settings radio button.

In the IP address field, enter the IP address.

In the Subnet prefix length field, provide the subnet prefix length.
In the Default gateway field, provide the default gateway IP address.

Do =
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5. Click OK.

() Obtain IPv4 settings automatically
) Use the following IPv4 settings:

IP address: 192.168.30.6 |

Subnet prefix length:  [24 |

Default gateway: | 192 168.30.254] |

IPV6 settings | Remove Addresses . |

[ ] Obtain IPv6 settings automatically through DHCP
[ ] Obtain IPv6 settings automatically through Router Advertisement

Static IPv6 Addresses:

+

IPv6E address Subnet prefix length

~7 vesa103.delinfv.com - Edit Settings T
Access » DNS Hostname: vcsa103.delinfv.com
» nicO MAC address: 00:50:56:87.2a:32, Status: Up
Firewall -~ nic1 MAC address: 00:50:56:8f.9b:4d, Status: Up
IPv4 settings ) No IPv4 settings

Figure 60. Networking tab

Right-click the top-level vCenter Server in the inventory and select vCenter HA Settings.

From the top-right corner, click Configure to open Configure vCenter HA window.

In the Configure vCenter HA window, select Advanced then click Next.

In the fields provided, enter the Private IP address and Subnet mask for both the Passive and Witness nodes.

Click Next.

@ NOTE: Leave the Configure vCenter HA window open and perform the cloning tasks. As part of the Advanced
configuration process, clone the Active node to create the Passive and Witness nodes. Do not exit from the
Configure vCenter HA window while you perform the cloning tasks.

N o oA o

8. Direct the Clone VCSA passive node and Clone VCSA witness node to clone the VCSA Active node and create VCSA passive and
witness node. Once the cloning of VCSA passive and witness node is complete, go to the Configure vCenter HA window, and click
Finish.

For additional information, see the Clone VCSA passive node and Clone VCSA witness node sections.

Clone VCSA passive node

About this task

The section provide the steps to clone vVCSA passive node.

Steps

N

Log in to the Management vCenter Server.

N

Right-click the Resource vCenter Server Appliance virtual machine (Active node), select Clone, and then Clone to Virtual
Machine.

On the select a name and folder window, enter the VM name, select the VM location, and click Next.
On the Select a compute resource screen, select target host to run the VM, then click Next.
On the Select storage screen, from the VM storage policy drop-down list, select vSAN Default Storage Policy, then click Next.

oo~ o

On the Select clone options screen, check the Customize the operating system and Power on virtual machine after creation
boxes, then click Next.
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10.

1.

12.

13.
14.

On the Customize guest OS window, click the New Customization Spec icon.
In the New Customization Specification window, enter a name in the Customization Spec Name field, and click Next.

On the Set Computer Name screen, enter the VCSA active node hostname in the Enter a name field, enter the domain name in the
Domain name field, and then click Next.

From the Time Zone screen:
a. From the Area drop-down list, select Ete.

b. From the Location drop-down list, select UTC.
c. From Hardware Clock Set To drop-down list, select UTC.

In the Configure Network screen, select the NIC1, and click the Edit icon.

From the NIC1 - Edit Network screen, select the Use the following IP setting radio button, then enter the IP address, Subnet
mask, and Default gateway IP for NIC1, and then click OK.

On the Configure Network screen, select the NIC2, and click the Edit icon.

From the NIC2 - Edit Network screen, select the Use the following IP setting radio button, then enter the IP address and
Subnet mask for NIC2, and then click OK.

NIC2 - Edit Network

CHE—

Specify IPw setfings for the virtual network adapter.
IPvE

(_) Use DHCP to obtain an IP address automatically.

() Prompt the user for an address when the specification is used

(o) Use the following IP settings:

IP Address: |192_155_30_? |
Subnet Mask: |255_255_255_D |
Default Gateway: | 192.168.30.254 |

|

Alternate Gateway: |

OK || Cancel |

15.
16.

17.

Figure 61. NIC2 - Edit Settings screen

On the Configure Network screen, keep the default setting, and then click Next.
On the DNS and Domain Settings window:

a. Inthe Primary DNS field, enter the Primary DNS name.

b. In the DNS Search path field, enter the domain name, then click Add.
c. Click Next.

From the Ready to complete screen, review the options and then click Finish to create guest VM.
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[T, New VM Guest Customization Spec (2) w
~* 1 Specify Properties Ready to complete
Review your seflings selections before finishing the wizard.
»’ 2 SetComputer Name
v 3 Time Zone Name: VCSA-Res-Passive
+~* 4 Configure Network OS Type: Linux
o 5 Enter DNS and Domain Computer Name: vcsal03d
Settings Domain: delinfv.com
¥4 6 Readyto complete Time Zone: Etc/UTC
Hardware Clock: Setto UTC
Network Type: Custom
MNICT IPv4 192.168.20.103
MNIC1 IPvE MNot used
MNICZ IPv4 192.168.30.7
MNIC2 IPvE MNot used
Primary DNS server: 192.168.20.250
DNS Search Paths: delinfv.com
Back Next Finish Cancel
Figure 62. Ready to complete screen
18. After the VM is created, go to the Customize guest OS screen, select the VM, and then click Next.
19. On the Customize vApp properties screen, click Next.
20. From the Ready to complete screen, review the options that are selected then click Finish.
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A T — P — -
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Figure 63. Ready to complete screen
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Clone VCSA withess node

About this task

After cloning the VCSA passive node, clone the active node again for the witness node. The cloning of the witness node uses the same
steps as the cloning of the passive node, with only a few exceptions in the process.

Steps

SIS NSNS

o N

10.

1.

12.

13.
14.

15.
16.

17.
18.
19.

Log in to the Management vCenter Server.

Right-click the Resource VCSA VM (Active node), select Clone, and then Clone to Virtual Machine.
From the Select a name and folder window, enter the VM name, VM location, and click Next.

On the Select a compute resource screen, select the target host to run the VM, then click Next.

From the Select storage window, select vSAN Default Storage Policy, and then click Next.

On the Select clone options screen, check the Customize the operating system and Power on virtual machine after creation
boxes, then click Next.

From the Customize guest OS window, click the New Customization Spec icon.
In the New Customization Specification screen, enter a name in the Customization Spec Name field, and click Next.

On the Set Computer Name screen, enter the VCSA active node hostname and the Domain name in the fields that are provided,
and then click Next.

From the Time Zone screen:
a. From the Area drop-down list, select Etc.

b. From the Location drop-down list, select UTC.
c. From Hardware Clock Set To drop-down list, select UTC.

On the Configure Network screen, select the NIC1, and click the Edit icon.

On the NIC1 - Edit Network screen, select the Use the following IP setting radio button, then enter the IP address, Subnet
mask, and Default gateway IP for NIC1, and click OK.

From the Configure Network screen, select the NIC2, and click the Edit icon.

On the NIC2 - Edit Network window, select the Use the following IP setting radio button, then enter the IP address and
Subnet mask for NIC2, then click OK.

From the Configure Network screen, click Next.
On the DNS and Domain Settings window:
a. Inthe Primary DNS field, enter the primary DNS name.

b. In the DNS Search path field, enter the domain name, then click Add.
c. Click Next.

On the Ready to complete screen, review the options and click Finish to create guest VM.

Once the VM is created, on the Customize guest OS screen, select the VM, and click Next.

From the Customize vApp properties window, locate the SSO configuration section and complete the following fields:
In the Directory Username field, enter the username for resource directory.

In the Directory Password field, set the password for resource directory.

In the Directory Domain Name field, enter the domain name for resource directory.
Click Next.

e o oo
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Figure 64. Customize vApp properties screen
20. On the Ready to complete window, review the options that are selected then click Finish.
55'-‘ VCSA-Res-Active - Clone Existing Virtual Machine 2 »
1 Editsetings Provisioning type: Clone an existing virtual machine -
»  1a Selectaname and folder Source virtual machine: VCSA-Res-Active
~  1b Selecta compute resource Virtual machine name: VCSA-Res-Witness.
«*  1c Selectstorage Folder: MgmtDatacenter
+  1d Select clone options Cluster: MgmtCluster
» 1e Customize guest OS Datastore: vsanDatastore
«  1f Customize vApp properties Disk storage: As defined in the VM storage policy
9 2 Readyto complete VM storage policy: VSAN Default Storage Policy
Guest OS customization re-VCSAactive-witness
specification:
VApp properties Host Network IP Address Family = ipv4
Host Network Mode = static
Host Network IP Address = 192.168.20.103
Host Network Prefix = 24
Host Network Default Gateway = 192.168.20.254
Host Network DNS Servers = 192.168.20.250
Host Network Identity = vcsa103.delinfv.com
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Directory Username = administrator@resvsphere. local
Directory Domain Name = resvsphere.local
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Directory Replication Partner =
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Back Next Finish
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Figure 65. Ready to complete screen
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NSX-T deployment and configuration

Prerequisites
Review the necessary hardware requirements for NSX-T as specified in the System Requirements for NSX-T section of the NSX-T
Installation Guide
NSX-T ova should be present in the deployment VM
Verify that the following VMware products are installed:

VMware vCenter Server 6.7U2

VMware ESXi 6.7U2
DNS entries must be added in the DNS server for all the NSX-T instances.
For client and user access, consider the following:

For ESXi hosts added to the vSphere inventory by name, ensure that forward and reverse name resolution is working, otherwise,
the NSX-T Manager cannot resolve the IP addresses

Permissions are provided to add and power on virtual machines

The VMware Client Integration plug-in must be installed

A web browser that is supported for the version of vSphere Web Client you are using

IPv4 IP addresses are used as IPv6 is not supported in the previously mentioned version of NSX-T

About this task

NSX-T Data Center is the software defined networking component for the vCloud NFV platform. It allows you to create, delete, and
manage software-based virtual networks. In this deployment, one NSX-T manager VM and two NSX-T manager nodes are deployed.

Install NSX-T Manager Virtual Appliance

About this task

The NSX-T Manager provides a Graphical User Interface (GUI) and REST API for the creation, configuration, and monitoring of NSX-T

components such as logical switches, logical routers, and firewalls. The NSX-T Manager provides an aggregated system view and is the
centralized network management component of NSX. NSX-T Manager is installed as a virtual appliance on any ESXi host in the vCenter
environment.

The NSX-T Manager virtual machine is packaged as an OVA file, which allows for the use of the vSphere Web Client to import the NSX-T
Manager into the datastore and virtual machine inventory.

Only one instance of NSX-T Manager can be installed in an environment. When NSX-T Manager is deployed on an ESXi host, the vSphere
high availability (HA) feature can be used to ensure the availability of NSX-T Manager.

NOTE: The NSX-T Manager virtual machine installation includes VMware Tools. Do not attempt to upgrade or delete
VMware Tools on the NSX-T Manager.

Steps
1. Ina web browser, open the vCenter Server using vSphere Web Client.
2. Select VMs and Templates, right-click vCenter Server, and select Deploy OVF Template.
3. Enter the download URL or click Browse to select the . ova file on your computer.
@ | NOTE: Deploy the NSX-T manager OVA file within the Management Cluster vCenter server.
4. If required, edit the NSX-T Manager name, then select the folder or data center location for the deployed NSX-T Manager and click

Next.
NOTE: The name entered displays in the vCenter inventory. The folder that is selected is used to apply permissions

to the NSX-T Manager.

B. Within the Select a resource screen, select a Host, Cluster, Resource pool, or vApp to deploy the NSX-T Manager appliance and
click Next.
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10.
.

12.

13.

14.

@ | NOTE: NSX-T Manager should be placed in a cluster that provides network management utilities.

In the Review details section, review the details of the OVA template then click Next.

From the Select configuration window, select the Configuration from the drop-down menu and click Next.
On the Select storage window:

a. From the Select virtual disk format drop-down list, select Thin provision.

b. From the VM storage policy drop-down list, and then select vSAN Default Storage Policy.
C. Select the datastore and click Next.

From the Select networks screen, select the port group or destination network for the NSX-T Manager and click Next.
On the Customize template screen, specify the Root, Admin, and Audit user passwords.

On the Customize template screen, locate the Network properties section, and fill the following fields:

a. Hostname: Enter the hostname.

b. Default IPv4 Gateway: Enter the IP address of default gateway for NSX-T Manager

c. Management Network IPv4 Address: The IPv4 address for the first interface
d. Management Network Netmask: The netmask for the first interface

In the DNS section:

a. Inthe DNS Server list field, enter the IP address of the DNS Server for NSX-T Manager.
b. In the Domain Search List field, enter the Domain name for NSX-T Manager.

In the Services Configuration section:

a. Inthe NTP Server List field, enter the IP address for NTP server.

b. Check the Enable SSH and Allow root SSH logins check boxes to enable SSH service.
c. Click Next.

On the Ready to complete window, verify the details before deployment and click Finish to start deployment.

@ Deploy OVF Template

(4

v
v
v
v
v
v
v
v
v

1 Selecttemplate

Name NSX-Manager
2 Selectmame and location

Source VM name nsx-unified-appliance-2.4.1.0.0.13716579
J Selecta resource

Download size 6.9 GB
4 Review details . i

Size on disk 200.0 GB
5 Selectconfi i

H EREEIIELEIEET Datacenter MgmtDatacenter
e Resource esxi13.delinfv.com
T Select networks Deployment configuration Large
& Customize template » Storage mapping 1
9 Readyio complete » Network mapping 1
v IP allocation settings IPv4, Static - Manual

CLI "admin” username (default: admin) =

CLI "audit" username (default: audit) =

Optional parameters =

Hostname = nsx-manager

Folename = nsx-manager nsx-controller

Default IPv4 Gateway = 192.168.20.254
Management Network IPv4 Address = 192.168.20.104
Management Network Netmask = 255.255.255.0
DNS Server list = 192.168.20.250

Domain Search List = dellnfv.com

NTP Server List = 192.168.20.249

Enable SSH = True

Allow root SSH logins = True

Manager IP =

Manager Token =

Manager Thumbprint =

Manager Node ID =

Cluster ID of First Manager Cluster =

Properties

Back Finish

15.
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Figure 66. Ready to complete screen
Once the deployment is complete, perform the following steps:

a. Power on NSX-T Manager VM from vSphere Web Client.
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b. After the NSX-T Manager VM boots completely, connect to the NSX-T Manager GUI using the following URL: https://<IP/
FODN of NSX-T Manager>

c. Review the EULA, and if you agree to the terms, check | understand and accept the terms of the license agreement box and
click CONTINUE.

d. Click SAVE to finish.

Add license key

About this task

This section provides the steps to assign license key to NSX-T Manager.

Steps

From your browser, use administrator credentials to log in to the NSX Manager at https://nsx-manager-fqgdn.
Go to System and then Licenses.

Click (+) Add.

From the Add license screen, enter the license key then click Add.

N

Add Compute Manager for management and
resource VCSA

About this task

A compute manager is an application that manages resources such as hosts and VMs. NSX-T polls compute managers to find out about
changes such as the addition or removal of hosts or VMs and update its inventory accordingly.

Steps

1. From your browser, log in with admin credentials to an NSX Manager at https://nsx-manager—ip-address.
2. Go to System, Fabric, and then Compute Managers.
3. From the Compute Manager screen, click the Add (+) icon to add a new compute manager.
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New Compute Manager ® X

Name®* Res-\WVCSA

Description

Domain Name/IP vcsalo3.delinfv.com

Address*®

Type* vCenter e
Username® administrator@resvsphere. local

Password® AP

SHA-256 Thumbprint

Figure 67. New Compute Manager screen

4. From the New Compute Manager screen, enter the required details for compute manager.

@ NOTE: If you do not have a compute manager thumbprint, click ADD to automatically detect the thumbprint of the
compute manager. After clicking ADD, the Invalid Thumbprint dialog box requests that you use the new server
thumbprint.

B. Click ADD and use the server thumbprint to create the compute manager.
6. Refresh the Compute manager tab to confirm that the Status displays as Registered and Up.
(D | NOTE: Repeat the steps provided in this section to create a compute manager for the management vCSA.

7. If the progress icon changes from In progress to Not registered, perform the following steps to resolve the error:

a. Select the error message and click Resolve One possible error message is the following: Extension already registered at CM
with ID.
b. Enter the vCenter Server credentials, and then click Resolve. The existing registration is replaced.
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Deployment of NSX-T node and cluster from NSX-
T Manager

Prerequisites

vCenter Server and vSphere ESXi hosts are successfully deployed

NSX-T Manger is successfully deployed

Register vSphere ESXi host to the vCenter Server

vSphere ESXi host has the necessary CPU, memory, and hard disk resources to support 12vCPUs, 48 GB RAM, and 360 GB storage

About this task

You can deploy NSX-T Nodes using the NSX-T Manager on vSphere ESXi hosts that are managed by a vCenter Server. Two NSX-T
nodes are deployed in this deployment.

Steps

FN N

©® N o

From your browser, log in with admin credentials to an NSX Manager at https://nsx-manager-ip-address.
Go to System, and then Overview.
From the Overview page, click ADD NODES.

On the Common Attributes screen, select the Compute Manager.
Optionally, slide the SSH and Root access toggle switch to Enable.

Add Nodes Common Attributes

1 Common Attributes Compute Manager - Mgmt-VCSA v
Enable SSH yes @D

2 Nodes
Enable Root Access ves @D

Mode Credentials

CLI Username admin

CL| Password * srsssssserasnnns O
Confirm CLI Password * SO RREEP R B

Root Password *

Confirm Root Password * sessssssasssnans

NS Sarvars 4 (119216820250 @) i

CANCEL NEXT

Figure 68. Common Attributes screen

Set the CLI password and Root password.

Enter the DNS Server and NTP Server IP address in their respective field.
From the Form Factor, select Medium.

Click Next.

On the Nodes screen, enter the following details to add a New node:
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a. Name: Enter a name for the new node
b. Cluster drop-down list: Select the cluster to deploy controllers
c. Resource pool drop-down list: Select a resource pool if any
d. Host drop-down list: Select the ESXi host on which controller is deployed
e. Datastore drop-down list: Select a datastore
f.  Network drop-down list: Select a network for controller
g. Management IP/Netmask field: Enter the network IP address or netmask IP
h. Management Gateway field: Enter the gateway IP for controllers
Add Nodes Nodes X
1 Common Attributes v nsx-1
MName * nsx-1 @
2 Nodes
Cluster * MgmtCluster (domain-c26) b
Resource Pool Select resource pool K v
Host esxill.delinfv.com (host-46) X v
Datsios 4 vsanDatastore (datastore-39) v

Did not find expected? Try refresh to fetch
latest data from system  (C Refresh

b

Network *

Management IP/Netmask * Management IP/Netmask
Figure 69. New controller details screen

CANCEL ‘ PREVIOUS
10. Click FINISH.

@ | NOTE: Repeat the steps provided in this section to deploy another NSX-T node.

Validate NSX-T node and cluster deployment

About this task
NSX-T Controller deployment can be verified from the NSX-T Manager user interface (Ul).

Steps

To validate the deployment, click System, and then click Overview.
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Figure 70. NSX-T Controller details page

Overview

Management Cluster

Virtual IP: Not Set |

192.168.20.104
NSX Version
Deployment Type
Cluster Connectivity
Transport Nodes
Repository Status

Disk Utilization

Used
6%

Interface Status

® STABLE

EDIT

aq

2.41.0.0.13716579
Manual

e Up

0

Sync Completed

e Ok @

Add Virtual IP

About this task

This section provides the steps to assign a virtual IP in NSX-T Manager.

Steps

1.

ADD NODES

B

192.168.20.105
NSX Version
Deployment Type
Cluster Connectivity
Transport Nodes
Repository Status

Disk Utilization

Used
7%

Interface Status

2.41.0.0.13716579
Auto

s Up

0

Sync Completed

e Ok @

2%

RAM

192.168.20.106
NSX Version
Deployment Type
Cluster Connectivity
Transport Nodes
Repository Status

Disk Utilization

Used
7%

Interface Status

2.4.1.0.0.13716579
Auto

e« Up

0

Sync Completed

e Ok @

Bo-

RAM

From a web browser, access the NSX Manager at https://nsx-manager-ip-address and use the administrator credentials

to log in.

Click System, and then Overview.
The Overview screen displays.

Locate the Virtual IP section, click EDIT.

The Change Virtual IP screen displays.
Enter the Virtual IP Address in the field that is provided and then click Save.
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Change Virtual IP

Virtual IP Address * 192.168.20.107

CANCEL SAVE

Figure 71. Change Virtual IP screen

Configure NSX-T Manager

This section covers the following steps to configure the NSX-T Manger:

Create transport zones

Create uplink profiles

Create IP pool for tunnel endpoints
Create host transport nodes

Create transport zones

About this task

This section provides the steps to add transport zones in NSX-T. The following table provides the required details used in this deployment
to create transport zone:

Table 25. Transport zone details

Name N-VDS name Host membership criteria Traffic type
Overlay-TZ nvds-overlay Standard Overlay
Dpdk-TZ nvds-dpdk Enhanced Datapath VLAN
Vlan-TZ nvds-vian Standard VLAN

NOTE: For this deployment, Intel NICs are used as it supports the N-VDS Enhanced mode feature. For the deployment
with QLogic NICs, use N-VDS Standard mode as Qlogic does not support N-VDS Enhanced mode. To install DPDK
drivers on Intel NICs, see Install DPDK drivers.

Steps
1. From a web browser, go to https://nsx-manager-£fqgdn and use the administrator credentials to log in to the NSX Manager.
2. Click System, Fabric, and then Transport Zones.

3. From the Transport Zones tab, click (+) Add.
The New Transport Zone window opens.
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4. Using the information provided in the Transport zone detalils table, enter the Name, N-VDS name, Host membership criteria, and
Traffic type details.

5. Click ADD to create transport zone.

New Transport Zone ® x
Name* Overlay-TZ

Description

N-VDS Name* nvds-overlay

Host Membership @ standard (For all hosts)

Criteria

O Enhanced Datapath (For ESXi hosts with version 6.7 or above)

Traffic Type O Overlay

O VLAN

Uplink Teaming
Policy Names

=

Figure 72. New Transport Zone screen
6. Using the information provided in the Transport zone details table, repeat the steps in this section to create more transport zones.

Transport Zones

+ ADD ZEDIT [ DELETE (B ACTIONS v View v
(@) Transport Zone * 1] Traffic Type N-VDS Name Status Host Membership Criteria Where Used
C Dpdk-TZ 00db...0151 VLAN nvds-dpdk e Up ENS Where Used
Overlay-TZ <b86..d039 Overlay nvds-overlay * Up Standard Where Used
[: Vian-TZ 8286..6e33 VLAN nvds-vian e Up Standard Where Used

Figure 73. Transport Zones screen

Create uplink profiles

Prerequisites

Verify that each uplink within the uplink profile corresponds to an Up and Available physical link on your ESXi host or on the NSX-T
Edge node.

About this task

An uplink profile defines policies for the links from ESXi hosts to NSX-T logical switches or from NSX-T Edge nodes to top-of-rack
switches. The settings that are defined by uplink profiles may include teaming policies, active/standby links, the transport VLAN ID, and
the MTU setting.

The Uplink profiles enable you to consistently configure identical capabilities for network adapters across multiple hosts or nodes. Uplink
profiles are containers for the properties or capabilities that you want your network adapters to have. Instead of configuring individual
properties or capabilities for each network adapter, you can specify the capabilities in uplink profiles that can be applied when you create
NSX-T transport nodes.

Table 26. Uplink profile details

Name Teaming policy Active uplinks Standby uplinks Transport VLANID MTU
edge-overlay-uplink-  Failover Order Uplink1 - 70 1600
profile
edge-vm-uplink- Failover Order Uplink1 - 40 1600
profile
edge-vlan-uplink- Failover Order Uplink1 - 20 1600
profile
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Name Teaming policy Active uplinks Standby uplinks Transport VLANID MTU

host-overlay-uplink- LOADBALANCE_SR LAG1 - 70 1600
profile C_MAC
host-dpdk-uplink- LOADBALANCE_SR LAG1 - 40 1600
profile C_MAC

®

NOTE: It is recommended that the Maximum Transmission Unit (MTU) settings for the Transport VLAN must be
configured to support 1600 bytes.

Steps

1. From a web browser, log in to the NSX Manager at https://nsx-manager-ip-address using administrator credentials.
2. Select System, Fabric, Profiles.

3. From the Uplink Profiles tab, click + ADD.

4. Using the information from the Uplink profile details table, enter the uplink profile name in the Name field.

B. Optionally, in the Description field, enter the description for Uplink profile.

6. Use the information in the LAG details table to create a LAG host overlay and host DPDK uplink profile:

106

Table 27. LAG details

Name LACP mode LACP load balancing Uplinks LACP time out

LAG1 Active Source MAC address 2 Fast

a. Inthe LAGs section, click + ADD.
b. Refer to the LAG details table and fill the Name, LACP Mode, LACP Load Balancing, Uplinks, and LACP Time Out field.
In the Teamings section, click + ADD.

In Teamings section, use the information from the Uplink profile details table to enter the Teaming Policy, Active Uplinks, and
Standby Uplinks information.

Using the information from the Uplink profile details table, enter the Transport VLAN and MTU details, then click the ADD button.
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New Uplink Profile

Name

Description

LAGs

+ ADD  [I] DELETE

Teamings
T ADD = CLONE :[ZI[-I[-H-
[J Name*

Transport VLAM [w]

[J Name* LACP Mode

Teaming Policy

Failower Order

iF

MTU 6@

iF

LACP Load Balancing *

Mo LAGs found

& Active Uplinks *

Uplinks*

Active uplinks and Standby uplinks are user dafined labels. Thesa labals will be used to assoclate with the Physical NICs whille adding Transport Modes.

LACP Time Qut

standby Uplinks

Figure 74. Teamings listing

The Uplink Profile is successfully created.

10. Using the information that is provided in the Uplink profile details table , repeat the steps in this section to create the more uplink

profiles.

Uplink Profiles NIOC Profiles Edge Cluster Profiles Edge Bridge Profiles Configuration

+ ADD
0O Uplink Profile

edge-overlay-uplink-profie

(]

edqge-vian-uplink-profile
J edge-vm-uplink-profile
host-dpdk-uplink-profile

LJ host-overiay-uplink-profile

Figure 75. Uplink profiles

{&) ACTIONS ~

ID

1350..1b23
0663..0351
55c2._Acfa
0N4.. .59

b34f..f081

Teaming Policy
Failover Order
Failover Order

Failover Order

LOADBALANCE_SRC_..

LOADBALANCE_SRC

Active Uplinks  Standby Uplinks
Uplink1

Uplink1

Uplink!

LAG!

LAGY
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Transport Node Profiles

Transport VLAN MTU

70

20

40

40

70

1600
1600
1600
1600

1600
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Create IP pool for tunnel endpoints

About this task

IP pool can be used for tunnel endpoints. Tunnel endpoints are the source and destination IP addresses used in external IP header to
identify the ESXi hosts originating and terminating the NSX-T Data Center encapsulation of overlay frames. You can also use either DHCP
or manually configured IP pools for tunnel endpoint IP addresses.

Steps

1. From a web browser, log in to the NSX Manager at https://nsx-manager-ip-address using administrator credentials.
2. Click Advanced Networking & Security, Inventory, and then Groups.

3. From the IP Pools tab, click + ADD.
The Add New IP Pool window opens.

4. Enter the name and description for the new IP Pool in the respective fields.
5. Locate the Subnets section, click +ADD.
6. Enter the required details to add the subnets then click ADD.

Add New IP Pool

®

Name* TEP-IP-Pool

Description

Subnets
+ ADD [l DELETE
IP Ranges* Gateway CIDR* DNS Servers DNS Suffix

192.168.7.2 - 192.168.7.99 192.168.7.254 192.168.7.0/24 192.168.20.250 delinfv.com

|

Figure 76. Add New IP pool screen

The IP Pool is created successfully.

Create host transport nodes

Prerequisites

Transport zone must be configured

Uplink profile must be configured, or you can use the default uplink profile

IP pool must be configured, or DHCP must be available in the network deployment
Minimum of one unused physical NIC must be available on the host node

About this task

A transport node is a node that participates in an NSX-T Data Center overlay or NSX-T Data Center VLAN networking.

Steps

1. From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-ip-address.
2. Click System, Fabric, and then Nodes.

3. From the Host Transport Nodes tab, locate the Managed by drop-down list select Res-VCSA.

4. Expand the Resource Cluster hosts listing, select a host, and click Configure NSX.
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12.
13.
14.
15.
16.
17.
18.
19.

On the Host Details screen, enter the hostname then click Next.

In the Configure NSX screen, locate the Host Details tab, and in the Name field, enter the Transport node name then click Next.
From the Configure NSX tab, locate the Transport Zones drop-down list, and then select the Transport zones.

From the N-VDS Name drop-down list, select the N-VDS Name created for external network, such as nvds-dpdk.

From the Uplink Profile drop-down list, select host-dpdk-uplink-profile.

Configure NSX Configure NSX

. Transpor .
1 Host Details FnSpank fonc

2 Configure NSX
+ ADD N-VDS

~ New Node Switch

N-VDS Name*

Uplink Profile*

LLDP Profile®

Figure 77. N-VDS screen

. From the LLDP Profile drop-down list, select LLDP [Send Packet Enabled].
. In the Physical NICs field, select vmnic8 and vmnic9 from the drop-down list for LAG1-0 and LAG1-1.

L X

| Dpdk-TZ | | Overlay-TZ .

OR Create New Transport Zone
nvds-dpdk v
host-dpdk-uplink-profile A4
OR Create New Uplink Profile
LLDP [Send Packet Enabled] v
W

w
CANCEL

On the N-VDS tab, click +ADD N-VDS to add second N-VDS for the overlay network.
In the N-VDS Name drop-down list, select the overlay network N-VDS, for example, nvds-overlay used in this deployment.

From the Uplink Profile drop-down list, select host-overlay-uplink-profile.
From the LLDP Profile drop-down list, select LLDP [Send Packet Enabled].
In the IP Assignment field, select Use IP Pool option from the drop-down- list.

In the IP Pool field select TEP-IP-Pool from drop-down list.

In the Physical NICs field, select vmnicb and vmnic7 from the drop-down list respectively for LAG1-0 and LAG1-1.

Repeat the steps in this section to add the more transport nodes.
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Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

Managed by Res-VCSA v

f £} ACTIONS v View Al v

D Node D IP Addresses OS Type NSX Configuration Configuration Stat Node Status Transport Zones NSX Version N-VDS

O 4 ® ResCluster (4) MoRef ID..

- esxi6.dellnfv.com 5869...€6.. 192.168.100.6 ESXi 6.7.0 Configured # Success e Up @ Dpdk-TZ 2.41.0.0.13716.. 2

- Overlay-TZ

. esxi7 delinfv.com fa71..995a 192.168.100.7 ESXi 6.7.0 Configured * Success eUp@ Dpdk-TZ 2.41.0.0.13716 2
Overlay-TZ

0 esxi9.delinfv.com 4b22..29 192.168.100.9 ESXi 6.7.0 Configured ® Success e Up @ Dpdk-TZ 2.41.0.013716.. 2
Overlay-TZ

O esxi8.delinfv.com 2f3a..3e 192.168.100.8 ESXi 6.7.0 Configured ® Success e Up @ Dpdk-TZ 2.41.0.013716 2

- Overlay-TZ

L ® EdgeCluster ( MoRef ID

Figure 78. Host Transport Nodes

Installation of NSX-T edge

Prerequisites

Perform review the NSX-T Edge network requirements in the NSX-T Edge Networking Setup Guide

If a vCenter Server is registered as a compute Manager in NSX-T, use the NSX-T manager Ul to configure a host as an NSX-T Edge
node and automatically deploy it on the vCenter Server

Verify that the vCenter Server vSAN datastore on which the NSX-T Edge is installed, has a minimum of 120 GB storage or disk space
available

Verify that the vCenter Server cluster or host has access to the specified networks and VSAN datastore in the configuration
Transport zones are configured

An uplink profile is configured, or you can use the default uplink profile for bare-metal NSX-T edge nodes

Ensure that an IP pool is configured or that it is available in the network deployment

Verify that at least one unused physical NIC is available on the host or NSX-T edge node

About this task

NSX-T edge provides connectivity to the external networks. In this deployment four edge VMs, Edge01, Edge02, Edge03, and Edge04 are
created.

Steps

1.

SN RN
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From a web browser, access the NSX Manager at https://nsx-manager-ip-address and use the administrator credentials
to log in.

Click System, Fabric, Nodes.

From the Edge Transport Nodes tab, click + ADD EDGE VM.

In the Name and Description screen, enter the Name, Host name/FQDN, Description, in the fields provided.
In the Form Factor section, select the Medium form factor size, then click NEXT.

On the Credentials screen:

a. Set the CLI password and click to turn-on the Allow SSH login toggle switch.

b. Set the Root password and click to turn on the Allow SSH login toggle switch.
c. Click NEXT.

On Configure Deployment window:

a. For the Compute Manager, select the resource compute manager.
b. Select the Cluster, Host, and Datastore, then click NEXT.
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Add Edge VM Configure Deployment ® X

1 Name and Description CamBUiR Menodes e VRS e
Cluster* EdgeCluster hd
2 Credentials ?
Resource Pool Yo
3 Configure Deployment
Host esxil.delinfv.com X v
Datastore* vsanDatastore (1) [~

Did not find expected? Try refresh to fetch latest datastores from

System. CI

CANCEL PREVIOQUS NEXT

8. On the Configure ports screen, select Static for the IP Assignment and enter both the Management IP and Default Gateway
information in the fields provided.

Figure 79. Configure Deployment screen

9. In the Management Interface section, select the VM management network from the drop-down list.
10. In the Search Domain Names field, enter the domain name.

1. In the DNS Servers field, enter the DNS server IP address.

12. In the NTP Servers filed, enter the NTP server IP address, then click Next.

Add Edge VM Configure Node Settings @ X
IP Assignment* O DHCP -
© static

1 Name and Description

Management IP* @ 192.168.20.108/24
2 Credentials

102.168.20.254
3 Configure Deployment D Culaway )

4 Configure Node Settings Management Interface* VM-Mgmt-Network-Edge W

Did not find expected? Try refresh to fetch latest

interfaces from System. C

Search Domain Names delinfv.com x|
DNS Servers 192.168.20.250

NTP Servers 192.168.20.249

-

CANCEL PREVIOUS NEXT

Figure 80. Configure ports screen
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13. On the Configure NSX window, configure the edge transport nodes using the information in the Edge transport nodes details table:

12

Table 28. Edge transport nodes details

Transport Zone drop-down list.

IP assignment, IP Pool, and the DPDK Fastpath Interfaces details.

Click +ADD N-VDS to add second N-VDS.

Using the information from the Edge transport nodes details table, enter the Edge Switch Name, Uplink Profile, IP
assignment, IP Pool, and DPDK Fastpath Interfaces details.

NSX-T deployment and configuration

Edge VM Transport Edge switch  Uplink profile IP IP pool DPDK Fastpath interfaces
zone name assignment -
Uplink Connected to
Edge01 overlay-TZ nvds-overlay  edge-overlay- Use IP Pool TEP-IP-Pool Uplink1 Overlay-
uplink-profile Network
dpdk-TZ nvds-dpdk edge-vm- . ) Uplink1 External-
uplink-profile Network
Edge02 overlay-TZ nvds-overlay  edge-overlay- Use IP Pool TEP-IP-Pool Uplink1 Overlay-
uplink-profile Network
dpdk-TZ nvds-dpdk edge-vm- . ) Uplink1 External-
uplink-profile Network
Edge03 overlay-TZ nvds-overlay  edge-overlay- Use IP Pool TEP-IP-Pool Uplink1 Overlay-
uplink-profile Network
vlan-TZ nvds-vian edge-vlan- . ) Uplink1 External-
uplink-profile Network
Edge04 overlay-TZ nvds-overlay  edge-overlay- Use IP Pool TEP-IP-Pool Uplink1 Overlay-
uplink-profile Network
vlan-TZ nvds-vlan edge-vlan- - - Uplink1 External-
uplink-profile Network
a. On the Configure NSX tab, use the information in the Edge transport nodes details table to select the transport zone from the

Using the information in the Edge transport nodes details table, enter the information in the Edge Switch Name, Uplink Profile,



Add Edge VM

1 Name and Description
2 Credentials
3 Configure Deployment

4 Configure Node Settings

5 Configure NSX

Configure NSX @ X

| Dpdk-vian-TZ Overlay-TZ

Transport Zone* LV
OR Create New Transport Zone
- ADD N-VDS
+ New Node Switch
Edge Switch Name®* nvds-dpdk e
Uplink Profile * edge-vm-uplink-profile w
OR Create New Uplink Profile
P Assignment* v
DPDK Fastpath " I a I
it aee Uplink1 v || External-Networl -

CANCEL PREVIOUS ‘ m

Figure 81. Configure NSX screen
14. Click Finish.

15. Repeat the steps in this section to deploy three additional edge VMs.

The status of each edge node displays.

Host Transport Nodes Edge Transport Nodes

+ ADDEDGE VM (7 EDIT [l DELETE {8} ACTIONS ~
O Edge © [[+] Deployment Typ« Management IP
o edge01 5213..126 Virtual Machi..  192.168.20.108
o edge02 f707...e5d1 virtual Machi..  192.168.20.109
o edge03 6471..626b Virtual Machi..  192.168.20.130
0O edge04 alg99..26e2 Virtual Machi. 192.168.20.131

Figure 82. Edge VM listing

Create edge cluster

About this task

Edge Clusters

ESXi Bridge Clusters

View All ~
Host Configuration Sta Node Status Transport Zones NSX Version N-VDsS Edge Cluster Logical Routers
# Success sUp® Dpdk-TZ 2.4.1.0.01371. 2 o]
Overlay-TZ
® Success s Up @ Dpdk-TZ 24100137 2 o
Overlay-TZ
» Success e Up@ Vian-TZ 2.41.0.01371. 2 [¢]
Overlay-TZ
® Success eUp@® Overlay-TZ VERSION_U.. 2 o]
Vian-TZ

Create two edge cluster using two edge VMs in each cluster.

Table 29. Edge clusters and their participating VMs

Cluster name

Participating VM

NSX-edge-Cluster
VCD-edge-Cluster

edge01 and edge02
edge03 and edge04
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Steps

1. From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-fqdn.

2. Click System, Fabric, and then Nodes.

3. From the Edge Clusters tab, click Add (+).

4. On the Add Edge Cluster screen, enter the Name, Description, and select the Edge Cluster Profile.

B. From the Member Type drop-down list, select Edge Node.

6. Use the information from the Edge clusters and their participating VMs table to select the required edge nodes from the Available
column and move them to the Selected column.

7. Click OK.

Add Edge Cluster @ x

Mamea* MNSX-adge-Cluster
Description
Edge Cluster Profile  nsx-default-edge-high-avallability-profile e

Transport Nodes

Member Type Edge Node e
[ Available (2) [0 selected (2)
Q, Q
] edge03 [] edge02
] edge04 (] edgeoi

1- 4 of 4 records

e

Figure 83. Add Edge Cluster screen
8. Click ADD to create the edge cluster.
9. Repeat the steps in this section to create a second edge cluster.

Host Transport Nodes Edge Transport Nodes Edge Clusters ESXi Bridge Clusters

+app  ZEDIT [ DELETE {8} ACTIONS v Q, search

(m] Edge Cluster D Member Type Cluster Profile Edge Transport Nodes
(] NSX-edge-Cluster adib..adef Edge Node nsx-default-edge-high-availability-pro.

O VCD-edge-Cluster adle..cc7b Edge Node nsx-default-edge-high-availability-pro.

Figure 84. Cluster status screen
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Create logical switches

Logical switches attach to single or multiple VMs in the network. The VMSs connected to a logical switch can communicate with each
other using the tunnels between hypervisors.

Prerequisites

NSX-T Manager must be installed and configured

A Transport zone must be configured

Verify that fabric nodes are successfully connected to NSX-T Management Plane Agent (MPA) and NSX-T Local Control Plane (LCP)
Verify that transport nodes are added to the transport zone

Verify that the ESXi hosts are added to the NSX-T fabric and VMSs are hosted on these ESXi

Verify that your NSX-T Controller cluster is stable

Verify that compatible Intel NIC drivers are available for DPDK

About this task
In this deployment three logical switches are created:

One ENS Vlan-backed logical switch for External network connectivity using the VLAN ID of the External Network
Two Standard overlay-backed logical switches using standard overlay transport zone

One standard Vlan-backed logical switch for VCD by selecting a standard VLAN backed Transport Zone and using the VLAN ID of the
management network

@ | NOTE: QLogic drivers do not support the N-VDS Enhanced data path feature.

Table 30. Uplink profile details

Logical switch name Transport zone VLAN
External_LS dpdk-TZ 40
LS_1 overlay-TZ -
LS_2 overlay-TZ -
VCD_LS vlan-TZ 20
Steps
1. From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-£fqgdn.
2. Click Advanced Networking & Security, Networking, and then Switching.
3. From the Switches tab, click + ADD.
4. On the General tab, enter the name in the Name, Transport zone, and VLAN ID in their respective field using the information from

the Uplink profile details table.
5. Click ADD to create a logical switch.
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Name*

Description

Transport Zone*

Uplink Teaming Policy
Name*

Admin Status

VLAN®*

Add New Logical Switch

General Switching Profiles

External LS

Dpdk-vian-TZ

(9

[Use Default]

&) »

40|

VLAN Id or VLAN Trunk Spec Is allowed

|

Figure 85. General tab screen

6. Repeat the steps in this section to create more logical switches, as described in the Uplink profile details table.
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Switches Ports Switching Profiles

0 Logical Switch 7 D

0 cb7_1e2a
O b393..2f8
O 8ic._2laa
O VCD LS 003b..848d

Figure 86. Logical switches

Admin Status Logical Ports Traffic Type Config State Transport Zone
« Up ( VLAN : 40 Success Dpdk-TZ

« Up 0 Overlay : 67587 success

« Up O Overlay : 67588 success

« Up 0 VLAN:20 Pending Vian-T2

Create and configure tier-1 router

The tier-1logical router must be connected to the Tier-0 logical router to get the northbound physical router access.

Prerequisites

Verify that the logical switches are configured. See the Create logical switches section
Verify that an NSX-T Edge cluster is deployed to perform network address translation (NAT) configuration See the NSX-T Installation

Guide

About this task

This section provides the steps to create and configure tier-1router.

Steps

RN B NIFSIEN

From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-ip-address.
Click Advanced Networking & Security, Networking, and then Routers.

From the Routers tab, click + ADD, and then select Tier-1 Router from the drop-down list.
On the New Tier-1 Router window, enter the Name as NSX-Tier-1and Description.
From the Edge Cluster drop-down list select the NSX-edge-Cluster.

For Failover mode, select Non-Preemptive and click ADD.
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New Tier-1 Router 3) X

Tier-1 Router Advanced

Name* NSX-Tier-1

Descnption

ler-0 Router NSX-Tier-0 N
Edqge Cluster NsX-edge-Cluster w

StandBy _’ Disable
Relocation

Faillover Mode . )
Preeamptive 0 Non-Preemptive

Edge Cluster W

Members @

CANCEL ‘

Figure 87. New Tier-1router screen

The new tier-1router is created.

Create router port on tier-1 router

About this task

Once the tier-1logical router is created, you need to create a router port to connect the internal logical switch with Tier-1 Router.

Steps

Click the Tier-1router, and then select Router Ports from the Configuration drop-down.
In the Logical Router Ports section, click +ADD to add New Logical Router Ports.
On the New Router Port window, enter the Name as RP_1 and Description in the fields provided.

FN NN

From the Type drop-down list select Downlink, and from the Logical Switch drop-down list select the logical switch as LS_1.
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B. Select the Attach new switch port radio button.
6. In the Subnets section, enter the IP Address for the logical router port the set the Prefix length to 24.

7. Click ADD.

Name*

Description

Type

URPF Mode

Logical Switch

Logical Switch Port

Subnets

== ADD |

DELETE
IP Address*

172.16.50.254

New Router Port

2) X
RP_1 =
Diowrniink -
© Strict O None
Ls 1 v
OR Create a New Switch
© Attach to new switch port O Attach to existing switch port
Switch Port Name
Prefix Length*
24
v

Figure 88. New Router Port for router tier-1 screen

The New Logical router port RP_1 is added to the Tier-1 router.
8. Repeat the above steps described in this section to create second router port , for example, RP_2, for the second LS_2 logical switch.
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NSX-Tier-1

Overview Configuration - Routing ~ Services ~

Logical Router Ports

+— ADD T 1 3¢ ACTIONS ~
[0 Logical Rout 1D Type IP Address/mask Connected To Transport Node Relay Service Statistics
— RP 1 c33d..d. Downlink 172.1650.254/24 * |51 dl
- ( & 2547b769-5a31-4_
RP_2 Ba66._e_ Downlink 17216.70.254/24 = |S 2 il

( & b665adad-2475-.

Figure 89. Logical router ports

Configure route advertisement on tier-1 router

About this task

Configure the Route Advertisement on Tier-1 router.

Steps

1. From the Tier-1router, click the Routing tab, then select Route Advertisement on the displayed list.

2. Click EDIT.
The Edit Route Advertisement Configuration window display.

3. Slide the Status slider to Enabled, click the Advertise all the NSX-T Connected Routes, Advertise All Static Routes to Yes,
then click SAVE.
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Edit Route Advertisement Configuration X

Advertise All Connected Routes

Advertise All NAT Routes

Advertise All LB VIP Routes

Advertise All LB SNAT IP Routes

@
o«
¢
Advertise All Static Routes . ORE
«
@

Advertise All DNS Forwarder Routes (1 Yes

I CANCEL ‘ SAVE

Create and configure NSX-T tier O router

Tier-0 logical routers have downlink ports to connect to NSX-T tier-1 logical routers and uplink ports to connect to external networks.

Figure 90. Edit Route Advertisement Configuration screen

Prerequisites

Minimum of one NSX-T Edge is installed
NSX-T Controller cluster is stable
Edge cluster is configured

About this task
Create and configure NSX-T Tier O router.

Steps

From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-ip-address.
Click Advanced Networking & Security, Networking, and then Routers.

On the Routers tab, click + ADD then select Tier-0 Router from the drop-down.

On the New Tier-0 Router window, enter the Name as NSX-Tier-0.

From the Edge Cluster drop-down list, select the NSX_Edge_Cluster.

For the High Availability Mode, select the Active-Active radio button, and click ADD.

SIS BN NS CRE
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New Tier-O Router 3 X

Tier-O Router Advanced

Name* NSX-Tier-0

Description

Edge Cluster NSX-edge-Cluster v

OR Create a New Edge Cluster

High Avallability Mode O Active-Active ; Active-Standby

|

Figure 91. New Tier-0 Router screen

Connect Tier-1router to NSX-T tier O router

About this task
Attach the NSX-T Tier-1router to NSX-T Tier-0 router.

Steps

1. Go to Tier-1Router, click the Overview tab, and from the Tier-0-Connection section click CONNECT.
2. On the Connect to Tier-0 Router screen, locate the Tier-0-Router drop-down list, select Tier-0 router, and click CONNECT.
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Connect to Tier-0O Router

Tier-0 RBouter® HsX-Tier-0

CAMCEL | CONNECT

Figure 92. Connect to Tier-0 Router screen

NSX-Tier-1and NSX-Tier-0 is connected.

Create logical router port on Tier-0 router

About this task

Once the Tier-0 logical router is created, you need to create a router port to connect the external logical switch with Tier-O Router.

Steps

© O NOO AN 2

10. Click ADD.

From the Type drop-down list, select Uplink.
From the MTU drop-down list, select 1600.
From the Transport Node drop-down list, select the transport node.

Select the Attach new switch port radio button.

Click the Tier-0 router, and then from the Configuration drop-down select Router Ports.
In the Logical Router Ports section, click +ADD to add New Logical Router Ports.
On the New Router Port window, enter the Name as External-RP and Description in the fields provided.

From the Logical Switch drop-down list, select the logical switch External_LS.

In the Subnets section, enter the IP Address for the logical router port the set the Prefix length to 24.
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New Router Port Z
Name* External_RP
Description
Type Uplink v MTU O 600 v
Transport Node*® edgeO v
URPF Mode © Strict O None
Logical Switch External_Ls v
OR Create a New Switch
Logical Switch Port © Attach to new switch port (O Attach to existing switch port
Switch Port Name
Subnets
+ ADD U] DELETE
IP Address* Prefix Length*
172.16.60.10 24
|
Figure 93. Router Port screen
The Logical Router Port is created.
Redistribution on Tier-0 router
About this task
Configure the Route Advertisement on Tier-O Router.
Steps
1. From the Tier-0 router, click the Routing tab, then select Route Redistribution on the Displayed list.
2. Click EDIT.

The Edit Route Advertisement Configuration window display.
3. Slide the Status slider to Enable route redistribution configuration and click SAVE.
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Edit Route Redistribution Configuration S

Sratus

W

Figure 94. Route Redistribution Configuration screen

Configure BGP on NSX-Tier-0 router

Prerequisites

BGP should be configured on the Leaf switches.

About this task

BGP is used to exchange the network routing and reachability information between the multiple Autonomous Systems (AS) on the

Internet.

Steps

1. From the Tier-0 router, click the Routing tab, then select BGP on the displayed list.

2. Click EDIT.
The Edit BGP Configuration window opens.

3. Slide the Status slider to Enabled.
4, Slide the ECMP slider to Enabled.

5. From the Local AS field, enter 65002, and then click SAVE.

Edit BGP Configuration

Status (_l Enabled
ECMP @ ) Enabled

Graceful Restart @ ' Disabled

Inter S Houting (zl Enabled

Local AS* 65002

Route Aggreqgation
== ADD

() Prefix*

Figure 95. Edit BGP Configuration screen

summary Only*

| CANCEL ‘ SAVE
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Add neighbor to router NSX-Tier-0

About this task

To exchange the network routing and reachability information two BGP neighbors are created in this deployment. The BGP neighbor
details table displays the required information to create neighbors for this deployment.

Table 31. BGP neighbor details

Field Neighbor-1 Neighbor-2
Admin status Enable Enable
Remote AS 64502 64503
Maximum hop limit 2 2
Keep alive time (in seconds) 60 60
Hold down time (in seconds) 180 180
Steps

1. On the BGP Configuration, in the Neighbors section, click + ADD to create Neighbors.
2. On the New Neighbor window, in the Neighbor tab:
a. Inthe Neighbor Address field, enter the Leaf Router IP.

b. Using the information in the BGP neighbor detalils table, enter the Admin status, Remote AS, Maximum Hop Limit, Keep Alive
Time (Seconds), and Hold Down Time (Seconds) information.

New Neighbor x
Nelghbor ) Address address Familles BFD Conflgurat 1

Medghbor Addrass* 172 16,650,100

Description

Admin status ( Enabled

: A
Maximum Hop Limit 2 '
Remaola AS® 54507
Keap Alive Time e -
{S@Conds) o

. .

180 "

Figure 96. New Neighbor screen

3. Inthe Local Address tab, from the Type drop-down list, select Uplink, then from the Available column move the uplink to Selected
column.

4. In the Address Families tab, click Add (+) then in the State column click on Edit icon to change the state to Enabled.

5. Click ADD to create neighbor.
BGP is now configured on the NSX-Tier-0 router.

6. Repeat the steps in this section and use the information that is provided in the BGP neighbor details table to create second neighbor.
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Route Aggregation
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3} ACTION
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Figure 97. Neighbors section

Admin status Maximum Hop Remote AS Address Famibh BFD Keep Allve Hold Down
« Enabled 2 64503 1 Disabled &0 180
¢ Enabled 2 65402 1 Disabled 60 180

Create and configure VCD-Tier1 router

Prerequisites

Minimum of one NSX-T Edge is installed
NSX-T Controller cluster is stable
Edge cluster is configured

About this task

The VCD Tier-1logical router is a stand-alone router, and it does not have any downlink or connection with Tier-0 router. It has a service

router but no distributed router. The VCD Tier-1 logical router has a centralized service port (CSP) to connect with a Load Balancer.

Steps

SR B NIFSIEN

From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-fgdn.

Click Advanced Networking & Security, Networking, and then Routers.

On the Routers tab, click + ADD then select Tier-1 Router from the drop-down.

From the New Tier-1 Router screen, enter the Name and Description.

From the Edge Cluster drop-down list, select VCD_Edge_Cluster.
For Failover Mode, select Non-Preemptive and click ADD.
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Figure 98. Tier-0 Router screen

The VCD Tier 1 Router is created.

New Tier-1 Router

Tier-1 Router

Mame*

Descnption

==L |-|’. |I,,':r-"'

Edge Cluster

StandBy
Relocation

Faillower Mode

Edge Cluster
Members

Advanced

VCD-Tier-1

VCD-edge-Cluster|

_’ Disable

Preemptive

0 Non-Presmptive

Create logical router port on VCD tier-1 router

About this task

Create a logical router port on VCD-Tier-1 router and connect with logical switch.

Steps

FN NN
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Click the VCD Tier-1 router, and then from the Configuration drop-down, select Router Ports.

In the Logical Router Ports section, click +ADD to add New Logical Router Ports.

On the New Router Port screen, enter the Name as VCD-RP and Description in the fields provided.

From the Type drop-down list select Centralized, and then from the Logical Switch drop-down list, select VCD-LS.




B. Select the Attach new switch port radio button, and in the IP Address/mask field enter the IP Address or mask, and then click
ADD.

New Router Port @ x
Name* VCD-RP -
Description

Type Centralized v MTU @ 1600 v

URPF Mode O strict O Mone

Logical Switch VCD-LS v

OR Create a New Switch

Logical Switch Port © Attach to new switch port (0 Attach to existing switch port

Switch Port Name

Subnets
+ ADD [ DELETE

IP Address® Prefix Length®

192.168.20.252 24

Figure 99. New Router Port screen

The Logical Router Port is created.
Configure Route Advertisement on VCD Tier-1 router

About this task

Configure Route Advertisement on VCD-Tier-1 Router.

Steps
1. From the VCD-Tier-1router, click the Routing tab, then select Route Advertisement.

2. Click EDIT.
The Edit Route Advertisement Configuration window display.

3. Slide the Status slider to Enabled, click the Advertise all the NSX-T Connected Routes, slide the Advertise All Static Routes
switch to Yes, then click SAVE.
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Edit Route Advertisement Configuration .

Status I Enabled

Advertise All Connected Routes

Advertise All NAT Routes

Advertise All LB VIP Routes

Advertise All LB SNAT IP Routes ) Yes

Advertise All DNS Forwarder Routes | Yes

o
o«
o
Advertise All Static Routes . ORE
o
@
o«

l CANCEL ‘ SAVE

Figure 100. Route Advertisement Configuration screen
Create and configure the Load Balancer

Prerequisites

Verify that vCD Cell1, vCD Cell 2, and vCD Cell 3 are up and running. See Installation and configuration of vCloud Director to
configure it.

About this task

The NSX-T logical load balancer provides the high-availability services and distributes the network traffic load between the servers. Only
the Tier-1 router supports the NSX-T load balancer. One load balancer can be linked with only a Tier-1logical router.

Steps

From a web browser, use the administrator credentials to log in to the NSX Manager at https://nsx-manager-ip-address.
Click Advanced Networking & Security, Networking, and then Load Balancing.

On the Load Balancer tab, click + Add.

On the Add Load Balancer screen, enter the load balancer name as VCD_LB and provide a description.

oa N 2

Select the Load balancer virtual server size and click OK to create load balancer.
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Figure 101. Add Load Balancer screen

Attach load balancer with VCD-Tier1 router

About this task

Once the NSX-T load balancer is created, it is required to link it with the VCD-Tier1 router to use the high-availability services.

Steps

1. Click Advanced Networking & Security, Networking, and then Load Balancing.

2. From the Load-Balancing tab, select the load balancer that you created in Create and configure the Load Balancer section.
3. From the Actions drop-down list select Attach to a Logical Router option.

4. Select VCD-Tier1 that you created in the Create and configure VCD-Tier1 router section and click OK.

NSX-T deployment and configuration 131



Attach to a Logical Router X

Select the Router to which the Load Balancer VCD_LEB 15 to be attached. Only
Tier-1 Routers in "Active Standby’ are currently supported. Note: The Load

Balancer can only be Enabled if it had a Virtual Server associated with it

Tier-1 Logical Router ' VCD-Tier1

e | R

Figure 102. Attach to a Virtual Server screen

Create a health monitor for load balancer

About this task

Once the load balancer is created, create a health monitor to test whether a server is available. This health monitor does the different
tests to monitor severs health. The health monitor starts health checks once:

The server pool is added to the load balancer
Load balancer is linked to VCD tier-1 router

Steps

Click Advanced Networking & Security, Networking, and then Load Balancing.

On the Monitors tab, click + Add to create a new active health monitor.

On the Monitor Properties screen, enter the name and provide as TCP_VCD a description for health monitor.

From the Health Check Protocol drop-down list, select LbTepMonitor option.

In the Monitoring Port field, enter 443 as Port number.

Keep the default options for Monitoring interval (sec), Fall Count, Rise Count, and Timeout Period (sec), then click Next.

SRS NSNS

Add New Active Health Monitor Properties
Monitor

1 Monitor Properties

escrip

Heaith Check Protoco LbTcpMonitor
Monitoring Port 443
Maonitoring Interval (sec :

I 3

o LIl

Rise Count |

Figure 103. Monitor properties
7. Review the health check configuration settings and click Finish.
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The Active health monitor is created successfully.

Add a server pool for load balancing

About this task

Server pool is made of multiple servers that are configured and running on the same environment.

Steps

1.

2.

Click Advanced Networking & Security, Networking, and then Load Balancing.

From the Server Pools tab, click + Add to create a server pool.

The General properties screen displays.

Enter a name as VCD_IP and a description for the load balancer pool.

From the Load Balancing Algorithm drop-down, select ROUND_ROBIN for the Server pool.

Keep the default option for TCP Multiplexing and Maximum Multiplexing Connections then click Next.

Add New Server Pool

1 General Properties
2 SNAT Translation

3 Pool Members

4 Health Monitors

Figure 104. General Properties screen

General Properties

MName

Descnption

Load Balancing Algorithm
Advanced Properties

TCP Multiplexing

Maximum Multiplexing

Connections

(o
p
X

VCD_IP

ROUND_ROBIMN

Disabled C)-

CANCEL NEXT

From the SNAT Translation window, set the Translation Mode to Auto Map, and click Next.

On the Pool Members window, select the Membership Type to Static.

In the Static Membership section, click + ADD and add three pool members:

a0 oo

Click Next.

In the Name column, enter the pool member name.

In the IP column, enter the IP address of VCD Cell 1.

In the State column, select Enabled from the drop-down list.
Click + Add in the Static Membership section and create the remaining two vCD Cells as pool members.
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Pool Members

Figure 105. Pool Members screen

9. On the Health Monitors screen, in the Enter the Minimum Active Members field, enter the number of active health monitors. In
this deployment.

@ | NOTE: In this deployment, the 1 active health monitor is used.

10. Select the Active Health Monitor that you have created in Create a health monitor for load balancer section.
11. Click Finish to add server pool.

Create a virtual server

About this task

Virtual servers receive all the client connections and distribute them among the servers. A virtual server has an IP address, a port, and a
protocol.

Steps

1.
2,

134

Click Advanced Networking & Security, Networking, and then Load Balancing.

From the Virtual Servers tab, click + ADD to add a new virtual server.
The General Properties screen displays.

Perform the following selections:

a0 TP

In the Name field, enter VCD_IP.

Enter a brief description in the Description box.

From the Load Balancer Application Profile section, select the Layer 4 radio button.

From the Application Profile drop-down list, select the nsx-default-lIb-fast-tcp-profile option.
Use the slider to set the Access Log option to Enabled, and then click Next.
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Add New Virtual Server General Properties

1 General Properties

Load Balancer Application Profile

Figure 106. General Properties screen
4. On the Virtual Server Identifiers screen:
a. Inthe IP Address field, enter the VCD-Tier-1router centralized port IP address.

b. Inthe Port field, enter 443, 80.
c. Keep the default values for Protocol, and click Next.

Add New Virtual Server Virtual Server |ldentifiers

2 Virtual Server Identifiers

Protoco

4 Load Balancing Profiles Advanced Properties

Figure 107. Virtual Server Identifiers screen

5. From the Server Pool screen, select the server pool that you have created in the Add a server pool for load balancing section, then
click Next.

6. On the Load Balancing Profiles screen, select the Source IP to nsx-default-source-ip-persistence-profile, and then click
Finish.

Attach the virtual server to the load balancer

About this task

The virtual server receives the client traffic and then distributes it between the servers. Attach the virtual server to load balancer to
enable the high-availability services to distribute the network traffic load between the servers.

Steps

1. Click Advanced Networking & Security, Networking, and Load Balancing.
2. From the Load Balancers tab, select the load balancer that you created in Create and configure the Load Balancer section.
3. From the Actions drop-down list, select the Attach to a Virtual Server option.
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4. Select virtual server that you have created in Create a virtual server section, and click OK.

Attach to a Virtual Server

Virtual Server CD

Figure 108. Attach to a Virtual Server
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Configure vCloud Director

VMware vCloud Director (vCD) is a VIM component and works on top of other VIM components, vCenter Server, and NSX-T Manager.
The vCloud Director is deployed on the Management pod. vCloud Director connects with:

vCenter Server to manage the workloads
NSX Manager associated with tenant networking

The vCloud Director server is grouped by deploying three vCD instances to create vCD cells: one vCD cell is used as Primary cell, and
remaining two are used as Standby cells. These cells are attached with the NSX-T load balancer for high availability. An NFS server
instance is created to provide the temporary storage for upload or download the catalog items that are published externally.

Installation of NFS server

Prerequisites
A virtual machine running CentOS7 with following configuration:

8GB Memory

Disk space: 1 TB

vCPU:1

vNIC:1
Management pod should be configured and it should have internet connectivity
DNS entries must be added in the DNS server for all the vCD cells

About this task

You must deploy and configure an NFS server accessible to all the servers of vCD server group.

Steps

1. Log in as a root user into Linux CentOS virtual machine and open the terminal.

2. Run the following command to install package nfs-utils:
yum install nfs-utils

3. Run the following command to start NFS-related services:
systemctl start nfs-server

4. Run the following command and make an export directory:
mkdir /opt/vcd-share

5. Run the following command to restart the NFS server:
systemctl restart nfs-server

6. Append the following line within the /etc/exports file:
/opt/vcd-share * (rw,sync,no_root squash)

7. Stop the firewall then turn it off using the following commands:

systemctl stop firewalld
chkconfig firewalld off

(D NOTE: Verify that the NFS server is correctly configured by running the following command:

# showmount -e <NFS_IP>
Output: Export list for <NFS_IP>:
/opt/vcd-share*
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Installation and configuration of vCloud Director

The vCloud Director servers are consist of one or more vCD cells. These vCD cells are created by deploying vCloud Director Appliances.
The process to install and configure the vCloud Director creates vCD cells. Each server in the group runs number of services that the
vCloud Director Cell calls. These cells have a common database and connect with vCenter Server, ESXi hosts, and NSX-T Manager.

In this deployment, three vCD Cell is deployed, such as VCD-Cell01, VCD-Cell02, and VCD-Cell03. VCD-Cell01 are used as the primary
cell and VCD-Cell02 and VCD-Cell03 are used as the stand by cells. Deployment size for both the primary and standby cells must be the
same. For example, you can use one primary-small and two standby-small cells, or one primary-large and two standby-large cells for HA
cluster. For this deployment, one primary-large and two standby-large cells are used.

Prerequisites:

vCenter Server must be up and running

AD-DNS, and NTP server should be up and running

DNS entries must be added in the DNS server for all the vCD cells

DRS Automation option on the vCenter Server cluster that is used for vCD deployment must be set to Fully Automated

@ | NOTE: See the Enable vSphere DRS section for information about setting the DRS automation.

Deployment and configuration of vCD Cell 01

About this task
Deploy the vCloud Director Cell O1.

Steps

1. Using the VMware vSphere Web Client, log in to the Management vCenter.

2. Right-click the Management Datacenter, and then click Deploy OVF Template.
The Select template window opens.

3. Enter the download URL or click Browse to locate the .OVA file on your computer, then click Next.
The Select name and location screen displays.

4. In the field provided, enter the Name, select the Location, and then click Next.
The Select a resource screen displays.

Select the ESXi to deploy vCD cell 01 and click Next.
From the Review details screen, review the settings that are selected then click Next.
Use the scroll bar to review the information on the Accept license agreement screen and if you agree, click Accept and click Next.

© N oo

On the Select configuration screen, select the type of deployment configuration from the Configuration drop-down list and click
Next.

@ | NOTE: For this deployment, Primary large configuration is used.
9. On the Select storage screen:

a. Locate the Select virtual disk format drop-down list, and select Thin provision.
b. From the VM storage policy drop-down list, select vSAN Default Storage Policy.
c. Select the vSAN datastore and click Next.

10. On the Select networks screen, select the appropriate networks, then click Next.

@ | NOTE: For this deployment, VM-Mgmt-Network is used for ethO and eth1.
11. On the Customize template screen, locate the VCD Appliance Settings section and complete the following fields:

NTP Server: Enter the NTP server IP address.

Initial root password: Set the root password.

Expire Root Password upon First Login: Clear the checkbox to disable the password expiration on first root login.

Enable SSH service in the appliance: Check the box to enable SSH services in the appliances.

NFS mount for transfer file location: Enter the NFS Server Share folder path.

@ NOTE: This is the export directory path that you have created in the Installation of NFS server. This shared folder
path must be in the following format: <NFS-Server-IP>:/<Share Folder Path>

a0 oo

For example: 192.168.20.122: /opt/vcd-share
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12. On the Customize template screen, locate the VCD Configure - Required only for primary appliances section, and fill the

following fields:

a. vCloud DB password for the vCloud user: Set the password for vCloud Database user.
b. Admin User Name: Enter the username for the system administrator or use the default name.
c. Admin Full Name: Enter the full name of vCD system administrator.

Admin user password: Set the system administrator user password.

System name: Enter the system name or use keep the default name.

d
e. Admin email: Enter the email ID of administrator user.
f
g

Installation ID: Enter the installation ID for vCD cell 01, or use keep the default ID.
13. On the Customize template screen, locate the Networking Properties section, and enter the following fields:

T@ o0 oo

Default Gateway: Enter the IP address of default gateway for vCD Cell O1.
Domain Name: Enter the domain name for vCD Cell O1.

Domain Search Path: Enter the domain search path for vCD Cell O1.
Domain Name Servers: Enter the DNS IP address.

ethO Network IP Address: Enter the IP address for ethO network interface.
ethO Network Netmask: Enter the netmask IP for ethO network interface.
eth1 Network IP Address: Enter the IP address for eth1 network interface.
eth1 Network Netmask: Enter the netmask IP for eth1 network interface.

¥ ¢ Deploy OVF Template

' 1 Selecttemplate

+" 2 Selectname and location
v 3 Selecta resource

v 4 Review details

v 5 Acceptlicense agreements
+/ & Selectconfiguration

v 7 Selectstorage

v 8 Selectnetworks

9 Custiomize tem plate

10 Readyto complete

7w
Cusmomize Emplate o
Customize the deployment properties ofthis software solution
© Al properties have valid values Show next Collapse all
Domain Name The domain name of this VM. Leave blank if DHCP is desired

Domain Search Path

Domain Name Servers

eth0 Network IP Address

eth0 Network Netmask

eth1 Network IP Address

eth1 Network Netmask

vcd-cello1.delinfv.com

The domain search path (comma or space separated domain names) for this VM. Leave blank if DHCP is
desired

delinfv.com

The domain name server |P Addresses for this VW (comma separated). Leave blank if DHCP is desired

192.168.20.250

The IP address for this interface. Leave blank if DHCP is desired
192.168.20.124

The netmask or prefixfor this interface. Leave blank if DHCP is desired

255.255.255.0

The IP address for this interface. Leave blank if DHCP is desired.
192.168.20.123

The netmask or prefixfor this interface. Leave blank if DHCP is desired

Back Next Cancel
Figure 109. Network Properties screen
14. Click Next.
15. From the Ready to complete screen, review the provided configuration details, and then click Finish to deploy vCD Cell 01.
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¥ Deploy OVF Template (Z) py
« 1 Selectemplate Ready to complete
Review configuration data.
~" 2 Selectname and location
V3 Selecta resource Name VGD-Cell0
v 4 Review defails Source VM name VMware_vCloud_Director-9.7.0.4343-140463945_OVF10
v 5 Acceptlicense agreements Download size 1.1GB
W D SEERETT LIET Size on disk 1.9GB
~/ T Selectstorage Datacenter MgmiDatacenter
v & Selectnetworks Resource esxi10.dellnfv.com
+«/ 09 Customize template Deployment configuration Primary - large
t*410 Readyio complete » Storage mapping 1
» Network mapping 2
» IP allocation seitings IPv4, Static - Manual

NTP Server = 192.165.20.250

Expire Root Password Upon First Login = False

Enable S5H root login = True

NFS mount for fransfer file locafion = 192.168.20.122./optfvcd-share

Admin User Hame = administrator

Admin Full Name = vCD Admin

Admin email = test@delinfvcom

System name = vcd1

Installation 1D =1

Properties eth0 Network Routes =

eth1 Network Routes =

Default Gateway = 192.165.20.254

Domain Name = vcd-celll1.delinfv.com

Domain Search Path = delinfv.com

Domain Name Servers = 192168 20.250

eth0 Network IP Address = 192.168.20.124

eth0 Network Metmask = 255.255.255.0

eth1 Network IP Address = 192.165.20.123

eth1 Network Netmask = 255.255.255.0

Back Finish Cancel

Figure 110. Ready to Complete screen

Assign license to vCD Cell 01

About this task
Assign license to vCD Cell 01.

Steps

From a web browser, log in to vCD cell 01 at https://<<vCD-Cell-01-fgdn>>/cloud

Click Administrator, System Settings, License.

1
2
3. Onthe License page, enter the vCD license key in the Serial Number field.
4

Click Apply to save the license key.

Deployment of vCD Cell 02

About this task

Deploy vCD Cell 02 using the steps provided in this section.

Steps

1. Use the VMware vSphere Web Client to log in to the Management vCenter.

2. Right-click the Management Cluster, and then click Deploy OVF Template.

3. From the Select template screen, enter the download URL or click Browse to locate the .OVA file on your computer, and then click

Next.

The Select name and location screen displays.

4. Enter the Name, Location, and then click Next.
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10.

1.

12.

13.
14.
15.

From the Select a resource screen, select the ESXi to deploy vCD cell 02 and click Next.
The Review details screen displays.

Review the settings that are selected then click Next.

From the License Agreement screen, review the license agreement terms and if you accept then check the | accept all license
agreements box and click Next.

On the Select configuration window, select the type of deployment configuration from the Configuration drop-down list and click

Next.
(D | NOTE: For this deployment, Standby large configuration for vCD-cell02 is used.

On the Select storage screen:

a. From the Select virtual disk format drop-down list, select Thin provision.

b. From the VM storage policy drop-down list, select vGAN Default Storage Policy.
c. Select the vSAN datastore and click Next.

From the Select networks screen, select the appropriate networks, then click Next.

(D | NOTE: For this deployment, VM-Mgmt-Network is used.

On the Customize template screen, locate the VCD Appliance Settings section and complete the following fields:

NTP Server: Enter the NTP server IP address.

Initial root password: Set the root password.

Expire Root Password upon First Login: Clear the check box to disable the password expiration on first root login.
Enable SSH root login: Check the box to enable SSH services in the appliances.

oo oo

created in Step 4 of Installation of NFS server. This share folder path must be in the following format: <NFS-Server-IP>:/
<Share Folder Path>

Forexample: 192.168.20.122: /opt/vcd-share

On the Customize template screen, locate the Networking Properties section, and complete the following fields:

Default Gateway: Enter the IP address of default gateway for vCD Cell 02.
Domain Name: Enter the domain name for vCD Cell 02.

Domain Search Path: Enter the domain search path for vCD Cell 02.
Domain Name Servers: Enter the DNS server IP address.

ethO Network IP Address: Enter the IP address for ethO network interface.
ethO Network Netmask: Enter the netmask IP for ethO network interface.
eth1 Network IP Address: Enter the IP address for eth1 network interface.
eth1 Network Netmask: Enter the netmask IP for eth1 network interface.
Click Next.

On the Ready to complete screen, review the provided configuration details then click Finish.

ST@ o0 oo

Repeat the above steps to deploy ved-cell-03.

vCD integration with vCenter

About this task

Integrate the VMware vCenter Server with vCD to use vCenter resources with vCD.

To integrate vCD with vCenter and NSX-T, perform the following steps:

Steps

N

From a web browser, log in to vCD cell 1at https://<<vCD-Cell-01-fqgdn>>/provider.
Click the Main menu icon then select vSphere Resources from the list.

From the left navigation panel, click vCenters, and then click the Add-on vCenters page.

On the vCenter screen, enter the following information:

Name: Enter the resource vCenter name.

Description: Enter a brief description.

URL: Enter the resource vCenter URL/FQDN.

User name: Enter the username of resource vCenter.

aooco
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e. Password: Enter the password of entered user.
f.  Select the vSphere Web Client URL radio button, and then enter the resource vCenter server URL/FQDN.

Add vCenter server vCenter
Enter the connection information for the new vCenter as you want it to appear in Diret
1 vCenter
Name Res-VCSA
r Ma
Description
Url https./fvcsal03.delinfvcom/
Username administrator@resvsphere loca
Password
Enabled [ @

CANCEL NEXT

Figure 111. Name this vCenter screen
5. On the Connect to NSX Manager screen, move the Configure Settings switch to disable it, then click Next.

6. On the Ready to Complete screen, review the provided information and click Finish.
The Resource vCenter is connected with the vCD.

vCD integration with NSX-T

About this task
Integrate the VMware NSX-T with vCD to use its resources with vCD.
Follow the below steps to integrate vCD with vCenter and NSX-T.

Steps

1. From a web browser, log in to vCD cell 1at https://<<vCD-Cell-01-fgdn>>/provider.

2. Click the Main menu icon then select vSphere Resources listing.

3. From the left navigation panel, click NSX-T Managers, then click the Add-on NSX-T Managers page.
4. On the Register NSX-T Manager screen, enter the following information in the fields provided:

Name: NSX-T Manager name

Description: Brief description

URL: URL/FQDN of NSX-T Manager

User name: User name of NSX-T Manager

. Password: Assigned password of the username entered

5. Click Save to register NSX-T Manager.

oo oo
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Register NSX-T Manager X

Marme MS¥-TManager

Description

Url https:/nsx-manager delinfv.com/
Lsername admin

Password (A —

‘ DISCARD ‘ SAVE

Figure 112. Register NSX-T Manager screen

Creating a session token for vCD

Generate a vCD session token to integrate vCD with vCenter Server and NSX-T manager.

Prerequisites

)

NOTE: For information about generating a vCD session token to integrate vCD with vCenter Server and NSX-T manager,
see the VMware APl Reference Guide.

Download and install Postman on the deployment VM. For more information, see Postman Documentation.
Open the Postman application, go to Settings and turn-off the SSL Certificate Verification.

About this task

Generate the session token to run APls.

Steps

1. On the deployment VM, open the Postman application.
2. POST a request to the vCD login URL and enter the vCD administrator credentials into the Authorization header of the request.

url = https://<FQDN>/api/sessions

Method = POST

Authorization

Type- Basic Auth

HEADERS

Key VALUE

Accept application/*+xml;version=31.0;

@ NOTE: The values provided in the above example only for reference purposes, update the values as per your
requirement.

3. Update the value for the parameter above using the following table:

Table 32. Parameter description

Parameter Description

FQDN Enter the FQDN for vCloud Director
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The Response status 200 OK message means that the session code is generated successfully.

4. In the headers section of the response, note the value of x-vcloud-authorization field. This value is used as a session token in
all other AP calls.

Retrieve VIM server details

About this task

Post a GET request on vCD to retrieve the VIM server details.

Steps
1. On the deployment VM, open the Postman application.
2. Paste the following parameters in the Postman Headers:

url: https://<FQDN>/api/admin/extension/vimServerReferences
Method: GET

Header:
x-vcloud-authorization: Use the value fetched from the session API.
Accept application/*+xml;version=31.0;

8. Update the values for the parameters above using the following table:

Table 33. Parameter description

Parameter Description
FQDN Enter the FQDN for vCloud Director
x-vlcoud-authorization Enter the session ID received from the Creating a session token

for vCD section

The Response status 200 OK message displays.
4. From the received response, make note of the href, name, and ID of the vCenter Server as shown in the following example:
@ | NOTE: This information is required when creating the provider VDC.

—_n

<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<vmext:VMWVimServerReferences xmlns="http://www.vmware.com/vcloud/vl.5"
xmlns:vmext="http://www.vmware.com/vcloud/extension/v1.5" xmlns:ovf="http://
schemas.dmtf.org/ovf/envelope/1" xmlns:vssd="http://schemas.dmtf.org/wbem/wscim/1/cim-
schema/2/CIM VirtualSystemSettingData" xmlns:common="http://schemas.dmtf.org/wbem/wscim/1/
common" xmlns:rasd="http://schemas.dmtf.org/wbem/wscim/1/cim-schema/2/
CIM ResourceAllocationSettingData" xmlns:vmw="http://www.vmware.com/schema/ovf"
xmlns:ovfenv="http://schemas.dmtf.org/ovf/environment/1" xmlns:ns9="http://www.vmware.com/
vcloud/versions" type="application/vnd.vmware.admin.vmwVimServerReferences+xml">

<Link rel="up" href="https://192.168.20.124/api/admin/extension" type="application/
vnd.vmware.admin.vmwExtension+xml" />

<vmext:VimServerReference href="https://192.168.20.124/api/admin/extension/vimServer/
3cd1ac67-88de-4c4b-8e1a-d171e322d8d1" id="urn:vcloud:vimserver:3cdlac67-88de-4c4b-8ela-d171e322d8d1"
name="ResVCSA" type="application/vnd.vmware.admin.vmwyvirtualcenter+xml"/>
</vmext:VMWVimServerReferences>

Update VIM server

About this task

Create a PUT request on the postman to update VIM server. For more information, see the VMware API Reference Guide.

Steps

1. From the deployment server, open the Postman application.
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2. Paste the following parameters in the Postman Headers:

url = https://<FQDN>/api/admin/extension/vimServer/{ID}
Method = PUT

Authorization

Type- Basic Auth

HEADERS

Key VALUES

Accept application/*+xml;version=31.0;

Content-Type application/vnd.vmware.admin.vmwvirtualcenter+xml;version=31.0;
Content-Length 596

x-vcloud-authorization Use the value fetched from the sessions api

Update the values for the table above using the parameters in the following table:

Table 34. Uplink profile details

Parameter Description

FQDN Enter the FQDN for vCloud Director

ID Enter the VIM Server ID received from the response of Retrieve VIM Server
Details

Content-Length Enter the total number of characters available in Body section

x-vcloud-authorization Enter the session ID received from the Creating a session token for vCD section

3. From the Body tab, select the Raw radio button, and paste the following parameters to create a PUT request to register VIM Server.

BODY:
<?xml version="1.0" encoding="UTF-8"?>
<vmext:VimServer
xmlns:vcloud="http://www.vmware.com/vcloud/vl.5"
xmlns:vmext="http://www.vmware.com/vcloud/extension/v1l.5"
name="ResVCSA-Name">
<vmext:Username>Administrator@resvsphere.local</vmext:Username>
<vmext:Password>****x***xx*< /ymext:Password>
<vmext:Url>https://FQDN:443</vmext:Url>
<vmext:IsEnabled>true</vmext:IsEnabled>
<vmext:IsConnected>true</vmext:IsConnected>
<vmext:UseVsphereService>true</vmext:UseVsphereService>
</vmext:VimServer>

Update the values for above parameter meters using the following table:

Table 35. Uplink profile details

Parameter Description

Name Resource vCenter Server name

Username Resource vCenter Server administrator username
Password Password for use with the assigned username
URL FQDN for resource vCenter Server

@ NOTE: Any change in the body section requires an update to the Content-Length in the header section. Depending
on the number of characters you add or delete in the Body section, update the Content-Length in the Header section
by the same amount.

4. Keep the remaining parameters set at Default and POST the request.

(D | NOTE: The Response status 202 Accepted display status means that the vCenter Server is updated successfully.
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Retrieve the list of available resource pool

About this task

You can retrieve the list of available resource pools available on the vCenter server to create a provider VDC. To retrieve the list, create a
GET request. For more information, see the VMware API Reference Guide.

Steps

1. On the deployment server, open the postman application.
2. Paste the following parameters to create a GET request to retrieve the list of available resource pool:

url = https://<FQDN>/api/admin/extension/vimServer/<ID>/resourcePoolList
Method = GET

HEADERS

Key VALUES

Accept application/*+xml;version=31.0;

Content-Type application/vnd.vmware.admin.resourcePoolList+xml;
x-vcloud-authorization Value as obtained from sessions api

3. Update the values for the parameters above using the following table:

Table 36. Uplink profile details

Parameters Description
FQDN Enter the FQDN for vCloud Director
1D Enter the VIM Server ID received from the response of Retrieve

VIM Server Details

x-vcloud-authorization Enter the session ID received from the Creating a session token
for vCD section

NOTE: The values that are provided in the example above are for reference only. Update the values as required for

®

The Response status 200 OK message displays and a list of available resource pools displays.

Retrieve NSX-T Manager instance details

your configuration.

About this task
Post a GET request on vCD to retrieve the NSX-T Manager details. To retrieve the VIM server details, perform the following steps:

Steps
1. On the deployment VM, open the Postman application.
2. Paste the following parameters in the Postman Headers:

url: https://<FQDN>/api/admin/extension/nsxtManagers
Method = GET

Header:
x-vcloud-authorization: Use the value fetched from the session API.
Accept application/*+xml;version=31.0;

3. Using the parameters in the following table to update the values for the parameters above:

Table 37. Parameter description

Parameter Description
FQDN Enter the FQDN for vCloud Director
x-vcloud-authorization Enter the session ID received from the Creating a session token

for vCD section
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The Response status 200 OK message displays.

4. From the received response, make note of the Name, href, and ID of the NSX-T Manager, as shown in the example below. This
information is required when creating the provider VDC.

<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<vmext:NsxTManagers xmlns="http://www.vmware.com/vcloud/v1.5" xmlns:vmext="http://
www.vmware.com/vcloud/extension/v1.5" xmlns:ovf="http://schemas.dmtf.org/ovf/envelope/1"
xmlns:vssd="http://schemas.dmtf.org/wbem/wscim/1/cim-schema/2/
CIM VirtualSystemSettingData" xmlns:common="http://schemas.dmtf.org/wbem/wscim/1/common"
xmlns:rasd="http://schemas.dmtf.org/wbem/wscim/1/cim-schema/2/
CIM ResourceAllocationSettingData" xmlns:vmw="http://www.vmware.com/schema/ovf"
xmlns:ovfenv="http://schemas.dmtf.org/ovf/environment/1" xmlns:ns9="http://www.vmware.com/
vcloud/versions">
<Link rel="add" href="https://192.168.20.124/api/admin/extension/nsxtManagers"
type="application/vnd.vmware.admin.nsxTmanager+xml" />
<Link rel="up" href="https://192.168.20.124/api/admin/extension" type="application/
vnd.vmware.admin.vmwExtension+xml" />
<vmext:NsxTManager name='"nsxManager1" id="urn:vcloud:nsxtmanager:c9ae8923-1b4e-49f6-beff-
afff65518c8d" href="https://192.168.20.124/api/admin/extension/nsxtManagers/c9ae8923-1b4e-49f6-beff-
afff65518c8d" type="application/vnd.vmware.admin.nsxTmanager+xml">
<Description>NSX-T Manager</Description>
<vmext:Username>admin</vmext:Username>
<vmext:Url>https://192.168.20.104</vmext:Url>
</vmext :NsxTManager>
</vmext:NsxTManagers>

Create a provider VDC

Prerequisites

A vCenter Server instance must be available to provide a resource pool and storage information to provider VDC

About this task

A provider VDC is a collection of compute, memory, and storage resources from a vCenter Server instance. For network resources, a
provider VDC uses NSX-T Data Center. A provider VDC provides resources to organization VDCs. For more information, see the VMware
API Reference Guide.

Steps

1. On the deployment VM, open the Postman application.
2. Paste the following parameters in the Postman Headers.

url = https://<FQDN>/api/admin/extension/providervdcsparams
Method = POST

Authorization

Type- Basic Auth

HEADERS

Key VALUES

Accept application/*+xml;version=31.0;

Content-Type application/vnd.vmware.admin.createProviderVdcParams+xml;
x-vcloud-authorization Use the value fetched from the sessions api

Update the values for the parameters above using the following table:

Table 38. Uplink profile details

Parameter Details
FQDN Enter the FQDN for vCloud Director
x-vcloud-authorization Enter the session ID received from the Creating a session token

for vCD section

3. Inthe Body tab, select the Raw radio button, and paste the following parameters to create a POST request to create VDC provider.

BODY:
<?xml version="1.0" encoding="UTF-8"?>
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<vmext:VMWProviderVdcParams
xmlns="http://www.vmware.com/vcloud/vl.5"

xmlns:vmext="http://www.vmware.com/vcloud/extension/v1l.5"

name="nsxTPvdcl">
<vmext:ResourcePoolRefs>
<vmext:VimObjectRef>
<vmext:VimServerRef

href="https://192.168.20.124/api/admin/extension/vimServer/3cdlac67-88de-4c4b-8ela-

dl71e322d8d1"/>

<vmext:MoRef>resgroup-10</vmext :MoRef>
<vmext :VimObjectType>RESOURCE POOL</vmext:VimObjectType>

</vmext:VimObjectRef>
</vmext:ResourcePoolRefs>
<vmext:VimServer

href="https://192.168.20.124/api/admin/extension/vimServer/3cdlac67-88de-4c4b-8ela-

dl71e322d8d1"

id="urn:vcloud:vimserver:3cdlac67-88de-4c4b-8ela-dl171e322d8d1"

name="ResVCSA-name"

type="application/vnd.vmware.admin.vmwvirtualcenter+xml" />

<vmext:NsxTManagerReference

href="https://192.168.20.124/api/admin/extension/nsxtManagers/c%9ae8923-1b4e-49f6-beff-

afff65518c8d"

id="urn:vcloud:nsxtmanager:c9ae8923-1b4e-49f6-beff-aff£65518c8d"

name="nsxManager—-name"

type="application/vnd.vmware.admin.nsxTmanager+xml"/>
<vmext:HighestSupportedHardwareVersion>vmx-7</vmext:HighestSupportedHardwareVersion>

<vmext:IsEnabled>true</vmext:IsEnabled>

<vmext:StorageProfile>*</vmext:StorageProfile>

</vmext :VMWProviderVdcParams>

Update the values for above parameter using the following table:

Table 39. Uplink profile details

Parameter

Description

Name
For ResourcePoolRefs

VimServerRef href

MoRef

VimObjectType

ForVimServer

VimServerRef href

ID

Name

For NSX_ManagerReference

Name

href

ID

HighestSupportedHardwareVersion

4. Keep the remaining parameters default and POST the request.

Enter the name of provider VDC

Provide the VimServerRef hyperlink received from the Retrieve
VIM server details response

Provide the MoRef value received from the Retrieve the list of
available resource pool response

Provide the VimObjectType value received from the Retrieve the
list of available resource pool response

Provide the VimServerRef hyperlink received from the Retrieve
VIM server details response

Provide the vCenter Server ID received from the Retrieve VIM
server details response

Enter the resource vCenter server name received from the
Retrieve VIM server details response

Enter the NSX-T Manager name received from the Retrieve
NSX-T Manager instance details response

Provide the NSX-T Manager link received from the Retrieve
NSX-T Manager instance details response

Provide the NSX-T Manager ID received from the Retrieve NSX-
T Manager instance details response

Enter the supported VMX hardware version

Response status 201 Accepted display means that the Provider VDC is created successfully.
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Create an organization

About this task

This section provides steps to create organization in vCloud Director environment.

Steps
1. From a web browser, use the administrator credentials to log in to vCD cell 1at https://<<vCD-Cell-01-fgdn>>/provider.

2. On the Organizations page, click Add.

3. From the New Organization screen, locate the Organization name field and enter the organization name.
@ NOTE: The name that is provided in this field is a unique identifier that displays as a part of URL that organization

users use to log in to the organization.
4. In the Organization full name field, enter the organization name.

5. In the Description field, provide a description for the organization.
6. Click Create to create organization.
@ | NOTE: If required, repeat the above steps that are provided in this section to create more organizations.

Create a new Organization VDC

About this task

You allocate resources to an organization by creating an organization virtual data center that is partitioned from a provider Virtual Data
Center (VDC). A single organization can have multiple organization virtual data centers.

Steps
1. From a web browser, use the administrator credentials to log in to vCD cell 1at https://<<vCD-Cell-01-fgdn>>/provider.
2. From the left navigation panel, select Organization VDCs and then click New.
3. Onthe General screen:
a. Enter the name and description of the resource.
b. Select the Enable the Organization VDC box then click Next.

4. On the Organization screen, select the organization to assign the resource and click Next.
The Provider VDCscreen displays.

Select the provider VDC to assign the resource and click Next.

From the Allocation Model screen, select the Allocation pool radio button and click Next.

On the Configure Allocation Pool Model screen, keep the default settings and click Next.

On the Storage Policies screen, select Thin provisioning, then select the storage policies and click Next.

©® N

On the Network Pool screen, move the Use Network Pool slider to Disabled, and then click Next.
10. On the Ready to Complete screen, review the settings and click Finish.

@ | NOTE: If required, repeat the steps in this section to create more organization VDCs.

Organization VDCs

Figure 113. Ready to Complete screen
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Create new catalog

About this task

A newly created organization does not have a catalog in it. A catalog is required to store vApp templates, media files, and catalog items
that are used as building blocks to create their own vApps.

Steps

On the Organization VDC page, click on the name of organization VDC to view the details then click Open in Tenant Portal.
On the Tenant Portal, click the Main menu icon, and then select Libraries from the displayed list.

From the left navigation panel, click Catalogs, and then click New.

On the Create Catalog screen, locate the Name field enter the catalog name.

Click Create.

SN NI R

@ | NOTE: If required, repeat the above steps provided in this section to create more catalogs.

Create Catalog

Name this Catalog

m
r

Figure 114. Create Catalog screen

Create vApp Templates

Prerequisites
Make sure that you have all the OVF files to vApp Template.

(D NOTE: Verify that these OVF or OVA files do not have any network adapter attached to it while creating the vApp
Template. Once vApp Templates are created you can add a network adapter to the template.

About this task

The vApp templates are VM images that are preloaded with the OS, application, or data. These templates ensure that VMs are
consistently configured across an entire organization. vApp templates are added to catalogs. In this deployment we will be creating two
vApp templates: one vApp template for windows vApps and Second vApp Templates for CentOS vApps.

Steps

From the Organization VDC page, click on the name of organization VDC to view the details then click Open in Tenant Portal.
On the Tenant Portal, click the Main menu icon, and then select Libraries from the displayed list.
From the left navigation panel, click vApp Templates then click Add.

N N

On the Select Source screen, select Browse radio button, click the Upload icon and select the all of the vApp files from your local.
Then click Next.

B. On the Review details screen, review the settings selected then click Next.
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6. On the Select vApp Template Name screen:

a. Inthe Name field, enter the vApp template name.

b. Inthe Description field, enter a brief description of vApp template.

¢. Inthe Catalog field, select the vApp template catalog from the drop-down list.
d. Click Next.

7. On the Ready to Complete screen, review the provided settings, and then click Finish to create vApp template.

Create vApp template Ready to Complete

from OVF

4 Ready to Complete

CANCEL PREVIOUS | FINISH

Figure 115. Ready to Complete screen

(D | NOTE: If required, repeat the steps in this section to create more vApp Templates.

Create vApp

About this task

A vApp are VMs to communicate over a network and to use resources and services in a deployed environment.

Steps

On the Tenant Portal, click the Main menu icon then select Datacenters from the list.
From the left navigation panel, click vApps, and then click NEW VAPP.

On the New vApp window, in the Name field enter the vApp name.

In the Description field, enter a brief description about vApp.

Click Create.

NSRS
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New vApp

Name VADD-

Description

Virtual Machines os Compute

‘ CANCEL I CREATE

Figure 116. New vApp screen

(D | NOTE: If required, repeat the steps provided in this section to create more vApps.

[*%] e ["8]

0 32 Days 0 32 Days

(] None 0 None
=] Total Sto napshot = Total Storag P
~ 0.00GB 0.00GB
{117) Total Me HOIH

OMB oMB

Figure 117. vApps screen

Create virtual machine for vApp template

About this task

This section provides steps to create virtual machine for vApp template in vCloud Director environment.

Steps

From the left navigation panel, click Virtual Machines then click New VM.
On the New VM window, locate the Name field enter the new VM name.
In the Computer Name field, enter the computer name for the VM.

In the Description field, enter a brief description for new VM.

In the Type field, select the From Template radio button.

In the Templates section select the vApp template for VM.

Click OK to create VM.

© N oSNNS
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New VM

Templates
Name v vApp Name Y Catalog oS Compute Storage
A il PL Policy
Memor 1B
o Test-vAPP-win Test-vAPP-win Test-Catalog Microsoft Windows Server 2012 (64-bit) cPU Policy

Figure 118. New VM screen

@ | NOTE: If required, repeat the steps provided in this section to create more VM.

Add a network to organization VDC

About this task

Add a network to organization VDC in vCloud Director environment.

Steps

On the Tenant Portal, click the Main menu icon, select Datacenters from the displayed list.

From the left navigation panel, click Networks, and then click Add.

On the Network Type screen, select Imported radio button to use existing NSX-T logical switches and click Next.
On the NSX-T Logical Switch screen, select the NSX-T logical switch and click Next.

From the General screen:

S NSRS

a. Inthe Name field, enter the name of the Organization VDC network.
b. In the Gateway CIDR field, enter the CIDR of logical switch.

c. Inthe Description field, enter a brief description of the network.

d. Click Next.

6. On the Static IP Pools screen, in the Static IP Pools field, enter the Static IP range, click Add, and then click Next.
7. On the DNS screen:
a. Inthe Primary DNS field, enter the DNS IP address.

b. Inthe DNS suffix name field, enter the domain name.
c. Click Next.

8. On the Ready to Complete screen, review the provided information and click Finish.
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New Organization VDC Ready to Complete

Network
You are about to create an Org VDC Ne k e5
| Network Type = =
Review the settings and click Finisl
2 NSX-T Logical Switch Name VCD-L
Description
3 Genera
Gateway CIDR 72.16.50.254/24
4 Static IP Pools
Network Type Do g
5 DNS switch LS

Primary DNS 192.168.20.250
6 Ready to Complete
Ssecondary DNS

DNS suffix dellnfy.com

Static IP Pools “79 42 =M 17 . 177 € =0 £

FINISH

Figure 119. Ready to complete screen

@ | NOTE: If required, repeat the steps in this section to add more networks.

Networks

Name status Gateway CIDR Network Type Connected To P Pool Consumed

Figure 120. Networks listing

Add Network to vApp

About this task

Add networks to a vApp in vCloud Director environment.

Steps

NN
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On the Tenant Portal, click the Main menu icon then select Datacenters from the list.

From the left navigation panel, click vApps.

In the vApps page, locate the desired vApp, click the Actions drop-down list and select Add Network.
On the Add Network window, select the OrgVDC Network radio button in the Type field.
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B. From the listing of networks, select the network to add with vApp, and then click Add.

Add Network to vApp-1

Status Name - Org VDC Gateway address

VCD-LS-2 org-vdc-1

172.16.70.254/24

Routing

Isolateg

Connected To P Pool Consumed

Figure 121. Add Network to vApp screen

@ | NOTE: If required, repeat the steps in this section to add more networks to vApp.

Add Network to Virtual Machine

About this task

This section provides steps to add networks to virtual machine in vCloud Director.

Steps

1. On the Tenant Portal, click the Main menu icon then select Datacenters from the displayed list.

2. From the left navigation panel, click Virtual Machines.
The Virtual Machines screen displays.

Select the desired VM and then click Details.
In the Hardware section, click Add in the NICs sub-section.

nHoo

a. From the Network drop-down list select the organization VDC network.

b. Click to select the Connected check box.

c. From the IP Mode drop-down list, select the Static - IP Pool option.

d. Click Save.

NICs

Primary NIC NIC Connected Network P Mode

© a VCD-LS-1 Static - IP Poo

Figure 122. Adding network to VM screen

IP Address

External IP Address MAC Address
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Add VM to a vVApp

About this task
This section provides the to add VMs to VApp.

Steps

N

On the Tenant Portal, click the Main menu icon, and then select Datacenters.

N

From the left navigation panel, click vApps.
The vApps screen displays.

Locate the desired vApp, click the Actions drop-down list, and select Add VM.
On the Add VMs, click theADD VIRTUAL MACHINE button.
From the New VM screen, locate the Name field and enter the VM name.

In the Description field, enter a brief description for VM.

3
4
5
6. In the Computer Name field, enter the computer name.
7
8. In the Type field, select the From Template radio button.
9

In the Templates section select the vApp template for VM.
10. Click OK.

New VM

"omputer Name est-vm-

= UL valiic

Description

Templates

Compute

Q
]

MName - vADD Name = Catalog

...... aet p——_— act-Catalan arntC it cPU

Memory 4096 M

© Test-vAPP-win Test-vAPP-win Test-Catalog Microsoft Windows CPU 2

Server 2012 (64-bit) Memory 4096 M

Figure 123. New VM window screen
11. Click ADD to create.
(D | NOTE: If required, repeat the steps in this section to add more VM to vApp.
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Move a VM to vApp

About this task

This section provides steps to move a VM to vApp.

Steps

On the Tenant Portal, click the Main menu icon then select Datacenters.

From the left navigation panel, click Virtual Machines.

On the Virtual Machines screen, locate the desired VM, click the Actions drop-down list, and select the Move to option.
On the Select Destination vApp screen, select the vApp, and then click Next.

S NI O

From the Configure Resources screen, select the following from the NICs section:

From the Network drop-down list select the organization VDC network.
Click to place a check in the Connected check box.

From the IP Mode drop-down list select the Static - IP Pool option.

. Click Next.

6. On the Ready to Complete screen, click Done to move the VM to vApp:

aooToe

Move Virtual Machine Ready to Complete
Test-Vm-1
Name App
Description
Owner
Virtual datacenter
Runtime lease
3 Ready to Complete Runtime lease expiration
Storage lease
Storage lease expiration
Networks - 1
VM
Virtual Machine
Guest 05 Microsoft Windows Server 2012 (64-bit

Storage Policy A

r
m
r
m

T

Figure 124. Ready to complete screen

@ | NOTE: If required, repeat the steps in this section to move VM to vApp.
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VMware vRealize Log Insight deployment and
configuration

Dell EMC Ready Solution bundle uses the VMware vRealize Log Insight (vRLI) to collect the log data from ESXi hosts, it also connects
with vCenter servers to collect the log data of server events, tasks, and alarms.

In this deployment, vRLI is deployed in a single cluster configuration that consists of three nodes:

Master

Worker

Witness
Prerequisites:

ESXi 6.7 U2 server is up and running

AD-DNS and NTP is up and running

Management and Resource VCSAs are up and running

Manual creation of forward and reverse lookup entries for all vRealize Log Insight instances on DNS server are added prior to
deployment

Deploy the vRealize Log Insight virtual appliance

About this task

Deploy the vRLI virtual appliances using the steps provided in this section.

(2]
-+
[1']
T
(7]

Log in to the Management vCenter using the VMware vSphere Web Client.

Right-click the Management Datacenter, then click Deploy OVF Template.

On the Select template window, enter the download URL or click Browse to locate the .OVA file on your computer, then click Next.
On the Select name and location window, enter the Name, select the Location then click Next.

On the Select a resource window, select the ESXi to deploy vRLI, and click Next.

Review the settings that are selected then click Next.

Use the scroll bar to review the information in the Accept license agreement section, if you agree, click Accept, and click Next.

NN N

On the Select Configuration page, select the size of the vRealize Log Insight virtual appliance based on the size of the environment
for which you intend to collect logs, then click Next.

9. On the Select storage screen:
a. From the Select virtual disk format drop-down list, select Thin provision.

b. From the VM storage policy drop-down list, select vSAN Default Storage Policy.
c. Select the datastore, and click Next.

@ NOTE: Deploy the vRealize Log Insight virtual appliance with thick provisioned eager zeroed disks whenever possible
for better performance and operation of the virtual appliance.
10. In the Select networks screen, select the appropriate networks.
11. On the Customize template screen, configure the Networking Properties for the vRLI virtual appliance.

@ NOTE: If you do not provide network settings such as an IP address, DNS server, and gateway information, vRLI uses
DHCP to set those settings.

@ NOTE: Do not specify more than two domain name servers. If you specify more than two domain name servers, the
configured domain name servers are ignored within the vRealize log.
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12. On the Customize template page, select Other Properties, set the root password for the vRealize Log Insight virtual appliance,
then click Next.

13. Review the settings in the Ready to complete screen, and click Finish to deploy the vRLI VM.

¥ Deploy ONF Templala @
v 1 Selectiemplai Ready 1 complai
Rerdw conBguraion dala

W 2 Selectneme and locaton
w3 Selecta rescurce Hama il Eslar
w4 Review delails Sowce VM name Vidware-vRaalze-Log-insight-4 & 1-E507028
w5 Aoapt Hogras QKT Dowrinad 28 1,002 3 MB
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W & Selectnetwors Resourca i 10, daiiedy com
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1 IF Addrmss = 150
1 Melmask = 2
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S5H Pubiz Key
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Figure 125. Review Configuration data screen

NOTE: Repeat the steps in this section two more times to deploy worker nodes, and to create a cluster of three
appliances, with only the Master node turned on.

®

Configure the root SSH password for vRLI virtual
appliance

About this task

NOTE: The steps in this section are optional and only required if the root SSH password is not set at the time of vRealize
Log Insight .OVA file deployment.

By default, the SSH connection to the virtual appliance is disabled. You can configure the root SSH password from the VMware Remote
Console or when you deploy the vRLI virtual appliance. You can also enable SSH and set the root password from the VMware Remote
Console.

Before configuring the root SSH password for vRLI virtual appliance, verify that the vRealize Log Insight virtual appliance is deployed and
running.

Steps

In the vSphere Client inventory, click the vRealize Log Insight virtual appliance, and open the Console tab.
Go to a command line by following the key combination specified on the splash window.

In the console, type root, and press Enter.

DN

Leave the password field empty and press Enter. The Password change requested. Choose a new password. message displays
in the console.

o

Leave the old password empty and press Enter.
6. Enter a new password for the root user, then press Enter.
7. Enter the new password again for the root user, and press Enter.
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NOTE: The password must consist of at least eight characters, and must include at least one upper case letter, one
lower case letter, one digit, and one special character. You cannot repeat the same character more than four times.

)

The Password changed message displays.

Master node configuration

About this task

Configure the master node using the steps provided in this section.

Steps

Go to the vRLI Web user interface at <https://<vRLI_Host_IP_/FQDN>.
From the Setup window, click Next.
On the Choose Deployment Type window, click Start New Deployment.

N N

From the Admin Credentials screen:

In the Email field, enter the admin email ID.

In the New password field, enter the admin password.

In the Confirm new password field, reenter the password to confirm.
Click Save and Continue.

Qo oo

5. Enter the license key, click Add License, and click Save and Continue.

6. On the General Configuration page, enter an email address in the field that is provided to receive system notifications from vRealize
Log Insight.

7. Optionally, you can participate in the Customer Experience Improvement Program by selecting the Join the VMware Customer
Experience Program check box. Otherwise, leave the check box blank.

8. Click Save and Continue.

9. On the Time Configuration page, set how time is synchronized on the VRLI appliance by selecting NTP server then enter the IP
address for NTP server and click Test.

10. Once the test is successful, click Save and Continue.
1. On the SMTP Configuration window, keep the default settings, and click Skip.
12. On the Setup complete screen, click Finish to complete the setup.

Worker node configuration

About this task

NOTE: Configure a minimum of three nodes in a VRLI cluster to provide ingestion, configuration, and user space high
availability.

Configure the worker node using steps provided in this section.

Steps

Power on the second Log Insight Appliance and wait for the configuration process to complete.

Go to the second Log Insight URL, for example, https://,vRLI 2nd Host IP/FQDN>.

From the Setup window, click Next.

On the Choose Deployment Type window, click Join Existing Deployment.

Enter the IP address or hostname of the vRLI master node and click Go.

Select Click here to access the Cluster Management page to be redirected to the Master Node vRLI login page.
Click Allow button on the Cluster Management page for the new worker node appliance to join.

NN N

Repeat the steps in this section to configure a third Log Insight Appliance.
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Enable Integrated Load Balancer

Prerequisites

Verify that all vRLI nodes and the specified Integrated Load Balancer IP address are on the same network
DNS records have been configured for the IP addresses

About this task

The Integrated Load Balancer (ILB) ensures that incoming Ingestion traffic is accepted by vRLI even if some vRLI nodes become
unavailable. The ILB also balances incoming traffic fairly among available vRLI nodes. VRLI clients, using both the Web user interface and
ingestion (through Syslog or the Ingestion API), should connect to the vRLI using the ILB address.

Steps

1. Login to the Master node Log Insight web Ul with Admin login, for example, https://<Log Insight FQRDN>
2. From the upper-right menu, click the Administration then select Cluster.

3. On the Cluster page, click +NEW VIRTUAL IP ADDRESS.

4. On the New Virtual IP window, enter the IP and FQDN for ILB, then click Save.

B. Refresh the Cluster Management page to confirm that the LB Status displays as Available.

NOTE: You can configure multiple virtual IP addresses. Click +NEW VIRTUAL IP ADDRESS and enter the IP Address
in the field provided. This option also allows you to enter the FQDN and tags.

Integrate vRLI with AD

®

About this task
Use the steps provided in this section to integrate vRLI with AD.

Steps
1. Navigate and login to vRLI, for example, <https://<Log Insight FQDN>
2. From the upper-right menu, click the Administration then select Authentication.
3. On the Active Directory tab configure as follows:
Enable Active Directory support: slide the toggle switch to ON
Default Domain: Enter the relevant domain name
Username: user must admin rights
Password: Password for above user

Connection Type: Can be Standard or can be set to Custom for testing specific ports.
Require SSL: Check if SSL required.

4. Click Test Connection to validate the settings.
5. Once the connection is validated successfully, click Save.

Integrate vRLI with VMware vCenter

About this task

Integrate vRLI with VMware vCenter to pull the tasks, events, and alerts.

Steps
1. Go to the URL for the Master Node Log Insight sever, for example, https://Log Insight FQDN/IP>

2. From the upper-right corner of the window, click Administration, select vSphere, then click + Add vCenter Server.

3. Enter the Hostname (IP/FQDN) for the Management vCenter and the user credentials to connect to the vCenter Server system,
and click Test Connection to verify the connection.

4. Once tested successfully, click Save.
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Figure 126. VMware vSphere integration log in screen
5. Repeat the above steps to configure the integration of the resource vCenter.

Configure vRLI to send notifications to vRealize
Operations Manager

Prerequisites

ROps Manager VM should be turned on and configured properly
vROps FQDN should be registered with DNS

About this task

You can configure VRLI to send alert notifications to vRealize Operations (VROps) Manager. Integrating vRLI alerts with vROps Manager
allows you to view all information about your environment in a single user interface. You can send notification events from multiple vRLI
instances to a single VROps Manager instance.

Steps

Go to the URL for the Log Insight server, for example, https://<Log Insight FQDN>.

From the upper-right corner of the window, click Administration, and then select vRealize Operations.

Enter the FARDN/IP in the Hostname field for the vROps, then enter user credentials to connect with vROps server system.
Click to place a check in the Enable alerts integration box.

Click Test Connection to verify the connection.

SIS NN

Once tested successfully, click Save.

Add Log Insight content packs

The Content Pack Marketplace is where you can access content packs for VMware and non-VMware products. Content Packs include
domain-specific queries, alerts, dashboards, field extractions, and agent group templates for their associated products. A content pack is
not required to ingest logs from a specific product. Essentially, the content pack makes it easier and faster to find critical log data by
selecting and alerting admin to common issues that are present in the ingested log data. As a result, troubleshooting and root cause
analysis efforts take less time.

NOTE: Ensure that you download the latest and compatible Content Packs for vSAN, vROps, NSX-T, VCD, vRO, and
vSphere from VMware Marketplace.
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Offline update for content pack

Prerequisites

Content pack needs to be downloaded for the import
Components which requires the content packs: VSAN, vROps, NSX-T, VCD, vRO, and vSphere
The browser time and server time must be in same time zone as UTC to forward the log with different products

About this task

This section provides the steps to update the content pack offline.

Steps

1. Go to the URL for the Log Insight sever, such as https://<Log Insight FQDN>

2. From the upper-right corner of the window, select Content Packs, and then click Import Content Pack.
3. Browse for the downloaded Content Pack and select Import.

4. Click OK to complete Content Pack import.

B. Repeat the steps in this section to install content packs for the remaining components.

Online update for content pack

Prerequisites

Internet connectivity
Components that require content packs: VSAN, vROps, NSX-T, VCD, vRO, and vSphere

About this task

This section provides steps to update content pack online.

Steps

1. Content packs are available for many of the components used in the DELL NFV and can be imported into any instance of the Log
Insight.

Go to the URL for the Log Insight sever, for example, https://<Log Insight FQDN>

From the upper-right corner of the screen, click Content Packs.

From the Customer Pack Marketplace, click Marketplace.

Select a content pack.

Select the license agreement and click the Install button to install the content pack.

Click OK to complete the VSAN setup instructions.
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Repeat the steps in this section for the remaining vROps, NSX-T, vCD, vRO, and vSphere Content Packs.

vRLI integration with vCD

Prerequisites

vCD content pack for vVRLI should be installed. See the Add Log Insight content packs section to install

About this task

Integrate vRLI with vCD to view the operational and health status of vCD environment.

Steps

1. Click Administration, and then click Agents.
2. From the drop-down list, select Cloud Director Cell Servers.
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3. Click the COPY TEMPLATE button.
4. On the Copy Agent Group window, enter the agent group name, and click Copy.

B. Specify a filter then click the Save New Group button.
The Agent Group is created successfully.

6. Download the log insight agent on the each vCD cells:

a. Click Administration, and then click Agents
b. At the end of the page click Download Log Insight Agent Version 4.8.

The LinuxRPM file of the Log Insight agent starts to download.
7. Install the downloaded LinuxRPM file of log insight agent to each vCD cells:

a. Copy the LinuxRPM file of log insight agent to the .tmp folder on vCD cell.
b. SSH to the vCD cell with root user.
¢. Run the following command on SSH to install the log insight agent LinuxRPM file:

rpm -i VMware-Log-Insight-Agent-4.8.0-13020979.nocarch 192.168.20.113.rpm

The agent installation begins.
8. Once the installation is complete, configure the installed log insight agent:

a. Go to the etc director, and run the following command:
vi liagent.ini
OR

vi /var/lib/loginsight-agent/liagent.ini

b. Using the downloaded agent from log insight, verify that the Log Insight hostname is present. If it is not, add the hostname:

Uncomment proto=cfapi

Figure 127. Host name and uncommented protocol screen
c. Append the vRLI agent configuration:

1. From the vRLI click Installed Content Packs, VMware vCloud Director, and then click Agent Groups.
2. Copy the Configuration.
3. Inthe VCD Cell SSH, append the configuration to the 1iagent. ini file.
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Figure 128. Append the vRLI agent screen

9. Run the following command to restart the log insight agent services:
service liagentd restart

10. Run the following command to restart the vCD services:
vmware-vcd restart
OR

service vmware-vcd restart

vRLI integration with vRO

Prerequisites:

vRO must be installed. Refer the Installation of vVRO

VRO must be installed. See Installation of vRO.

vRO must be configured to forward logs to VRLI. See Configure vRealize Orchestrator to forward logs to vRLI.
VRO content pack must be installed on vRLI

Integrate VRLI with vCD to view the operational and health status of vCD environment.

Integrate vRLI with vRO

Steps

1. From a web browser, open and log in to the Log Insight Sever.

2. Click Administration, and then Agents.

3. From the drop-down list, select vRealize Orchestrator.

4. Click the COPY TEMPLATE button.

5. On the Copy Agent Group window, enter the agent group name, and click Copy.
6. Specify a filter then click the Save New Group button.

The Agent Group is created successfully.
7. Refresh the page and select the newly vRO agent group then click Dashboards to view the vRO dashboard.
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vRealize Orchestrator

vRealize Orchestrator (VRO) is a development and process-automation platform and contains a workflow library and a workflow engine.
This allows administrators to create and run workflows to automate the orchestration processes. Orchestrator provides a standard set of
plug-ins including a plug-in for vCenter Server and vRealize automation to allow you to orchestrate the tasks in the different
environments. In this deployment, one instance of VRO will be deployed.

Installation of VRO

About this task

This section provides steps to vRealize Orchestrator.

Steps

1.
2.
3.

N o o b

10.

1.

12.

Log in to the Management vCenter using the VMware vSphere Web Client.
Right-click on the Management Datacenter, then click Deploy OVF Template.

From the Select template screen, enter the download URL or click Browse to locate the .OVA file on your computer, then click
Next.

On the Select name and location screen, enter the Name and select the Location then click Next.
On the Select a resource screen, select the ESXi to deploy vRealize Orchestrator and click Next.
From the Review details window, review the settings selected then click Next.

Use the scroll bar to review the information in the Accept license agreement window and if you agree, then click Accept and click
Next.

On the Select storage screen:

a. From the Select virtual disk format drop-down list, select Thin provision.

b. From the VM storage policy drop-down list, select vGAN Default Storage Policy.
c. Select the datastore and click Next.

In the Select networks window, select the appropriate networks, then click Next.

On the Customize template window, in the Application section fill the following fields:

a. Initial root password: Set the root password
b. Enable SSH service in the appliance: Check the box to enable SSH services in the appliances
c. Hostname: Enter the hostname or FQDN for this VM

On the Customize template window, locate the Network properties section, fill the following fields:

a. Default Gateway: Enter the IP address of default gateway for vRealize Orchestrator
b. Domain Name: Enter the domain name for vRealize Orchestrator

c. Domain Search Path: Enter the domain search path for vRealize Orchestrator

d. Network 1IP Address: Enter the IP address for vRealize Orchestrator

e. Network 1 Netmask: Enter the netmask IP for vRealize Orchestrator

Click Next

On the Ready to complete window, review the provided configuration details then click Finish to deploy vRealize Orchestrator.

—h

Configure NTP in vRO

About this task

This section provides steps to configure NTP in vRO.
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Steps

1. From your browser, log in to VRO Appliance Configuration page with administrator credentials at: https://<<RO-IP>>:5480/
2. Click Admin, and then click Time Settings.
3. In the Time Server field, enter the IP address of NTP.

Help | Logout user root

Time Settings

Time Sync. Mode Use Host Time Actions
® Use Time Server Save Settings

Refresh
+

Time Server

x

NTP Status NTP Enabled: Yes, NTP Started: Yes, Use Host Time: No
Current Time Sep 18 11:38:07 UTC 2019

Figure 129. Time Settings tab
4. Click Save Settings to save the NTP settings.

Configure Orchestrator Server with vSphere
Authentication

About this task

Configure the vSphere authentication method in orchestrator to use the vRealize Orchestrator appliances.

Steps

1. Ina web browser, login to Orchestrator Access Control Center with administrator credentials at: https://
<<orchestrator server IP or DNSname>>:8283/vco-controlcenter

2. On the Host Settings page, click Change.

VM VMware vRealize Orchestrator

=
Figure 130. Host Settings
In the Host Name field, enter the host name or FQDN of vRO VM then click Apply.
Click Next.
On the Authentication Provider page, from the Authentication mode drop-down list, select vSphere.
In the Host address field, enter the host name of resource vCenter, then click Connect.
Review the Certificate information then click Accept Certificate.
In the User name field, enter the user name of resource vCenter admin.

© ® N O N o

In the Password field, enter the password for resource vCenter admin user.

10. In the Default tenant field, enter the resource vCenter tenant name, then click Register. For this deployment,
resvsphere.local is used as default tenant name.

11. In the Admin group field, enter the name of an admin group then click Search. For this deployment resvsphere.local
\ComponentManager.Administrators is selected.
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Configure Authentication Provider
Configure the authentication parameters and test your login credentials.

Authentication Provider  Test Login

Configure the authentication provider.

Authentication mode VvSphere

Host address ‘ UNREGISTER

Default tenant l cHance |

Admin group admin ‘ SEARCH ‘

o
resvsphere.jocal\Administrators

resvsphere.local CAAdMIns
resvsphere.local\SystemConfiguration Administrators

resvspher B -

SAVE CHANGES ‘ RESET ‘ ‘ CANCEL ‘

Figure 131. Configure Authentication Provider

12. Click Save Changes to save the configuration settings.
13. On the Test Login tab, login with resource vCenter administrator credentials then click Test to validate the connection.

Updating the vRO using ISO

Prerequisites

Create a backup of existing VRO appliance.

About this task
Update the vRO using ISO file.

Steps

Download the updated vRO iso file from here.

Mount the ISO file to the vRO VM.

In the web browser, log in to the vRO Appliance management page at https://<IP or FQDN>:5480
Click Update, and then Settings.

Change the Update Repository to Use CDROM Updates then click Save Settings.

Click Update, and then Status.

Click Check Updates.

When the update is display, click Install Updates.

© NN NS

Configure vRO plug-in for vSphere Web Client

The vRO will be integrated with resource vCenter server instance. Two workflows are required to run in the vRO Orchestrator Client to
integrate it with vCenter Server:

Add a vCenter Server instance to VRO
Register vRealize Orchestrator as a vCenter

Add a vCenter Server instance to vVRO

About this task

This section provide steps to add vCenter Server instance to VRO.

Steps

1. From your browser, log in to vRO at https://<<vRO-fqdn>>

2. On the Orchestrator Appliance Home page, click Start the Orchestrator Client to create and manage workflows.
3. From the left navigation panel, click Library, Workflows.
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4. Inthe Search for field, search Add a vCenter Server instance.
5. Click Run on the Add a vCenter Server instance workflow.
6. On the Set the vCenter Server instance properties tab:

8.

a. Inthe IP or host name of the vCenter Server instance to add field, enter the host name or FQDN of resource vCenter.

b. Inthe HTTPS port of the vCenter Server instance field, enter the resource vCenter instance port number. For this
deployment default port number, 443 is used.

C. Inthe Location of the SDK that you use to connect to the vCenter Server instance field, enter a path for SDK to connect
with resource vCenter server instance. For this deployment default path, /sdk is used.

d. Check the Will you orchestrate this instance? check box if you want to orchestrate the vCenter Server instance.

e. Check the Do you want to ignore certificate warnings check box if you want to ignore certificates warnings for the vCenter
Server instances. If you select Yes, the vCenter Server instance certificate is accepted silently and the certificate is added to the
trusted store.

Add a vCenter Server instance

vesalo3 delinfy.com

Figure 132. Set the vCenter Server instance properties tab
On the Set the connection properties tab:

a. Check the Do you want to use a session per user method to manage user access to the vCenter Server system? check
box. This option creates a new session to vCenter Server.

b. Inthe User name field of the user that Orchestrator uses to connect to the vCenter Server instance field, enter the Administrator
user name of resource vCenter Server.

c. Inthe Password field of the user that Orchestrator uses to connect to the vCenter Server instance field, enter the Administrator
password of resource vCenter Server.

d. Inthe Domain name field, enter the domain name for Orchestrator.

Add a vCenter Server instance

Administrator@RESVSPHERE LOCAL

Figure 133. Set the vCenter Server connection properties tab
Click Run to establish the connection.

Register vRealize Orchestrator as a vCenter Server
extension

About this task

To register vRealize Orchestrator as a vCenter server extension:

Steps

N N

On the vRealize Orchestrator, click the left navigation panel, Library, and then Workflows.

In the Search for field, search Register vCenter Orchestrator as a vCenter server extension.
Click Run on the Register vCenter Orchestrator as a vCenter workflow.

On the Register vCenter Orchestrator as a vCenter extension page:
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a. Inthe vCenter Server instance to register Orchestrator with field, select the resource vCenter.
b. Click Run.

Register vCenter Orchestrator as a vCenter Server extension

3/s0k (VirtualCenter-6.7.2) ®

NS

Figure 134. Register vCenter Orchestrator as a vCenter extension page
B. Once the workflow is completed, reboot the resource vCenter server integrated with vRO.
6. Re-login to the resource vCenter Server and verify that VRO plug-in is present by clickihg Home and then Inventories.

Configure vRealize Orchestrator to forward logs to
vRLI

About this task

You can configure each VRO to forward logs to the vRealize Log Insight.

Steps

1. Ina web browser, login to Orchestrator Control Center with administrator credentials at: https://
<<orchestrator server IP or DNSname>>:8283/vco-controlcenter

2. On the Home page, under the Log section, click Logging Integration.

3. On the Logging Integration page, set the following properties:

Move the Enable logging to a remote log server slider to allow vRLI to collect logs from vRO.
In the Type field, select Use Log Insight Agent radio button.

In the Host field, provide the vRLI host name.

In the Port field, set the port number to 9000.

. In the Protocol drop-down list, select the protocol to cfapi.

4. Click Save.

oo oo

Figure 135. vRLI Logging Integration page
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VMware vRealize Operations Manager
deployment and configuration

The vRealize Operations (VROps) Manager delivers intelligent operations management with application-to-storage visibility across
physical, virtual, and cloud infrastructures. Using policy-based automation, operations teams automate key processes and improve IT
efficiency.

As part of the vVROps Manager deployment, three nodes will be deployed as follows:

Master
Data
Data used as a master replica node

NOTE: The vROps deployment covered in this document has been done for Medium configuration. The vROps OVA
template deployment is to be done three nodes - data, master, and replica. The vRealize Operations Manager Ul can be
used to add the Management vCenter and the Resources vCenter.

Deployment prerequisites for vRealize Operations
Manager

You can create a single node and configure it as a master node or create a master node in a cluster to handle additional data. All vRealize
Operations Manager installations require a master node. With a single node cluster, administration and data functions are on the same
master node. A multiple-node vRealize Operations Manager cluster contains one master node and one or more nodes for handling
additional data.

Prerequisites:

ESXi 6.7 U2 server is up and running

AD-DNS and NTP is up and running

vCenter, vSAN, VRLI is installed, configured, and running

Manual creation of forward and reverse lookup entries that are completed for all vROps instances on DNS server before deploying
them

Deploy vRealize Operations Manager

About this task
The first stage is the deployment of the OVA File as a vRealize Operations Manager. To deploy vROps Manager:

Steps

Log in to vCenter using vSphere web client, right-click on the vCenter server and select Deploy OVF Template.

Enter the Name and select the Location click Next.

On the Select a resource window, select an ESXi for vROps.

On the Review details window, review the entered information then click Next.

Read and if you agree then accept the license agreement and click Next.

On the Select configuration window select the configuration size based on the size of the environment, then click Next.

On the Select storage window, select virtual disk format, VM storage policy, and vsanDatastore store then click Next.
In the Select networks window, select the appropriate networks for vROps, then click Next.

On the Customize template window, configure the Networking Properties for the vROps virtual appliance, and click Next.

© O NOO NN 2

10. On the Ready to complete window, review the configuration data and click Finish.
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@ | NOTE: Repeat the steps in this section two more times to deploy more nodes.

Configuration of vRealize Operations Manager

About this task

Configure the vROps manager using steps provided in this section.

Steps

Go to the FQDN or IP address of the node that will be the master node of vRealize Operations Manager.
Log in to vRealize Operations Manager and click New Installation.

From the Getting started window, review the information, then click Next.

Set the Administrator password and click Next.

SNSRI

Choose the appropriate certificate, then click Next.

(D | NOTE: If certificates need to be installed, select the Install a certificate option and browse to the selected file.

6. On the Deployment Settings window, enter the Cluster Master Node Name then the NTP Server FRDN/IP address for the
environment, click Add, then click Next.

7. Keep the default settings on the Add Nodes window, and click Next.
On the Ready to complete window, review the entered information then click Finish to complete initial set up.

Add data nodes to scale out vRealize Operations
Manager

About this task

®

NOTE: Add two data nodes using the steps in this section. The second data node works as the replica of the master
node.

This section provides steps to add data node in vROps.

Steps
1. Log in to the new node of vRealize Operations Manager, then select Expand an Existing Installation.

2. On the Expand Existing Cluster window, review the information then, click Next.

3. On the Enter node settings and cluster information window, enter the name of the node in the Node name field, and select the
Data from the. Node Type drop-down.

4. Inthe Master node IP address or FQDN field, enter the FQDN or IP address of the master node, then click VALIDATE to validate
master node connection.

5. Verify the displayed master node certificate information and if correct check the Accept this certificate box, and click Next.

6. Inthe Username and Password window verify that the vROps administrator username is admin, enter the vROps Manager Admin
password, then click Next.

7. On the Ready to Complete screen, verify the configuration details and click Finish.

Add master replica node

About this task

This section provide steps to add master replica node.

Steps

1. Log in to new node of vRealize Operations Manager, then select Expand an Existing Installation.
2. On the Expand Existing Cluster window, review the information then, click Next.
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On the Enter node settings and cluster information window, enter the name of the node in the Node name field, and select the Data
from the. Node Type drop-down.

In the Master node IP address or FQDN field, enter the FQDN or IP address of the master node, then click the VALIDATE button
to validate master node connection.

Verify the displayed master node certificate information and if correct check the Accept this certificate box and click Next.

On the Username and Password window verify that the vROps administrator username is admin, enter the vROps Manager Admin
password, then click Next.

On the Ready to Complete screen, verify the configuration details and click Finish.

Enable High Availability for clusters

Prerequisites

Ensure the configuration and operation of the Add master replica node is complete

About this task

Enable the high availability mode for vVROPs clusters.

Steps

1.
2,

From a web browser, use your administrator credentials to log in to the vVROps Manager GUI.
From the System Status screen, select the node and click the Enable button in the High Availability field.

System Status

viopsReplcaNo.. viopsi29.deinf_ Data Ruming  Onine 67.08183617

Figure 136. Enable HA settings

On the Enable High Availability screen, select the Master node, click to place a check in the Enable High Availability for the

cluster box, then click OK.

@ NOTE: While performing Cluster Configuration, if the process stops responding when at the Waiting for Analytics
screen, perform the following steps:

Do not reboot any of the vROps nodes or stop the cluster configuration process.

Make sure NTP server is running and all the vROps nodes are configured to use same NTP server.
Synchronize time between all the vROps nodes and NTP server.

Ensure that the time difference between vROps nodes must not be greater than 30 seconds.
After a few seconds, the cluster configuration proceeds automatically.

®apoo

Start cluster

About this task

See vRealize Operations Manager Analytics Cluster if the process fails to start with the status of Waiting for Analytics.

Steps

1.

2.
3.

On the System Status window click the Start vRealize Operation Manager button, to start the vROps Manager.
Click Yes. The vROps master node deploys changes to an Online state.

Open the VROps user interface appliance by entering the Ul URL: https://fgdn or ip of vROps and log in to the portal with default
local user ADMIN.

Click Finish.
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Product license

About this task

Add license to VROps using following steps.

Steps
1. Log in to the vVROps Manager with admin credentials.

2. After logging in, you are directed to the vROps Configuration page, then click Next.

3. Review the information provided within the EULA and if you agree to the terms, check the | accept the terms of this agreement
check box, then click Next.

4. In the Product Key field, enter a valid product license key, then click Next.

5. Review the information provided in the Customer Experience Improvement Program window. To participate in the program, click
to place a check in the Join the VMware Customer Experience Improvement Program check box to participate, then click Next.

6. On the Ready to complete window review the selected settings, then click Finish.

vROps integration with other components

Activate vCenter, vSAN, and vRLI Management packs

About this task

You are required to activate the vSphere, VSAN, and vRLI Management packs in the vVROps GUI in-order to integrate them with vROps.
Sometimes, these Management packs are automatically activated and you can view them on Solutions window to configure. If they are
not activated and you are not able to view these packs on Solution window then follow the below steps to activate:

Steps

1. In your web browser log in to vVROps Manager GUI with admin credentials.
2. Click Administration, Solutions, Repository.

3. On the Repository screen, activate the required packages.
@ NOTE: For this deployment, VMware vSphere, VMware vSAN, and VMware vRealize Log Insights packages are
required to activate.

Once these packages are activated, you will be able to see their management packs in the Solution window to configure them.

Integrate vROps with VMware vCenter

About this task

You are required to add an adapter in the vROps manager for both management and resource vCenter instances to integrate vVRPOs with
vCenter server.

@ | NOTE: Perform the steps in this section for both the management and resource clusters.

Steps

1. Log in to vVROps Manager Web GUI with admin credentials.

2. Click Administration, Solutions, and then Configuration,

3. On the Solutions screen, select vSphere Management solutions, then click the Configure icon.

4. On the Manage Solution window, enter the adapter Display name, and Description in the fields provided.

(D | NOTE: To add more adapter click the + (Add) icon in the left navigation panel.
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Adapter Type Description Instances Version Provided by Reset Default Contend

Instance Settings

nitance Name 1

Figure 137. Manage Solution window

Click the Add (+) icon. The Manage Credential window displays.

On the Manage Credential window, enter the required Credential name, User Name, and Password in the provided fields, then
click OK.

On the Manage Solution window, click Test Connection to initiate the communication with vCenter and match the thumb print and

certificate.
Once the test is verify, the Review and Accept Certificate screen.

Click Accept to acknowledge the certificate. Once you acknowledge the certificate the Test connection successful message
displays, then click OK.

Click Define Monitoring Goals, and select the appropriate options and click Save.
(D | NOTE: Keep the default settings and then click Save.
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Define Monitoring Goals

b4

Please answer the followang kst of guestions to create a new default policy or S
existing default policy To adjust advanced settings of the default policy or create
proceed to Administration > Polices Page
Which objects do you want to be alerted on in your environment?
Learn More

nfrastructure objects except for Virtual Machines

Virtual Machines only

@ Al vSphere objects

Which type of alerts do you want to enable? (Select all that apply)
Learn More
ﬂ Health alerts that usually regusre immegiate attention
ﬂ Risk alerts indicating that you should look into any problems in the near future

B3 Efficiency alerts indicating that you can reclaim resources

Enable vSphere Hardening Guide Alerts?

Learm More

es
L~
v

Figure 138. Define Monitoring Goals
10. On the Success window, the default policy has been successfully configured message displays, then click OK.

11. Click Save settings for the adapter instance to be successfully saved, then click Close. The vRealize Operations Manager starts
to collect information about vCenter and its linked hosts and services.

12. Click the Home icon to display information.
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Anminkimtion

Figure 139. Solutions screen

vROps is deployed, configured and integrated with vCenter Server managing Management Cluster.

(D | NOTE: Repeat the steps in this section to integrate resource vCenter Server with vROps.

vROps integration with AD

About this task

Follow the steps provides in this section to integrate vROps with AD.

Steps

N N

settings.

Log in to the vRealize Operations Manager user interface with administrator privileges.

On the Administration screen, then click Authentication Sources in the left navigation panel.
Click the Add (+) to add an Authentication source.

On the Add Source for User Group Import screen, enter the AD domain details in the required fields, then click Test to validate

Once the settings are validated, the Test connection was successful message displays.

5. Click OK to close the window.
The Active Directory is added.

¥mM vRealize Oparations Manager

¢, _BAsH d Authenticalion

= 5 XD

BECRRE

Autmenbcation Souroes

Figure 140. Authentication Sources screen
Importing users to AD

About this task

Admintstration

Once the AD is integrated with vROps import the AD users.

Steps

1. From the Administration screen, click Access Control in the left navigation panel.

2. Click the User Accounts tab, then click the Import User icon.
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In the Import From field, select the AD Domain previously added.

In the Search string field, enter a full or partial group name to search for, then click Search.

On the Display search results screen, select a group and click Next.

Click the Objects tab and from the Select Role drop-down list, assign a relevant role to the user group.

N o oA o

Check the Allow access to all objects in the system check box, and click Finish.
Users are added in the AD with the necessary permissions.

@ | NOTE: Users can also be added using the Importing Users from User Accounts function.

8. Login to vROps from one of the accounts imported and verify that the selected permissions are accessible.

vROps integration with vRLI

About this task

This section provides steps to integrate vRLI with vROps manager.

Steps

1. Log in to vVROps Manager Web GUI with admin credentials.

2. Click Administration, Solutions, and then click Configuration,

3. Inthe Solution window, select Management pack for VRLI, and then click the Configure icon.

4. In the Manage Solution window, enter the Display name, and the Log insight server IP then click Test Connection to validate.

SANE BETTINGS

Figure 141. Manage Solution screen

Once the settings are validated, the Test connection was successful message displays.
Click OK to close the window.
Click Save Settings, then click Close. vVROps is configured and is able to open Log Insight from vROps.

5

6

7. Log in to vRLI to configure the connection to vROps.

8. Click Administration, then click vRealize Operations and enter the information for vROps.
9

Click Test Connection and then Save. This allows Log Insight to communicate with vROps.
10. From vROps, click the Log Insight tab in the left navigation panel to open Log Insight from vROps.
1. To view Log Insight logs inside vROps for a particular Virtual Machine, search for the VM and click to select it.

vROps integration with NSX-T

About this task

vROps Management pack for NSX-T can be download from the VMware Marketplace. This management pack for NSX-T provides
inventory and health monitoring for other NSX-T components, such as NSX-T Controller clusters, Edge clusters. Logical routers, transport
zones, transport nodes, and load balancers. It also provides a dashboard of NSX-T topology graph, environment overview, and top alerts.
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NOTE: Download the Management Pack for NSX-T from the VMware Marketplace. Perform the steps in this section for
the NSX-T Manager.

Steps

SIS NN

~

10.

1.

12.
13.
14.

Log in to VROps Manager Web GUI with admin credentials.

Click Administration, Solutions, and then Repository

In the Repository window, click the Add (+) icon in the other Management Packs section to upload the PAK file for NSX-T.
Click Browse and go to the location where the PAK file is located, then click Upload.

Once the upload is complete, click Next.

Review the EULA information and if you agree to the terms, click to select the | accept the terms of this agreement box then click
Next.

After the solution is installed, click Finish.

Once the installation is complete, select the NSX-T management pack in the Solution window and click the Configure icon to
configure the Solution Adapter instance.

On the Manage Solutions window, locate the Instance settings section, enter the required instance details for the NSX-T
Manager.

In the Credential field, click the (+) Add icon. The Manage Credential window displays.
On the Manage Credential window, enter the NSX-T manager credentials then click OK.
Click the Test Connection button.

Once the test validation is complete, click OK.

Click SAVE SETTINGS to save the details of the NSX-T Adapter and click CLOSE.

vROps integration with vSAN

About this task

By integrating the vROps with vSAN, you can use the provided vROps dashboard to evaluate, manage, and optimize the performance of
vSAN objects and vVSAN-enabled objects in your vCenter Server system.

Steps

1. Login to vROps Manager Web GUI with admin credentials.

2. Click Administration, Solutions, Configuration.

3. From the Solutions window, select Solution pack for vSAN, then click the Configure icon.

4. In the Manage Solution screen, enter the Display name, Description, and vCenter server IP in the fields provided.

5.

Figure 142. Instance settings
In the Credential field, click the (+) icon. The Manage Credential window displays.
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6
7
8.
9
10.
1.

12.

. On the Manage Credential screen, enter the vCenter credentials then click OK.

From the Manage Solution screen, click the Test Connection button to validate.

Once the connection is validated, the Review and Accept Certificate window displays.
Review the certificate details and click Accept to accept the certificate.

Click OK to acknowledge the test results.

Click Save Settings then click Close.

(D | NOTE: Repeat the steps in this section to add the resource and edge clusters.

Return to the Home screen and verify that the VSAN has dedicated dashboard items available on vROps.

vROps integration with vCD

About this task

VROPs Management pack for vCloud Director can be download from the VMware Marketplace. vROps uses this pack to monitors the
vCloud Director health and sends the early warnings, alerts.

NOTE: Download the Management Pack for vCD from the VMware Marketplace. Perform the steps in this section for
the vCD.

Steps

SIS BN NSRS
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Log in to VROps Manager Web GUI with admin credentials.

Click Administration, Solutions, and then Repository.

In the Repository window, click the Add (+) icon in the other Management Packs section to upload the PAK file for vCD.
Click Browse to go to the location where the PAK file is located, then click Upload.

Once the upload is complete, click Next.

Review the EULA and if you agree to the terms, click to place a check in the | accept the terms of this agreement check box then
click Next.

After the solution is installed, click Finish.

Once the installation is complete, select the vCD management pack in the Solution window, and click the Configure icon to configure
the Solution Adapter instance.

On the Administration window, click the Solutions tab, select Solution pack for vCD, then click the Configure icon.

From the Manage Solution screen, enter the Display name, Description, and vCloud Director name/IP for vCD Cell 1in the
fields provided.
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Figure 143. Manage Solution screen
In the Credential field, click the (+) icon. The Manage Credential window displays.

On the Manage Credential window, locate and click on the Credential kind drop-down list, select vCloud System Credential, and
enter the vCD Cell1 credentials then click OK.

On the Manage Solution screen, click the Test Connection button to validate. Once the connection is validated, the Review and
Accept Certificate message displays.

Review the certificate details and click Accept to accept the certificate.

Click OK to acknowledge the test results.

Click Save Settings.

In the left navigation pane, click the (+) icon to add vCD Cell 2.

Enter the Display name, Description, and vCloud Director name/IP for vCD Cell 2 in the fields provided.
In the Credential field, click the (+) icon. The Manage Credential window displays.

On the Manage Credential screen, enter the vCD Cell2 credentials then click OK.

On the Manage Solution window, click the Test Connection button to validate. Once the connection is validated, the Review and
Accept Certificate message displays.

Review the certificate details and click Accept to accept the certificate.

Click OK to acknowledge the test results.

Click Save Settings.

In the left navigation pane, click the (+) icon to add vCD Cell 3.

Enter the Display name, Description, and vCloud Director name/IP for vCD Cell 3 in the fields provided.
In the Credential field, click the (+) icon. The Manage Credential window display.

On the Manage Credential window, enter the vCD Cell 3 credentials then click OK.

On the Manage Solution window, click the Test Connection button to validate. Once the connection is validated, the Review and
Accept Certificate message displays.

Review the certificate details and click Accept to accept the certificate.
Click OK to acknowledge the test results.
Click Save Settings, then click Close.
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vROps integration with vRealize Orchestrator

About this task

VROps Management pack for vRealize Orchestrator can be download from the VMware Marketplace. vVROps uses this pack to monitors
the health of vRO and sends the early warnings, alerts.
NOTE: Download the Management Pack for vRO from the VMware Marketplace. Perform the steps in this section for
the vRO.

Steps

Log in to VROps Manager Web GUI with admin credentials.

Click Administration, Solutions, and then Repository.

In the Repository screen, click the Add (+) icon in the other Management Packs section to upload the PAK file for vRO.
Click Browse to go to the location where the PAK file is located, then click Upload.

Once the upload is complete, click Next.

Review the EULA and if you agree to the terms, click to place a check in the | accept the terms of this agreement box then click
Next.

After the solution is installed, click Finish.

8. Once the installation is complete, select the VRO management pack in the Solution window and click the Configure icon to configure
the Solution Adapter instance.

9. On the Administration screen, click the Solutions tab, select management pack for vRO, then click the Configure icon.

SN NI

N

10. From the Manage Solution screen, enter the Display name, Description, vRealize Orchestrator name/IP, and Port number in
the fields provided.

1. Expand the Advanced Settings, then from the Collectors and Group drop-down list, select vRealize Operations Manager
Collector-vrops-master option.

182 VMware vRealize Operations Manager deployment and configuration



12.
13.

14.

15.
16.
17.

Manage Solution - VMware vRealize Orchestrator T X

Adapter Type Description Instances Werskon Pravided by Reset Detault Cont...
vRealize Orchestrator Adapter vRealize Orchestrator Adapter 1 3.013077040 VMware Inc
Instance Sattin
= X gs
hetance Narve Display Mame VRO
Description
VRO )

Basic Settings

videalize

Oibiriratoriest vro.delinfudelinfucom [';}
Part 8281
Auto Discovery true
Credential &

TEST CONMECTION
« Advanced Settings

Collectors/Groups  vRealize Operations Manage @

SAVE SETTINGS

Figure 144. Manage Solution screen
In the Credential field, click the (+) icon. The Manage Credential window displays.

On the Manage Credential window, locate and click on the Credential kind drop-down list, select vRO System Credential, and
enter the vRO credentials then click OK.

On the Manage Solution window, click the Test Connection button to validate. Once the connection is validated, the Review and
Accept Certificate message displays.

Review the certificate details and click Accept to accept the certificate.
Click OK to acknowledge the test results.
Click Save Settings, then click Close.
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vSphere Replication

Prerequisites
Download the vSphere Replication iso image file and mount it on the system

Management pod must be up and running
DNS entry for vSphere Replication must be added in the DNS server.

About this task

VSphere Replication is an alternative to storage-based replication. It protects virtual machines from partial or complete site failures by
replicating the virtual machines between the following sites:

From a source site to a target site

Within a single site from one cluster to another
From multiple source sites to a shared remote target site

Steps

1. Log in to the Management vCenter using the VMware vSphere Web Client.
2. Right-click on the Management Datacenter, then select Deploy OVF Template.
3. On the Select template screen, enter the download URL or click Browse to locate the .OVA following files on your computer, then
click Next.
vSphere_Replication_OVF10.cert
vSphere_Replication_OVF10.mf
vSphere_Replication_OVF10.ovf
vSphere_Replication_support.vmdk
vSphere_Replication_system.vmdk

4. On the Select name and location window, enter the Name and select the Location to deploy vSpehre Replication then click
Next.

5. On the Select a resource screen, select the ESXi to deploy vSpehre Replication, and click Next.
6. On the Review details screen, review the settings selected then click Next.

7. Use the scroll bar to review the information in the Accept license agreement screen and if you agree, then click Accept, and click
Next.

8. On the Select configuration screen, select the type of deployment configuration from the Configuration drop-down list and click
Next.
For this deployment, 4vCPU is used.

9. On the Select storage screen:
a. From the Select virtual disk format drop-down list, select Thin provision.

b. From the VM storage policy drop-down list, select vSAN Default Storage Policy.
c. Select the vSAN datastore and click Next.

10. In the Select networks screen:
a. Select the appropriate networks. For this deployment, VM-Mgmt-Network is used.
b. From the IP allocation drop-down list, select Static - Manual.
c. Click Next.

11. On the Customize template screen, in the Application section fill the following fields:
a. In the Password field, set the root account password.

b. Inthe NTP Servers field, enter the NTP server IP address.
c. Inthe Hostname field, enter the host name for vSphere Replication VM.

12. On the Customize template screen, in the Networking Properties section, fill the following fields:

a. Default Gateway: Enter the IP address of default gateway for vSphere Replication.
b. Domain Name: Enter the domain name for vSphere Replication.
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Domain Search Path: Enter the domain search path for vSphere Replication.
Domain Name Servers: Enter the DNS IP address.

Management Network IP Address: Enter the IP address for Management network.
Management Network Netmask: Enter the netmask IP for Management network.

o0

¥# Deploy OVF Template
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Figure 145. Customize Template screen
Click Next.
On the vService bindings screen, verify the binding status is up, and click Next.

On the Read to complete screen, review the provided configuration details then click Finish to deploy vSphere Replication VM.

Once the deployment is completed, on the select the vSphere Replication VM.

In the right navigation panel, locate the Actions drop-down list, then select Edit Settings.
On the Edit Settings window, add a network adapter for Replication Network:

a. From the New device drop-down list, select Network then click Add.

b. From the New Network drop-down list, select the Replication Network.
¢. Check the Connect box.

Click OK and then Power-on the VM.

Configuring vSphere Replication

About this task

Configure the vSphere Replication using steps provided in this section.

Steps

SRS BN NIFSUEN

Log with the root credentials in to vSphere Replication Web Interface at: https://<<vSphere-Replication-FQDN/IP>>:5480
Click Network, and then Address.

In the eh1 info section, from the IPv4 Address Type drop-down list select Static.

In the IPv4 Address field, enter the vSphere Replication VM IP address.

In the Netmask field enter the netmask IP for vSphere Replication VM.

Click Save Settings.
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o vSphere Replication Appliance

Application Home | Help | Logout user roo

Network Address Settings
Mamaserver Source From Configuration Actions
Hostiname wrep.delinf.com ] | =
Preferred DNS Server [192.188.20.250 | [ Save Settings
Alemate DNS Server _ | [ Cancel Changes !
Domain Mame prep. delinfv.com |
Damain Ssaarch Path gelinfv.com ] ]
P4 Default Gatewsay 192 168.20.254 ]
¥ athl info

IPv4 Address Type [ Statc ¥ |

IPy4 Adgress [182.168.20.138 ]

Metmask [255.255.255.0 |
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IPva Address Type Sintic |
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Natmask [255.255.255.0 |

IPv6 Address Type Mone v
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Figure 146. Network Address screen
Click VR, and then Configuration.

In the IP Address for Incoming Storage Traffic field, enter the IP address of network adapter used by Replication Server for
incoming replication data.

Click Apply Network Setting.
The VR network settings changed successfully message displays.
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vSphere Replication Appliance

. Network | Update | System

Getting Started Secunty I Support

Startup Configuration
VR network settings changed successfully

Configuration Mode: ® Configure using the embedded database Actions
Manual configuration

Save and Restart Service |

Configure from an exssting VRM database

LookupService Address | | Unregister VRMS |
SS0 Administrator ladministrator@mgmtvsphere local | | Reset Embedded Dau.oaslp
Password [ |

VRM Host [192.188.20.138 | [ Browse

VRM Site Name: {acn'lOZde nfv.com

vCenter Server Address:  vcsa102.dedinfv.com

viCenter Server Port: bﬂ

vCenter Server Admin Mail: roct@192.1568.20.138

IP Address for Incoming Storage Traffic: [192.168.5.123 ]
[ Apply Network Setting

SSL Certificate Policy
Accept only SSL certificates signed by a trusted Certificate Authority
(You must click the "Save and Restart Service' button after changing this setting)
Install a new SSL Certificate
Generate a seff-signed certificate Generate and Install

Upload PHCS#12 (".pf) fle | Choose File | No file chosen

Upload and Install

Service Status

Figure 147. Target site screen
10. In the LookupService Address field, enter the FQDN of the vCenter Server.
1. Enter the Management vCenter SSO administrator username in the SSO Administrator field.
12. In the Password field, enter the SSO administrator password.
13. Click Save and Restart Service.
14. Review the SSL Certificate then click Accept.
15. Log-out and Log-in from vSphere Replication and Management vCenter to save the changes.

Configure vSphere Replication connection

About this task

This section provides steps to configure vSphere Replication for Site Recovery.

Steps

1. Log in to the Management vCenter using the VMware vSphere Web Client.

2. Inthe Navigator tree, select the vSphere Replication VM and click Home, and then Site Recovery.
3. Verify that the vSphere Replication displays the OK status.
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Site Recovery

Local vCenter Server iInstances are displayed below. If you want to see
more details, use the Open button. The Site Recovery application
opens in a new browser tak
ﬂ vCcsal02 delinfvcom
vSphere Replication & oK CONFIGURE |
DPEN Site Recovery [

Figure 148. vSphere Replication status

4. Click Open Site Recovery.
The Site Recovery opens in new tab.

5. On the Site Recovery page, from the Menu drop-down list, select Replications within the same vCenter Server then click the
FQDN/Host name of the vCenter.

On the Replications tab, click + New.
7. On the Virtual machines screen, check the box of each virtual machines that you want to protect, and click Next.
8. On the Target site screen:

a. On the Select the vSphere Replication server that will handle the replication, sclect Manually select vSphere
Replication Server radio button.

b. Select the vSphere Replication VM.
c. Click Next.
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Figure 149. Target site screen
On the Target datastore screen:

a. From the Disk format drop-down list select Same as source.
b. From the VM storage policy list, select vSAN Default Storage Policy.
c. Select the vSAN datastore.
d. Click Next.
On the Replication settings screen:
a. Inthe Recovery point Object (RPO) field, use the slider to set the acceptable period for which data can be lost in the case of a
site failure.
@ NOTE: A RPO determines the maximum data loss that you can tolerate. For example, an RPO of 1 hour seeks to
ensure that a virtual machine loses the data for no more than 1 hour during the recovery. For more information,
refer the VMware vSphere Replication Documentation.

b. Check the Enable point in time instances box to save the multiple replication instances that can be converted to snapshots of
source VM during recovery.

c. Then, enter the number of instance to keep and validity to store this instances.

d. Click Next.

On the Ready to complete screen, review the provided settings and click Finish.
Once the configuration is complete, the status changed to OK.

] Replications

Figure 150. Status updated to OK
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Set up anti-affinity rules

The Affinity rule setting establishes a relationship between two or more VMware VMs and hosts. Anti-affinity rules tell the vSphere
hypervisor platform to keep virtual entities separated.

Anti-affinity rules are created to keep two or more VMs separated on different hosts.

NOTE: The anti-affinity rules can be created for management and edge cluster VMs. The creation of a separate anti-
affinity rule for the VMs listed is recommended for the respective cluster. Dell EMC recommends the execution of this
section only after every component has been deployed and configured.

To create anti-affinity rules for management and edge pod components, see the Create an anti-affinity rule section.

The Management VM cluster list table displays a list of management cluster VMs that must be kept on different hosts using an anti-
affinity rule. For example, create an anti-affinity rule for management VCSA to always keep its three VMs (Active, passive and witness
node VM) on different hosts.

Table 40. Management VM cluster list

Rule name Create rule for virtual machines

Mgmt VCSA VCSA-Mgmt-Active VCSA-Mgmt-Passive VCSA-Mgmt-witness
Resource VCSA VCSA-Res-Active VCSA-Res-Passive VCSA-Res-witness
VvRLI_Rule vRLI-master vRLI-worker1 vRLI-worker2
vROPS_Rule vROPS-master vROPS-data vROPS-replica
NSX_Rule Nsx-Manager Nsx-1 Nsx-2

vCD_Rule vCD_Celll vCD_Cell2 vCD_Cell3

The following is a list of edge cluster VMs that must be kept on different hosts using an anti-affinity rule:

Table 41. Edge cluster list

Rule name Create rule for VMs

Edge_Rule01 Edge01 Edge02

Edge_Rule02 Edge03 Edge04
Prerequisites:

All components of the management cluster are deployed
All components of the resource cluster are deployed

Create an anti-affinity rule

Prerequisites

All the management VM should be deployed

About this task

Create anti-affinity rules using steps provided in this section.

Steps

1. Go to the VMware vCenter GUI, click the desired cluster, such as ManagementCluster, then select the Configure tab.
2. From the Configuration window, locate the VM/Host Rules and click the Add button.
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In the Create VM/Host Rule dialog box, enter a Name for the rule, for example Mgmt VCSA, and check the Enable rule box.
From the Type drop-down menu, select Separate Virtual Machines, then click Add.

From the Add Rule Member window, select the virtual machines to keep on different hosts then click OK.

Click OK to create the rule.

(D NOTE: Repeat the steps provided in this section to create the anti-affinity rule for the management, resource, and
edge cluster VMs.

Enable vSphere DRS

Prerequisites

SIS N

Make sure that anti-affinity rules are created for VMs

About this task

This section provides steps to enable vSphere DRS on Management cluster, Resource cluster, and Edge cluster.

Steps

1. On the VMware vSphere Web Client, go to the Management cluster, click the Configure tab, Services, vSphere DRS, and then
click Edit.

On the Edit cluster settings window, check the Turn ON vSphere DRS box.

Set the DRS Automation to Fully Automated.

Set the Power Management to Off, and then set the Advanced Options to None.
Click OK.

Verify that the vSphere DRS shows the Turned ON status.

o oA o

Gefting Started Summary  Monitor | Configure | Permissions Hosts VMs Datastores Networks Update Manager
vSphere DRS is Tumed ON

v Services » DRS Automation Fully Automated

vSphere DRS

vSphere Availability
» Power Management of
» VSAN

» Advanced Options None
~ Configuration

General

Figure 151. vSphere DRS status window
7. Repeat the steps provided within this section on the edge and resource clusters to enable the DRS.

Enabling vSphere availability

About this task

Perform the following steps on management, edge and resource clusters to enable vSphere availability:

Steps

In the VMware vSphere Web Client, go to the management cluster.

Click the Configure tab, then go to Services, click vSphere Availability, then click the Edit button.
Click to place a check in the Turn ON vSphere HA and Turn on Proactive HA boxes.

In the Failures and Responses section and select Enable Host Monitoring, then click OK.

Repeat the steps in this section, on the resource and edge cluster.

SNSRI CES
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17
Forwarding logs to vRLI

Forwarding vROps log to vRLI

Prerequisites

Configured vRLI server to receive the logs

About this task

You can configure VROps VM to send log messages to a remote logging server.

Steps

Log in to the vROps master VM.

From the top navigation panel, click Administrator and select the Management tab.
Click Log forwarding.

Select the box: output logs to external log server.
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Figure 152. Log forwarding
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Forwarding vSAN logs to vRLI

About this task

This section provides steps to forward logs from vSAN to vRLI.

Steps

1. Open the vRealize Log Insight Ul in a browser.

2. From the vRealize Log Insight Ul, click Admin then click Content Packs.

3. Click Interactive Analytics.

4. Click the Bell icon and select Manage Alerts.

5. Select the alerts that are vSAN related. In the search box of the Alerts dialog box, enter vSAN as a search phrase.

Alerts ®
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Figure 153. Alerts
6. Select the alerts VMware-vSAN content pack box and then click Enable.
7. In the Enable Alerts dialog box provide Email ID, fallback object, and Criticality.
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Enable Alerts

The following alerts will be enabled and saved to My Alerts:

VSAN - SSD health change to unhealthy state -
VSAN - Operation Failure - Ingress Congestion

VSAN - Configuration Failure - RAID Tree Depth Exceeded
VSAN - SSD Congestion Exceeded

VSAN - Configuration failure - Insufficient space

VSAN - Maximum Memory Congestion Reached

VSAN - Configuration Failure - Disk Assignment Failure
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U Webhook URLs separated by spac
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¥ Send to vRealize Operations Manager
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[ =)
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L) Auto Cancel (D

CANCEL ENABLE

Figure 154. Enable alerts
8. Click Enable.

Forwarding logs from vCD to vRLI

About this task

This section provides the steps to forward logs from vCloud Director to vRLI.

Steps

Open your browser and log in to vCD Cell1 with administrator credentials.

From the Administrator screen, locate the System Settings section and click General.
Enter the vRLI Master node IP in Syslog server 1.

Enter the vRLI virtual IP in Syslog server 2.

S NI NE e

Click Apply to save the change.
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Figure 155. Syslog server for vCD

Configure syslog server for NSX-T

Prerequisites

Configured VRLI server to receive the logs

About this task

You can configure NSX-T appliances to send log messages to a remote logging server.

Steps

1. From the CLlI, log in to the NSX-T — Manager using admin credentials.
2. Run the following command to configure a log server and the types of messages to send to the log server.

®

message IDs table for a list of available log message IDs.

set logging-server <hostname-or-ip-address|[:port]> proto <proto> level <level> [facility

<facility>] [messageid <messageid>] [certificate <filename>] [structured-data
<structureddata>]

@ | NOTE: For more information about this command, see the NSX-T CLI Reference section.
The command can be run multiple times to add multiple logging server configurations. For example:

nsx> set logging-server 192.168.20.113 proto udp level info facility syslog messageid
SYSTEM, FABRIC structured-data audit=true
nsx> set logging-server 192.168.20.113 proto udp level info facility auth,user

3. To view the logging configuration, enter the get logging-server command. For example:

nsx-manager> get logging-servers

Revert |

NOTE: Multiple facilities or message IDs can be specified as a comma delimited list, without spaces. See the Log

192.168.20.113 proto udp level info facility syslog messageid SYSTEM, FIREWALL structured-

data audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM,MONITORING structured-

data audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM,DHCP structured-data

audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM, ROUTING structured-
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data audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM, SWITCHING structured-
data audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM, FIREWALL-PKTLOG
structured-data audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM, - structured-data
audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM,SYSTEM structured-
data audit="true"

192.168.20.113 proto udp level info facility syslog messageid SYSTEM, GROUPING structured-
data audit="true"

®

NOTE: Repeat the steps in this section for the NSX-T Controller and NSX-T Edge to configure remote logging on
each node individually.

Log Message IDs

About this task

In a log message, the message ID field identifies the type of message. You can use the messageid parameter in the set logging-server
command to filter which log messages are sent to a logging server. Table 40 displays the list of available log Message IDs.

Message ID Examples

FABRIC - Host node
Host preparation
Edge node

Transport zone

Transport node

Uplink profiles

Cluster profiles

Edge cluster

Bridge clusters and endpoints

SWITCHING - Logical switch

Logical switch ports
Switching profiles
switch security features

ROUTING - Logical router
Logical router ports
Static routing
Dynamic routing

FIREWALL - Firewall rules

Firewall connection logs

FIREWALL-PKTLOG - Firewall connection logs

Firewall packet logs

GROUPING IP sets - Mac sets

NSGroups
NSServices
NSService groups
VNI Pool

IP Pool

DHCP - DHCP relay

SYSTEM - Appliance management (remote syslog, ntp, etc)
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Message ID Examples

Cluster management

Trust management

Licensing

User and roles

Task management

Install (NSX-T Manager, NSX-T Controller)

Upgrade (NSX-T Manager, NSX-T Controller, NSX-T Edge and
host-packages upgrades)

Realization

Tags

MONITORING . SNMP

Port connection
Traceflow
All other log messages
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Reference documentation

For additional system information, see the following documents:

Dell EMC Ready Solution vCloudNFV3.0 OpenStack - Deployment Manual Operations Guide
Dell EMC PowerEdge R640 Installation and Service Manual

Dell EMC PowerEdge R740 Installation and Service Manual

Dell EMC PowerEdge R740xd Owner's Manual

VMware vCloud NFV Reference Architecture v3.0

VMware API Reference Guide

NSX-T Installation Guide

Postman Documentation

vCloud Director 9.7 Documentation
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HTTPS://WWW.DELL.COM/SUPPORT/HOME/US/EN/19/PRODUCT-SUPPORT/PRODUCT/POWEREDGE-R640/DOCS
HTTPS://WWW.DELL.COM/SUPPORT/HOME/US/EN/19/PRODUCT-SUPPORT/PRODUCT/POWEREDGE-R740/DOCS
https://topics-cdn.dell.com/pdf/poweredge-r740xd_owners-manual_en-us.pdf
HTTPS://DOCS.VMWARE.COM/EN/VMWARE-VCLOUD-NFV/3.0/VMWARE-VCLOUD-NFV-30.PDF
HTTPS://VDC-DOWNLOAD.VMWARE.COM/VMWB-REPOSITORY/DCR-PUBLIC/9A5E9235-1C10-42DE-8E22-291888A67544/F809467E-7164-43A0-89B3-6D7DF9331297/VCLOUD_SP_API_GUIDE_31_0.PDF
HTTPS://DOCS.VMWARE.COM/EN/VMWARE-NSX-T-DATA-CENTER/2.3/COM.VMWARE.NSXT.INSTALL.DOC/GUID-3E0C4CEC-D593-4395-84C4-150CD6285963.HTML
HTTPS://LEARNING.GETPOSTMAN.COM/DOCS/POSTMAN/LAUNCHING-POSTMAN/INSTALLATION-AND-UPDATES/
HTTPS://DOCS.VMWARE.COM/EN/VCLOUD-DIRECTOR/INDEX.HTML
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