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Introduction

Junos OS runs on the following Juniper Networks
®
hardware: ACX Series, EX Series, M

Series, MX Series, PTX Series, QFabric systems, QFX Series, SRX Series, T Series, and

Junos Fusion.

These release notes accompany Junos OS Release 15.1R5 for the ACX Series, EX Series,

MSeries,MXSeries, PTXSeries,QFXSeries, andTSeries. Theydescribenewandchanged

features, limitations, and known and resolved problems in the hardware and software.

Junos OS Release Notes for ACX Series

These releasenotesaccompany JunosOSRelease 15.1R5 for theACXSeries.Theydescribe

newandchanged features, limitations, andknownand resolvedproblems in thehardware

and software.

You can also find these release notes on the Juniper Networks Junos OS Documentation

webpage, located at http://www.juniper.net/beta/junos/.

• New and Changed Features on page 8

• Changes in Default Behavior and Syntax on page 24

• Known Behavior on page 25

• Known Issues on page 26

• Resolved Issues on page 35

• Documentation Updates on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36

New and Changed Features

This section describes the features and enhancements in Junos OS Release 15.1R5 for

ACX Series Universal Access Routers.

• Hardware on page 9

• Class of Service on page 9

• Firewall Filters on page 10

• Interfaces and Chassis on page 11

• Installation on page 17

• Layer 2 Features on page 17

• Management on page 22

• Routing on page 23

• Security on page 23

• Subscriber Access Management on page 23

• Timing and Synchronization on page 23
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Hardware

• ACX Series Universal Access Router—Starting with Junos OS Release 15.1R3, Junos
OS supports the following Juniper Networks ACX Series Universal Access Routers:

• ACX1000 and ACX1100 Universal Access Router

• ACX2000 and ACX2100 Universal Access Router

• ACX2200 Universal Access Router

• ACX4000 Universal Access Router

These routers enableawide rangeofbusinessand residential applicationsandservices,

including microwave cell site aggregation, MSOmobile backhaul service cell site

deployment, and service provider or operator cell site deployment.

Class of Service

• Class of service for PPP andMLPPP interfaces (ACX Series)—Junos OS for ACX
SeriesUniversal AccessRouters support class-of-service (CoS) functionalities onPPP

and MLPPP interfaces. Up to four forwarding classes and four queues are supported

per logical interface for PPP and MLPPP packets.

The following restrictionsapplywhenyouconfigureCoSonPPPandMLPPP interfaces

on ACX Series routers:

• For interfaces with PPP encapsulation, you can configure interfaces to support only

the IPv4, Internet Protocol Control Protocol (IPCP), PPP Challenge Handshake

Authentication Protocol (CHAP), and Password Authentication Protocol (PAP)

applications.

• Drop timeout is not supported.

• Lossof traffic occursduringachangeof schedulingconfiguration; youcannotmodify

scheduling attributes instantaneously.

• Buffer size is calculated in terms of number of packets, with 256 bytes considered

as the average packet size.

• Only two loss priority levels, namely low and high, are supported.

• Support for MLPPP encapsulation (ACX Series)—You configure multilink bundles as
logical units or channelson the link services interface lsq-0/0/0.WithMLPPP,multilink

bundles are configured as logical units on lsq-0/0/0—for example, lsq-0/0/0.0 and

lsq-0/0/0.1. After creating multilink bundles, you add constituent links to the bundle.

MLPPP is supported on ACX1000, ACX2000, and ACX2100 routers, and with

Channelized OC3/STM1 (Multi-Rate) MICs with SFP and 16-port Channelized E1/T1

Circuit Emulation MIC on ACX4000 routers. With multilink PPP bundles, you can use

the PPP Challenge Handshake Authentication Protocol (CHAP) and Password

Authentication Protocol (PAP) for secure transmission over the PPP interfaces.

ToconfigureMLPPPencapsulation, include theencapsulationmultilink-ppp statement

at the [edit interfaces lsq-fpc/pic/port unit logical-unit-number] hierarchy level. To
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aggregate T1 links into a an MLPPP bundle, include the bundle statement at the [edit

interfaces t1-fpc/pic/port unit logical-unit-number family mlppp] hierarchy level.

• Support for configuring thesharedbuffer size (ACXSeries)—JunosOS forACXSeries
Universal Access Routers enable you to control the amount of shared packet buffer a

given queue can consume. Using this feature, you can ensure that important queues

have a higher chance of using the shared buffers than by not so important queues. To

achieve this, you can configure lower values for shared-buffermaximumCLI statement

for the not so important queues, and higher values for the shared-buffermaximum CLI

statement for the important queues.

You can explicitly configure the shared-buffer maximum CLI statement at the [edit

class-of-service] hierarchy level.

NOTE: The default value for shared-buffer maximum is 66%.

Firewall Filters

• Support for hierarchical policers (ACX Series)—On ACX Series routers, two-level
ingress hierarchical policing is supported. With single-level policers, you cannot

administer the method using which the committed information rate (CIR) and the

excess information rate (EIR) values specified in the bandwidth profile are shared

across different flows. For example, in a certain network deployment, youmight want

an equal or even distribution of CIR across the individual flows. In such a scenario, you

cannot accomplish this requirement using single-level policers and need to configure

aggregate or hierarchical policers.

Aggregate policers operate in peak, guarantee, and hybrid modes. You can configure

an aggregate policer by including the aggregate-policer aggregate-policer-name

statement at the [edit firewall policer policer-name if-exceeding] hierarchy level. You

canspecify themodeof theaggregatepolicer by including theaggregate-sharing-mode

[guarantee | peak | hybrid] statement at the [edit firewall policer policer-name

if-exceeding aggregate-policer aggregate-policer-name] hierarchy level.

• Enhancement to support additional firewall filter match capabilities (ACX
Series)—Starting inRelease 12.3X54, JunosOSforACXSeries router supportsadditional
match capabilities at the [edit firewall family ccc filter] and [edit firewall family inet

filter] hierarchy levels.

The existing firewall do not support Layer 2, Layer 3, and Layer 4 fields at the [edit

firewall family ccc filter] hierarchy level. With additional matching fields, ACX Series

routers support all the available Layer 2, Layer 3, and Layer 4 fields on the

user-to-network interface side (ethernet-ccc/vlan-ccc).

At the [edit firewall family inet filter] hierarchy level, the fragment-flagsmatch field

has been removed to accommodate the following Layer 2 and Layer 3 fields:
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Table 1: Fields added to [edit firewall family inet filter] hierarchy level

DescriptionField

Matches if packet is the first fragmentfirst-fragment

Matches if packet is a fragmentis-fragment

The scale for inet and ccc in the firewall family filter has been reduced from 250

hardware entries to 122 hardware entries.

Interfaces and Chassis

• Support for Channelized OC3/STM1 (Multi-Rate) Circuit EmulationMICwith SFP
(ACX4000)—The ACX4000 Universal Access Routers support the Channelized
OC3/STM1 (Multi-Rate) Circuit Emulation MIC with SFP (model number

ACX-MIC-4COC3-1COC12CE).

The key features supported are:

• Structure-Agnostic TDM over Packet (SAToP)

• Pseudowire Emulation Edge to Edge (PWE3) control word for use over an MPLS

packet-switched network (PSN)

• Support for 6-port Gigabit Ethernet Copper/SFPMIC (ACX4000)—The ACX4000
Universal Access Routers support the 6-port Gigabit Ethernet Copper/SFP MIC. The

6-port Gigabit Ethernet Copper/SFP MIC features six tri-speed (10/100/1000Mbps)

Ethernet ports. Each port can be configured to operate in either RJ45 or SFPmode and

can support PoE.

• Support for chassis management (ACX4000)—The ACX4000 Universal Access
Routers support the following CLI operational mode commands:

Show commands:

• show chassis alarms

• show chassis craft-interface

• show chassis environment

• show chassis environment pem

• show chassis fan

• show chassis firmware

• show chassis fpc pic-status

• show chassis hardware (clei-models | detail | extensive | models)

• show chassis mac-addresses

• show chassis pic fpc-slot fpc-slot pic-slot pic slot

• show chassis routing-engine
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Restart command:

• restart chassis-control (gracefully | immediately | soft)

Request commands:

• request chassis feb restart slot slot-number

• request chassis micmic-slotmic-slot fpc-slot fpc-slot (offline | online)

• request chassis pic offline fpc-slot fpc-slot pic-slot pic-slot

• User-defined alarms (ACX Series)—On an ACX Series router, the alarm contact port

(labeled ALARM) provides four user-defined input ports and two user-defined output

ports. Whenever a system condition occurs—such as a rise in temperature, and

depending on the configuration, the input or output port is activated.

To view the alarm relay information, issue the show chassis craft-interface command

from the Junos OS command-line interface.

• Support for Ethernet synthetic lossmeasurement (ACX Series)—You can trigger
on-demand and proactive Operations, Administration, and Maintenance (OAM) for

measurementof statistical counter valuescorresponding to ingressandegresssynthetic

frames. Frame loss is calculated using synthetic frames instead of data traffic. These

counters maintain a count of transmitted and received synthetic frames and frame

loss between a pair of maintenance association end points (MEPs).

The Junos OS implementation of Ethernet synthetic loss measurement (ETH-SLM) is

fully compliant with the ITU-T Recommendation Y.1731. Junos OSmaintains various

counters for ETH-SLM PDUs, which can be retrieved at any time for sessions that are

initiated by a certain MEP. You can clear all the ETH-SLM statistics and PDU counters.

• Support forNetworkAddressTranslation(ACXSeries)—NetworkAddressTranslation
(NAT) is a method for modifying or translating network address information in packet

headers. Either or both sourceanddestinationaddresses inapacketmaybe translated.

NAT can include the translation of port numbers as well as IP addresses. ACX Series

routers support only source NAT for IPv4 packets. Static and destination NAT types

are currently not supported on the ACX Series routers.

NOTE: In ACX Series routers, NAT is supported only on the ACX1100
AC-powered router.

• Support for inline service interface (ACX Series)—Junos OS for ACX Series Universal
Access Routers support inline service interface. An inline service interface is a virtual

physical interface that resideson thePacket ForwardingEngine. The si- interfacemakes

it possible to provide NAT services without a special services PIC.

To configure inline NAT, you define the service interface as type si- (service-inline)

interface. Youmust also reserve adequate bandwidth for the inline interface. This

enables you to configure both interface or next-hop service sets used for NAT.
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NOTE: In ACX Series routers, you can configure only one inline services
physical interface as an anchor interface for NAT sessions: si-0/0/0.

• Support for IPsec (ACX Series)—You can configure IPsec on ACX Series Universal
Access Routers. The IPsec architecture provides a security suite for the IP version 4

(IPv4) network layer. The suite provides functionality such as authentication of origin,

data integrity, confidentiality, replay protection, and nonrepudiation of source. In

addition to IPsec, Junos OS also supports the Internet Key Exchange (IKE), which

defines mechanisms for key generation and exchange, andmanages security

associations. IPsecalsodefinesasecurity associationandkeymanagement framework

that can be used with any network layer protocol. The security association specifies

what protection policy to apply to traffic between two IP-layer entities. IPsec provides

secure tunnels between two peers.

NOTE: IPsec is supported only on the ACX1100 AC-powered router.

• Support for ATMOAM F4 and F5 cells (ACX Series)—ACX Series routers provide
Asynchronous Transfer Mode (ATM) support for the following Operations,

Administration, and Maintenance (OAM) fault management cell types:

• F4 alarm indication signal (AIS) (end-to-end)

• F4 remote defect indication (RDI) (end-to-end)

• F4 loopback (end-to-end)

• F5 AIS

• F5 RDI

• F5 loopback

ATMOAM is supported on ACX1000, ACX2000, and ACX2100 routers, and on 16-port

Channelized E1/T1 Circuit Emulation MICs on ACX4000 routers.

JunosOSsupports the followingmethodsofprocessingOAMcells that traverse through

pseudowires with circuit cross-connect (CCC) encapsulation:

• Virtual path (VP) pseudowires (CCC encapsulation)

• Port pseudowires (CCC encapsulation)

• Virtual circuit (VC) pseudowires (CCC encapsulation)

For ATM pseudowires, the F4 flow cell is used to manage the VP level. On ACX Series

routers with ATM pseudowires (CCC encapsulation), you can configure OAM F4 cell

flows to identify and report virtual path connection (VPC) defects and failures. Junos

OS supports three types of OAM F4 cells in end-to-end F4 flows:

• Virtual path AIS

• Virtual path RDI

• Virtual path loopback
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For OAM F4 and F5 cells, IP termination is not supported. Also, Junos OS does not

support segment F4 flows, VPC continuity check, or VP performancemanagement

functions.

For OAM F4 cells, on each VP, you can configure an interval during which to transmit

loopback cells by including the oam-period statement at the [edit interfaces

interface-name atm-options vpi vpi-identifier] hierarchy level. To modify OAM liveness

valuesonaVP, include theoam-liveness statementat the [edit interfaces interface-name

atm-options vpi vpi-identifier] hierarchy level.

• Support for CESoPSN on Channelized OC3/STM1 (Multi-Rate) Circuit Emulation
MICwith SFP (ACX Series)—You can configure structure-aware TDM CESoPSN on

the Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC with SFP (model

number: ACX-MIC-4COC3-1COC12CE) onACXSeries routers. This rate-selectableMIC

can be configured as four OC3/STM1 ports or one OC12/STM4 port.

• Support for Point-to-Point Protocol encapsulation (ACXSeries)—You can configure
Point-to-Point Protocol (PPP) encapsulation on physical interfaces on ACX Series

routers. PPP provides a standard method for transporting multiprotocol datagrams

over apoint-to-point link. PPPuses theHigh-SpeedDataLinkControl (HDLC)protocol

for its physical interface andprovides apacket-oriented interface for the network-layer

protocols.

PPP is supported on the following MICs on ACX Series routers:

• On ACX1000 routers with 8-port built-in T1/E1 TDMMICs.

• On ACX2000 and ACX2100 routers with 16-port built-in T1/E1 TDMMICs.

• On ACX4000 routers with 16-port Channelized E1/T1 Circuit Emulation MICs.

On ACX Series routers, E1, T1, and NxDS0 interfaces support PPP encapsulation.

• Support forEthernet linkaggregation(ACXSeries)—JunosOSforACXSeriesUniversal
Access Routers support Ethernet link aggregation for Layer 2 bridging. Ethernet link

aggregation is amechanism for increasing the bandwidth of Ethernet links linearly and

improving the links' resiliency by bundling or combining multiple full-duplex,

same-speed, point-to-point Ethernet links into a single virtual link. The virtual link

interface is referred to as a link aggregation group (LAG) or an aggregated Ethernet

interface. The LAG balances traffic across the member links within an aggregated

Ethernet interface and effectively increases the uplink bandwidth. Another advantage

of link aggregation is increased availability, because the LAG is composed of multiple

member links. If onemember link fails, the LAG continues to carry traffic over the

remaining links.

• 16-port Channelized E1/T1 Circuit EmulationMIC (ACX4000)—ACX4000 Universal
Access Routers support the 16-port Channelized E1/T1 Circuit Emulation MIC (model

number ACX-MIC-16CHE1-T1-CE).

The key features supported on this MIC are:

• Structure-Agnostic TDM over Packet (SAToP)

• ATM encapsulation—Only the following ATM encapsulations are supported on this

MIC:
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• ATM CCC cell relay

• ATM CCC VCmultiplex

• ATM pseudowires

• ATM quality-of-service (QoS) features—traffic shaping, scheduling, and policing

• ATMOperation, Administration, and Maintenance

• ATM (IMA) protocol at the T1/E1 level with up to 16 IMA (Inverse Multiplexing for

ATM) groups. Each group can have 1-8 IMA links.

• Support for PIM and IGMP in global domain (ACX Series)—Junos OS for ACX Series
Universal Access Routers supports Protocol IndependentMulticast (PIM) and Internet

GroupManagementProtocol (IGMP)messages formulticast data delivery. ACXSeries

routers are used as a leaf in the multicast distribution tree so that subscribers in the

global domain can directly connect to the ACX Series routers through IPv4 interfaces.

ACX Series routers can also be used as a branch point in the tree so that they are

connected to other downstream ACX Series or MX Series routers and sendmulticast

data according to the membership established through the PIM or IGMPmessaging.

NOTE: ACXSeries routers support only sparsemode. Densemode onACX
series is supported only for control multicast groups for autodiscovery of
rendezvous point (auto-RP).

You can configure IGMP on the subscriber-facing interfaces to receive IGMP control

packets from subscribers, which in turn triggers the PIMmessages to be sent out of

the network-facing interface toward the rendezvous point (RP).

NOTE: ACX Series routers do not support IPv6 interfaces for multicast
data delivery and RP functionality.

• Support for dying-gasp PDU generation (ACX Series)—Junos OS for ACX Series
Universal Access Routers supports the generation of dying-gasp protocol data units

(PDUs). Dying gasp refers to an unrecoverable condition such as a power failure. In

this condition, the local peer informs the remote peer about the failure state. When

the remote peer receives a dying-gasp PDU, it takes an action corresponding to the

action profile configured with the link-adjacency-loss event.

ACX Series routers can generate and receive dying-gasp packets. When LFM is

configured on an interface, a dying-gasp PDU is generated for the interface on the

following failure conditions:

• Power failure

• Packet Forwarding Engine panic or a crash

• Support for logical tunnels (ACXSeries)—Logical tunnel (lt-) interfaces provide quite
different services depending on the host router. On ACX Series routers, logical tunnel

interfaces enable you to connect a bridge domain and a pseudowire.
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To create tunnel interfaces, an FPC and the corresponding Packet Forwarding Engine

on an ACX Series router must be configured to be used for tunneling services at the

[edit chassis] hierarchy level. The amount of bandwidth reserved for tunnel services

must also be configured.

To create logical tunnel interfaces and the bandwidth in gigabits per second to reserve

for tunnel services, include the tunnel-services bandwidth (1g | 10g) statement at the

[edit chassis fpc slot-number pic number] hierarchy level.

• Support for PPP encapsulation on Channelized OC3/STM1 (Multi-Rate) Circuit
EmulationMICwith SFP (ACX Series)—On ACX4000 routers, you can configure
Point-to-Point Protocol (PPP) encapsulation on physical interfaces on Channelized

OC3/STM1 (Multi-Rate) Circuit Emulation MIC with SFP. PPP provides a standard

method for transportingmultiprotocol datagrams over a point-to-point link. PPP uses

the High-Speed Data Link Control (HDLC) protocol for its physical interfaces and

provides a packet-oriented interface for the network-layer protocols.

On ACX Series routers, E1, T1, and NxDS0 interfaces support PPP encapsulation.

IP class of service (CoS) is not supported on PPP interfaces. All the traffic is sent to

the best effort queue (queue 0) and CoS code points are not processed. Also, fixed

classifiers are not supported. PPP is supported only for IPv4 networks.

• Support for dual-rate SFP+modules (ACX Series)—ACX2000, ACX2100, and
ACX4000 routers support the dual-rate SFP+ optic modules. Thesemodules operate

at either 1 Gbps or 10 Gbps speeds. When you plug in the module to the small

form-factor pluggable plus (SFP+) slot, the module can be set at either 1 Gbps or 10

Gpbs.

ACXSeries routers use the 2-port 10-Gigabit Ethernet (LAN)SFP+MIC in the following

two combinations:

• 2-port 10-GigabitEthernet (LAN)SFP+usesBCM84728PHYonACX2100/ACX4000

routers.

• 2-port 10-Gigabit Ethernet (LAN) SFP+ uses BCM8728/8747 on ACX2000 routers.

To configure an xe port in 1-Gigabit Ethernet mode , use the set interfaces xe-x/y/z

speed 1g statement. To configure an xe port in 10-Gigabit Ethernet mode, use the set

interfaces xe-x/y/z speed 10g statement. The default speedmode is 1-Gigabit Ethernet

mode.

• Support for inversemultiplexing for ATM (IMA) on Channelized OC3/STM1
(Multi-Rate)CircuitEmulationMICwithSFP(ACXSeries)—Youcanconfigure inverse
multiplexing for ATM (IMA) on the Channelized OC3/STM1 (Multi-Rate) Circuit

EmulationMICwith SFP (model number: ACX-MIC-4COC3-1COC12CE) on ACXSeries

routers. You can configure four OC3/STM1 ports or one OC12/STM4 port on this

rate-selectable MIC.

• Support for TDR for diagnosing cable faults (ACXSeries)-—Junos OS for ACX Series
Universal Access Routers supports Time Domain Reflectometry (TDR), which is a

technology used for diagnosing copper cable states. This technique can be used to

determine whether cabling is at fault when you cannot establish a link. TDR detects

the defects by sending a signal through a cable, and reflecting it from the end of the
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cable. Open circuits, short circuits, sharp bends, and other defects in the cable reflects

the signal back at different amplitudes, depending on the severity of the defect. TDR

diagnostics is supported only on copper interfaces and not on fiber interfaces.

TDR provides the following capabilities that you can use to effectively identify and

correct cable problems:

• Display detailed information about the status of a twisted-pair cable, such as cable

pair being open or short-circuited.

• Determine the distance in meters at which open or short-circuit is detected.

• Detect whether or not the twisted pairs are swapped.

• Identify the polarity status of the twisted pair.

• Determine any downshift in the connection speed.

Installation

• Support for USB autoinstallation fromXML file (ACX Series routers)—Junos OS for
ACX Series Universal Access Routers support USB autoinstallation using the

configuration file in XML format. The USB-based autoinstallation process overrides

the network-based autoinstallation process. If the ACX Series router detects a USB

Disk-on-Key device containing a valid configuration file during autoinstallation, the

router using the configuration file on Disk-on-Key instead of fetching the configuration

from the network.

• Support for hybridmode of autoinstallation—Junos OS for ACX Series Universal
Access Routers support hybrid mode of autoinstallation. The autoinstallation

mechanism allows the router to configure itself out-of-the-box with nomanual

intervention, using the configuration available on the network, locally through a

removable media, or using a combination of both. ACX Series routers support the

retrieval of partial configuration from an external USB storage device plugged into the

router’s USB port during the autoinstallation process. This partial configuration in turn

facilitates the networkmode of autoinstallation to retrieve the complete configuration

file from the network. This method is called hybrid mode of autoinstallation.

Layer 2 Features

• Support for Layer 2 security (ACX Series)—ACX Series routers support bridge family
firewall filters. These family filters can be configured at the logical interface level and

can be scaled up to 124 terms for ingress traffic, and 126 terms for egress traffic.

• Support for Ethernet Local Management Interface protocol (ACX Series)—The
Ethernet LocalManagement Interface (E-LMI)protocol onACXSeriesUniversalAccess

Routers supports Layer 2 circuit and Layer 2 VPN Ethernet virtual connection (EVC)

types.

JunosOS for ACXSeriesUniversal Access Routers support E-LMI only on provider edge

(PE) routers.

• Support for Layer 2 control protocols and Layer 2 protocol tunneling (ACX
Series)—You can configure spanning tree protocols to prevent Layer 2 loops in a bridge
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domain. Layer 2 control protocols for ACX Series Universal Access Routers include the

Spanning Tree Protocol (STP), Rapid Spanning Tree Protocol (RSTP), Multiple

SpanningTreeProtocol (MSTP), VLANSpanningTreeProtocol (VSTP), and Link Layer

Discovery Protocol (LLDP). ACX Series routers can support up to 128 STP instances,

which includes all instances of VSTP, MSTP, RSTP and STP.

Layer 2 protocol tunneling (L2PT) is supported on ACX Series routers. L2PT allows

Layer 2 protocol data units (PDUs) to be tunneled through a network. L2PT can be

configured on a port on a customer-edge router by using MAC rewrite configuration.

MAC rewrite is supported forSTP,CiscoDiscoveryProtocol (CDP),VLANTrunkProtocol

(VTP), IEEE 802.1X, IEEE 802.3ah, Ethernet LocalManagement Interface (E-LMI), Link

Aggregation Control Protocol (LACP), Link Layer Discovery Protocol (LLDP), Multiple

MACRegistration Protocol (MMRP), andMultiple VLANRegistration Protocol (MVRP)

packets.

• Support for Layer 2 bridging (ACXSeries)—JunosOS for ACXSeries Universal Access
Routers supports Layer 2 bridging and Q-in-Q tunneling. A bridge domain is created

by adding a set of Layer 2 logical interfaces in abridgedomain to represent abroadcast

domain. Layer 2 logical interfaces are created by defining one or more logical units on

aphysical interfacewithencapsulationasethernet-bridgeorvlan-bridge. All themember

ports of the bridge domain participate in Layer 2 learning and forwarding. You can

configure one or more bridge domains to perform Layer 2 bridging. You can optionally

disable learning on a bridge domain.

NOTE: ACX Series routers do not support the creation of bridge domains
by using access and trunk ports.

OnACXSeries routers, youcanconfigureE-LANandE-LINEservicesonbridgedomains.

When you configure E-LAN and E-LINE services by using a bridge domain without a

vlan-id statement, the bridgedomain should explicitly be normalizedby an inputVLAN

map to a service VLAN ID and TPID. Explicit normalization is required when a logical

interface’s outer VLAN ID and TPID are not the same as the service VLAN ID and TPID

of the service being configured.

• Support for IEEE 802.1ad classifier (ACX Series)—Junos OS for ACX Series Universal
Access Routers supports the IEEE 802.1ad classifier. Rewrite rules at the physical

interface level support the IEEE802.1ad bit value. The IEEE802.1ad classifier uses IEEE

802.1p and DEI bits together. On logical interfaces, only fixed classifiers are supported.

Youcanconfigureeither IEEE802.1por IEEE802.1adclassifiers at thephysical interface

level. You can define the following features:

• IEEE 802.1ad classifiers (inner or outer)

• IEEE 802.1ad rewrites (outer)

NOTE: Youcannot configure both IEEE802.1p and IEEE802.1ad classifiers
together at the physical interface level.
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ACXSeries routers support the IEEE802.1adclassifier and rewritealongwith theexisting

class-of-service features for Layer 2 interfaces.

• Support forOAMwithLayer2bridgingasatransportmechanism(ACXSeries)—Junos
OS for ACX Series Universal Access Routers supports the following OAM features that

use Layer 2 bridging as a transport mechanism:

• IEEE 802.3ah LFM—IEEE 802.3ah link fault management (LFM) operates at the

physical interface level and the packets are sent using Layer 2 bridging as a transport

mechanism.

• Dying-gasp packets—Dying-gasp PDU generation operates at the physical interface

level. Dying-gasppacketsare sent through the IEEE802.3ahLFM-enabled interfaces.

• IEEE 802.1ag and ITU-T Y.1731 protocols on downMEPs—IEEE 802.1ag configuration

faultmanagement (CFM)and ITU-TY.1731 performance-monitoringOAMprotocols,

which are used for end-to-end Ethernet services, are supported only on down

maintenance association end points (MEPs). The ITU-T Y.1731 protocol supports

delay measurement on downMEPs but does not support loss measurement on

downMEPs.

• Support for Storm Control—Storm control is supported on ACX Series routers. Storm

control is only applicable at the IFD level for ACX Series. When a traffic storm is seen

on the interface configured for storm control, the default action is to drop the packets

exceeding the configured bandwidth. No event is generated as part of this. Storm

control is not enabled on the interface by default.

• Support for RFC 2544-based benchmarking tests (ACX Series)—Junos OS for ACX
Series Universal Access Routers support RFC 2544-based benchmarking tests for

E-LINE and ELAN services configured using bridge domains. RFC 2544 defines a series

of tests that can be used to describe the performance characteristics of network

interconnectingdevices.RFC2544 testsmethodologycanbeapplied toasingledevice

under test, or a network service (set of devicesworking together to provide end-to-end

service). When applied to a service, the RFC 2544 test results can characterize the

service-level-agreement parameters.

RFC2544 testsareperformedby transmitting test packets fromadevice that functions

as the generator or the initiator. These packets are sent to a device that functions as

the reflector, which receives and returns the packets back to the initiator.

ACXSeries routers support RFC 2544 tests tomeasure throughput, latency, frame loss

rate, and back-to-back frames.

With embedded RFC 2544, an ACX Series router can be configured as an initiator and

reflector.

• You can configure RFC 2544 tests on the following underlying services:

• Between two IPv4 endpoints.

19Copyright © 2017, Juniper Networks, Inc.

New and Changed Features



• Between two user-to-network interfaces (UNIs) of Ethernet Virtual Connection

(EVC), Ethernet Private Line (EPL, also called E-LINE), Ethernet Virtual Private

Line (EVPL), EVC (EPL, EVPL).

• Support for IEEE 802.1ag and ITU-T Y.1731 OAM protocols on upMEPs (ACX
Series)—Junos OS for ACX Series Universal Access Routers supports IEEE 802.1ag
configuration fault management (CFM) and ITU-T Y.1731 performance-monitoring

OAMprotocols on upmaintenance association endpoints (MEPs). CFMOAMprotocol

is supported on link aggregation group (LAG) or aggregated Ethernet (AE) interfaces.

The ITU-T Y.1731 protocol supports delay measurement on up MEPs but does not

support loss measurement on up MEPs.

NOTE: ACX Series routers do not support ITU-T Y.1731 OAM protocol on
AE interfaces.

• Support for Ethernet alarm indication signal (ACX Series)—Junos OS for ACX Series
UniversalAccessRouters support ITU-TY.1731 Ethernet alarm indication signal function

(ETH-AIS) to provide fault management for service providers. ETH-AIS enables you

tosuppressalarmswhena fault condition isdetected.UsingETH-AIS, anadministrator

can differentiate between faults at the customer level and faults at the provider level.

Whena fault condition isdetected,amaintenanceendpoint (MEP)generatesETH-AIS

packets to the configured client levels for a specified duration until the fault condition

is cleared. Any MEP configured to generate ETH-AIS packets signals to a level higher

than its own. A MEP receiving ETH-AIS recognizes that the fault is at a lower level and

then suppresses alarms at current level the MEP is in.

ACX Series routers support ETH-AIS PDU generation for server MEPs on the basis of

the following defect conditions:

• Loss of connectivity (physical link loss detection)

• Layer 2 circuit or Layer 2 VPN down

• Support for Ethernet ring protection switching (ACX Series)--You can configure
Ethernet ring protection switching (ERPS) on ACX Series routers to achieve high

reliability and network stability. The basic idea of an Ethernet ring is to use one specific

link, called the ring protection link (RPL), to protect thewhole ring. Links in the ringwill

never form loops that fatally affect the network operation and services availability.

ACX Series routers support multiple Ethernet ring instances that share the physical

ring. Each instance has its own control channel and a specific data channel. Each ring

instance can take a different path to achieve load balancing in the physical ring.When

no data channel is specified, ERP operates only on the VLAN ID associated with the

control channel. G.8032 open rings are supported.

ACX Series routers do not support aggregate Ethernet–based rings.

To configure Ethernet ring protection switching, include the protection-ring statement

at the [edit protocols] hierarchy level.

• Support for integrated routing and bridging (ACX Series)—Junos OS for ACX Series
Universal Access Routers supports integrated routing and bridging (IRB) functionality.
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IRB provides routing capability on a bridge domain. To enable this functionality, you

need to configure an IRB interface as a routing interface in a bridge domain and then

configure a Layer 3 protocol such as IP or ISO on the IRB interface.

ACX Series routers support IRB for routing IPv4 packets. IPv6 and MPLS packets are

not supported.

• Support for IGMP snooping (ACX Series)—Junos OS for ACX Series routers support
IGMPsnooping functionality. IGMPsnooping functionsbysnoopingat the IGMPpackets

received by the switch interfaces and building amulticast database similar to that a

multicast router builds in aLayer 3network.Using this database, the switchcan forward

multicast traffic only to the downstream interfaces of interested receivers. This

technique allowsmore efficient use of network bandwidth, particularly for IPTV

applications. You configure IGMP snooping for each bridge on the router.

• Support for unicast reverse path forwarding (ACX Series)—For interfaces that carry
IPv4 or IPv6 traffic, you can reduce the impact of denial-of-service (DoS) attacks by

configuring unicast reverse path forwarding (RPF). Unicast RPF helps determine the

source of attacks and rejects packets fromunexpected source addresses on interfaces

where unicast RPF is enabled.

Reversepath forwarding is not supportedon the interfaces that youconfigureas tunnel

sources. This limitation affects only the transit packets exiting the tunnel.

To configure unicast reverse path forwarding, issue the rpf-check statement at the

[edit interfaces interface-name unit logical-unit-number family inet] hierarchy level. RPF

fail filters are not supported on ACX Series routers. The RPF check to be used when

routing is asymmetrical is not supported.

• Support for disabling local switching in bridge domains (ACX Series)—In a bridge
domain, when a frame is received from a customer edge (CE) interface, it is flooded

to the other CE interfaces and all of the provider edge (PE) interfaces if the destination

MAC address is not learned or if the frame is either broadcast or multicast.

To prevent CE devices from communicating directly include the no-local-switching

statement at the [edit bridge-domains bridge-domain-name] hierarchy level. Configure

the logical interfaces in the bridge domain as core-facing (PE interfaces) by including

the core-facing statementat the [edit interfaces interface-nameunit logical-unit-number

family family] hierarchy level to specify that the VLAN is physically connected to a

core-facing ISP router and ensure that the network does not improperly treat the

interface as a client interface. When local switching is disabled, traffic from one CE

interface is not forwarded to another CE interface.

• Support for hierarchical VPLS (ACX Series)—Hierarchical LDP-based VPLS requires
a full mesh of tunnel LSPs between all the PE routers that participate in the VPLS

service. Using hierarchical connectivity reduces signaling and replication overhead to

facilitate large-scale deployments. In a typical IPTV solution, IPTV sources are in the

public domain and the subscribers are in the private VPN domain.

For an efficient delivery of multicast data from the IPTV source to the set-top boxes

or to subscribers in the private domain using the access devices (ACX Series routers

in this case), P2MP LSPs and MVPN are necessary. Because VPLS and MVPN are not

supportedonACX routers, analternativeapproach isused toachievehierarchicalVPLS
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(HPVLS) capabilities. The subscriber devices are connected to a VPLS or a Layer 3

VPN domain on the ACX Series (access) router and they are configured to import the

multicast routes. The support for PIM snooping in Layer 3 interfaces, IGMP snooping

inLayer2networks, IRB interfaces, and logical tunnel interfacesenablesHVPLSsupport.

Management

• Support for real-timeperformancemonitoring(ACXSeries)—Real-timeperformance
monitoring (RPM) allows you to perform service-level monitoring. When RPM is

configured on a router, the router calculates network performance based on packet

response time, jitter, and packet loss. You can configure these values to be gathered

by HTTP, Internet Control Message Protocol (ICMP), TCP, and UDP requests. The

router gathers RPM statistics by sending out probes to a specified probe target,

identified by an IP address. When the target receives a probe, it generates responses

thatare receivedby the router. Youset theprobeoptions in the test test-name statement

at the [edit services rpm probe owner] hierarchy level. You use the show services rpm

probe-results command to view the results of the most recent RPM probes.

NOTE: Packet Forwarding Engine timestamping is available only for ICMP
probes and for UDP probes with the destination port set to UDP_ECHO
port (7).

• Support for Virtual Router Redundancy Protocol version 2 (ACX Series)—Junos OS
for ACXSeries Universal Access Routers supports Virtual Router Redundancy Protocol

(VRRP)version2configuration.VRRPenableshostsonaLANtomakeuseof redundant

routers on that LANwithout requiring more than the static configuration of a single

default route on the hosts. Routers running VRRP share the IP address corresponding

to the default route configured on the hosts. At any time, one of the routers running

VRRP is themaster (active) and the others are backups. If the master fails, one of the

backup routers becomes the newmaster router, providing a virtual default router and

enabling traffic on the LAN to be routedwithout relying on a single router. Using VRRP,

a backup router can take over a failed default router within a few seconds. This is done

with minimum VRRP traffic and without any interaction with the hosts.

• Support forDHCPclientandDHCPserver(ACXSeries)—ACXSeriesUniversalAccess
Routers can be enabled to function as a DHCP client and an extended DHCP local

server. An extended DHCP local server provides an IP address and other configuration

information in response to a client request in the form of an address-lease offer. An

ACX Series router configured as a DHCP client can obtain its TCP/IP settings and the

IP address from a DHCP local server.

• Support for preservingDHCPserver subscriber information (ACXSeries)—JunosOS
for ACX Series Universal Access Routers preserves DHCP server subscriber binding

information. ACX series router functioning as a DHCP server stores the subscriber

binding information to a file and when the router reboots, the subscriber information

is read from the file and restored.

• Support for Two-Way Active Measurement Protocol (ACX Series)—Junos OS for
ACXSeriesUniversal AccessRouters supportsTwo-WayActiveMeasurementProtocol

(TWAMP). TWAMP provides amethod for measuring round-trip IP performance
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between two devices in a network. ACX Series routers support only the reflector side

of TWAMP.

Routing

• Support for ECMP flow-based forwarding (ACX Series)—Junos OS for ACX Series
Universal Access Routers supports equal-cost multipath (ECMP) flow-based

forwarding. An ECMP set is formedwhen the routing table containsmultiple next-hop

addresses for the same destination with equal cost. If there is an ECMP set for the

active route, JunosOS uses a hash algorithm to choose one of the next-hop addresses

in the ECMP set to install in the forwarding table. You can configure Junos OS so that

multiple next-hop entries in an ECMP set are installed in the forwarding table. On ACX

Series routers, per-flow load balancing can be performed to spread traffic across

multiple paths between the routers.

ECMP flow-based forwarding is supported for IPv4, IPv6, and MPLS packets.

Security

• Support for IP andMAC address validation (ACX Series)—Junos OS for ACX Series
UniversalAccessRouters supports IPandMACaddressvalidation.This featureenables

the ACXSeries router to validate that received packets contain a trusted IP source and

an Ethernet MAC source address. Configuring MAC address validation can provide

additional validationwhensubscribers accessbillable services.MACaddress validation

provides additional security by enabling the router to drop packets that do not match,

such as packets with spoofed addresses.

• Support for unattendedbootmode (ACXSeries)—JunosOS for ACXSeries Universal
AccessRouterssupportunattendedbootmode.Unattendedbootmodefeatureblocks

any knownmethods to get access to the router from CPU reset till Junos OS login

prompt, thereby preventing a user to make any unauthorized changes on the router

such as viewing, modifying, or deleting configuration information.

Subscriber AccessManagement

• Support for DHCP relay agent (ACXSeries)—You can configure extendedDHCP relay
options on an ACX Series router and enable the router to function as a DHCP relay

agent. ADHCP relay agent forwardsDHCP request and reply packets between aDHCP

client and a DHCP server that might or might not reside in the same IP subnet.

Toconfigure theDHCP relayagenton the router for IPv4packets, include thedhcp-relay

statement at the [edit forwarding-options] hierarchy level. You can also include the

dhcp-relay statement at the [edit routing-instances routing-instance-name

forwarding-options] and the [edit routing-instances routing-instance-name protocols

vrf] hierarchy levels.

Timing and Synchronization

• Support for PTP over Ethernet (ACX Series)—Precision Time Protocol (PTP) is
supported over IEEE 802.3 or Ethernet links on ACX Series routers. This functionality

is supported in compliance with the IEEE 1588-2008 specification. PTP over Ethernet
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enableseffective implementationofpacket-basedtechnology thatenables theoperator

to deliver synchronization services on packet-basedmobile backhaul networks that

are configured in Ethernet rings. Deployment of PTP at every hop in an Ethernet ring

using the Ethernet encapsulation method enables robust, redundant, and

high-performance topologies to be created that enables a highly-precise time and

phase synchronization to be obtained.

• PTP slave performancemetrics (ACX Series)—Precision Time Protocol (PTP) slave
devices are used toprovide frequencyand timedistribution throughout largenetworks.

On ACX Series routers, PTP slave devices calculate performancemetrics based on

standardPTP timingmessages. These performancemetrics includeboth inboundand

outbound packet delay and jitter between the PTP slave andmaster. Metrics are

exported every 15minutes to Junos Space. Performancemetrics are also stored locally

on the ACXSeries router and can be accessedwith the showptp performance-monitor

[short-term | long-term] command.

• Support for hybridmode (ACX Series)—Junos OS for ACX Series Universal Access
Routers supportshybridmode,which is acombinedoperationofSynchronousEthernet

and Precision Time Protocol (PTP). In hybrid mode, the synchronous Ethernet

equipmentclock (EEC)on the routerderives the frequency fromSynchronousEthernet

and the phase and time of day from PTP. Time synchronization includes both phase

synchronization and frequency synchronization.

Synchronous Ethernet supports hop-by-hop frequency transfer, where all interfaces

on the trail must support Synchronous Ethernet. PTP (also known as IEEE 1588v2)

synchronizes clocks between nodes in a network, thereby enabling the distribution of

an accurate clock over a packet-switched network.

To configure the router in hybrid mode, youmust configure Synchronous Ethernet

options at the [edit chassis synchronization] hierarchy level and configure PTP options

at the [edit protocols ptp] hierarchy level. Configure hybrid mode options by including

the hybrid statement at the [edit protocols ptp slave] hierarchy level.

Related
Documentation

Changes in Default Behavior and Syntax on page 24•

• Known Behavior on page 25

• Known Issues on page 26

• Resolved Issues on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36

Changes in Default Behavior and Syntax

This section lists the changes in behavior of JunosOS features and changes in the syntax

of JunosOSstatements andcommands from JunosOSRelease 15.1R5 for theACXSeries

Universal Access Routers.

• Interfaces and Chassis on page 25

• Management on page 25

Copyright © 2017, Juniper Networks, Inc.24

Junos OS Release 15.1R5 for the ACX Series, EX Series, M Series, MX Series, PTX Series, QFX Series, and T Series



Interfaces and Chassis

• Connectivity fault management MEPs on Layer 2 circuits and Layer 2 VPNs—On
interfaces configured on ACX Series routers, you no longer need to configure the

no-control-word statement at either the [edit protocols l2circuit neighbor neighbor-id

interface interface-name]or the [edit routing-instances routing-instance-nameprotocols

l2vpn] hierarchy level for Layer 2 circuits and Layer 2 VPNs over which you are running

CFMmaintenance association end points (MEPs). This configuration is not needed

because ACX Series routers support the control word for CFMMEPs. The control word

is enabled by default.

• In the output of the show interfaces command under theMACStatistics section, any

packet whose size exceeds the configured MTU size is considered as an oversized

frame and the value displayed in theOversized frames field is incremented. The value

displayed in the Jabber frames field is incremented when a bad CRC frame size is

between 1518 bytes and the configured MTU size.

• Support for chained composite next hop in Layer 3 VPNs—Next-hop chaining (also
known as chained composite next hop) is a composition function that concatenates

the partial rewrite strings associated with individual next hops to form a larger rewrite

string that is added to a packet. To configure the router to accept up to onemillion

Layer 3 VPN route updates with unique inner VPN labels, include the l3vpn statement

at the [edit routing-options forwarding-table chained-composite-next-hop ingress]

hierarchy level. The l3vpn statement is disabled by default.

Management

• Support for status deprecated statement in YANGmodules (ACX Series)—Starting
with Junos OS Release 15.1R5, Juniper Networks YANGmodules include the status

deprecated statement to indicate configuration statements, commands, and options

that are deprecated.

Related
Documentation

New and Changed Features on page 8•

• Known Behavior on page 25

• Known Issues on page 26

• Resolved Issues on page 35

• Documentation Updates on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36

Known Behavior

There are no known limitations in Junos OS Release 15.1R5 for the ACX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.
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Related
Documentation

New and Changed Features on page 8•

• Changes in Default Behavior and Syntax on page 24

• Known Issues on page 26

• Resolved Issues on page 35

• Documentation Updates on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36

Known Issues

This section lists the known issues in hardware and software in Junos OS Release 15.1R5

for the ACX Series Universal Access Routers.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Class of Service on page 26

• Firewall Filters on page 28

• Interfaces and Chassis on page 29

• Integrated Routing and Bridging on page 31

• Layer 2 Services on page 32

• MPLS Applications on page 34

• Network Management on page 34

• Statistics on page 34

• Timing and Synchronization on page 34

Class of Service

• When the rewrite-rules statement is configured with the dscp or the inet-precedence

options at the [edit class-of-service interfaces] hierarchy level, the expectation is that

the DiffServ code point (DSCP) or IPv4 precedence rewrite rules take effect only on

IPpackets. However, in addition to the IPpackets, theDSCPor IPv4 rewrite takes effect

on the IP header inside the Ethernet pseudowire payload aswell. This is not applicable

for ACX4000 router. PR664062

• In an ACX4000 router, whenever the scheduling and shaping parameters of a port or

any of its queues are changed, the entire scheduling configuration on the port is erased

and thenewconfiguration is applied.During the timewhensuchaconfigurationchange

is taking place, the traffic pattern does not adhere to user parameters. It is

recommended that the scheduling configurations are donemuch earlier before live

traffic. PR840313

• The VLAN packet loss priority (PLP) is incorrectly set when untagged VLAN frames

are receivedon the ingress interfacewithDSCPor IPprecedence classification enabled

and the NNI (egress) interface does not contain IEEE 802.1p rewrite rules. PR949524
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• On the ACX4000 router, when class of service is not configured, traffic egressing out

of the UNI port is going through all the queues instead of a default queue with code

point 000. This issue is seen with the 500 pseudowire. As a workaround, you can use

the following CLI command to avoid this issue:

user@host# set class-of-service system-defaults classifiers exp default

PR1123122

CoS limitations on PPP andMLPPP interfaces

The following are the common limitations on PPP and MLPPP interfaces:

• Traffic loss is observed when a CoS configuration is changed.

• Scheduling and shaping feature is basedonCIR-EIRmodel andnot basedonweighted

fair queuing (WFQ)model.

• Theminimum transmit rate is 32 Kbps and theminimum supported rate difference

between transmit rate and shaping rate is 32 Kbps.

• Buffer size is calculated based on the average packet size of 256 bytes.

• Low and High are the only loss priority levels supported.

• Themapping between forwarding class and queue is fixed as follows:

• best-effort is queue 0

• expedited-forwarding is queue 1

• assured-forwarding is queue 2

• network-control is queue 3

The following are the specific CoS limitations on MLPPP interfaces:

• Percentage rate configuration is not supported for shaping and scheduling. Rate

configuration is only supported in terms of bits per second.

• Buffer size is calculated based on a singlemember link (T1/E1) speed and is not based

on the number of member links in a bundle.

• Supports only transmit-rate exact configuration without fragmentation-map. Shaping

and priority will not be supported without fragmentation-map.

• If fragmentation-map configured, shaping is supported on forwarding class with

different priorities. If two or more forwarding classes are configured with the same

priority, then only transmit-rate exact is supported for the respective forwarding class.

• Supports only one-to-onemapping between a forwarding class and amulticlass. A

forwarding class can only send traffic corresponding to onemulticlass.
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The following is the specific CoS limitation on PPP interfaces:

• The distribution of excess rate between two or more queues of same priority happens

on a first-come first-servedbasis. The shaping rate configured on the respective queue

remains valid.

Firewall Filters

• In ACX Series routers, the following Layer 2 control protocols packet are not matched

(withmatch-all term) by using the bridge family firewall filter applied on a Layer 2

interface:

• Slow-Protocol/LACPMAC (01:80:c2:00:00:02)

• E-LMI MAC ((01:80:c2:00:00:07)

• IS-IS L2 MAC (01:80:c2:00:00:14/09:00:2B:00:00:14)

• STP BPDU (01:80:c2:00:00:00)

• VSTP BPDU (01:00:0C:CC:CC:CD)

• LLDP/PTP (01:80:c2:00:00:0E)

When layer rewrite is configured:

• VTP/CDP (01:00:0C:CC:CC:CC)

• L2PT RWMAC (01:00:0C:CD:CD:D0)

• MMRP (01:80:C2:00:00:20)

• MVRP (01:80:C2:00:00:21)

As a workaround, to match the Layer 2 control packet flows with a bridge family filter

term, youmust explicitly specify the destination MACmatch (along with other MAC

matches) in the firewall filter term and in the match term. PR879105

• In ACXSeries routers, a firewall filter cannot beapplied to a logical interface configured

with vlan-id-listor vlan-range. Asaworkaround, youcanconfigure the interface-specific

statement, which can be applied to the bridge, inet, ormpls family firewall filter.

PR889182

• In ACX Series routers, packet drops in the egress interface queue are also counted as

input packet rejectsunder the Filter statistics section in the output of the show interface

input-interfacesextensivecommandwhen thecommand is runon the ingress interface.

PR612441

• When the statistics statement is configured on a logical interface—for example, [edit

interface name-X unit unit-Y ]; the (policer | count | three-color-policer) statements are

configured in a firewall filter for the family any—for example, [edit firewall family any

filter filter-XYZ term term-T then] hierarchy level; and the configured filter-XYZ is

specified in the output statement of the logical interface at the [edit interface name-X

unit unit-Y filter] hierarchy level, the counters from the configuration of another firewall

family filter on the logical interface do not work. PR678847

• The policing rate can be incorrect if the following configurations are applied together:

Copyright © 2017, Juniper Networks, Inc.28

Junos OS Release 15.1R5 for the ACX Series, EX Series, M Series, MX Series, PTX Series, QFX Series, and T Series

http://prsearch.juniper.net/PR879105
http://prsearch.juniper.net/PR889182
http://prsearch.juniper.net/PR612441
http://prsearch.juniper.net/PR678847


• Thepoliceror three-color-policer statementconfigured ina firewall filter—forexample,

filter-XYZ at the [edit firewall family any filter filter-XYZ term term-T then] hierarchy

level, and filter-XYZ is specified as an ingress or egress firewall filter on a logical

interface—for example, interface-Xunit-Yat the [edit interface interface-Xunit unit-Y

filter (input|output) filter-XYZ] hierarchy level.

• Thepoliceror three-color-policerstatementconfigured ina firewall filter—forexample,

filter-ABC at the [edit firewall family name-XX filter filter-ABC term term-T then]

hierarchy level, and filter-ABC is configured as an ingress or egress firewall filter on

a family of the same logical interface interface-X unit-Y at the [edit interface

interface-Xunitunit-Y familyname-XXfilter (input|output) filter-ABC] hierarchy level.

NOTE: If one of these configurations is applied independently, then the
correct policer rate can be observed.

PR678950

Interfaces and Chassis

• Egress maximum transmission unit (MTU) check value of an interface is different for

tagged and untagged packets. If an interface is configured with CLI MTU value as x,

then the following would be the checks depending on outgoing packet type:

• Egress MTU value for unatagged packet = x − 4

• Egress MTU value for single-tagged packet = x

• Egress MTU value for double-tagged packet = x + 4

NOTE: The ingress MTU check is the same for all incoming packet types.

There is no workaround available. PR891770

• In ACX Series routers, when STP is configured on an interface, the detailed interface

traffic statistics show command output does not show statistics information but

displays the message Dropped traffic statistics due to STP State. However, the drop

counters are updated. There is no workaround available. PR810936

• When the differential-delay number option is configured in the ima-group-option

statement at the [edit interfaces at-fpc/pic/ima-group-no] hierarchy level, with a value

less than 10, someof themember linksmight not comeupand the groupmight remain

down resulting in traffic loss. Aworkaround is to keep thedifferential delay value above

10 for all IMA bundles.PR726279

• The ACX Series routers support logical interface statistics, but do not support the

address family statistics. PR725809

• BERT error insertion and bit counters are not supported by the IDT82P2288 framer.

PR726894
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• All 4x supportedTPIDscannotbeconfiguredondifferent logical interfacesof aphysical

interface. Only one TPID can be configured on all logical interfaces of a physical

interface. But different physical interfaces can have different TPIDs. As a workaround,

use TPID rewrite. PR738890

• The ACX Series routers do not support logical interface statistics for logical interfaces

with vlan-list or vlan-range configured. PR810973

• CFMup-MEP session (tomonitor pseudowire service) does not come upwhen output

VLANmap is configured as push on AC logical interface. This is due to a hardware

limitation in the ACX4000 router. PR832503

• For ATM interfaces with atm-ccc-cell-relay and atm-ccc-vc-mux encapsulation types

configured, andwith shapingprofile configuredon the interfaces, trafficdrop isobserved

when the configured shaping profile is changed. This problem occurs with 16-port

Channelized E1/T1 Circuit Emulation MICs on ACX4000 routers. As a workaround, you

must stop the traffic on the Layer 2 circuit before changing any of the traffic shaping

profile parameters. PR817335

• In the case of normalized bridge domain, with double-tagged aggregated Ethernet

interface as ingress, the classification based on inner tag does not work for ACX4000.

To do classification based on inner tag, configure the bridge domain with explicit

normalization and configure input and output VLANmap tomatch the behavior.

PR869715

• The MAC counter behavior of 10-Gigabit Ethernet is different compared to 1-Gigabit

Ethernet.

On 1-Gigabit Ethernet interfaces, if thepacket size is greater than 1518bytes, irrespective

of whether the packet is tagged or untagged, theOversized counter gets incremented.

If the packet has a CRC error, then the Jabber counter gets incremented.

On 10-Gigabit Ethernet interfaces, if the packet is size is greater than 1518 bytes and

the packet is untagged, then theOversized counter gets incremented. If the packet has

a CRC error, then the Jabber counter gets incremented.

If the packet is tagged (TPID is 0x8100), then theOversized counter is incremented

only if the packet size is greater than 1522 bytes (1518 + 4 bytes for the tag). The Jabber

counter is incremented only if the packet size is greater than 1522 bytes and the packet

has a CRC error.

The packet is considered as tagged if the outer TPID is 0x8100. Packets with other

TPIDs values (for example, 0x88a8, 0x9100, or 0x9200) are considered as untagged

for the counter. There is no workaround available. PR940569

• Layer 2 RFC2544 benchmarking test cannot be configured to generate dual-tagged

frameswhen the UNI interface is configured for the QnQ service. This occurs when the

input VLANmap push is configured on the UNI interface. There is no workaround

available. PR946832

• After running RFC2544 tests, PTP stops working when the tests are performed on the

same router. Aworkaround is to rebootFEBafter running theRFC2544 tests.PR944200
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• When an ACX1100 router with AC power is configured as PTP slave or boundary clock,

the router does not achieve PTP accuracy within the specification (1.5 us), even if the

PTP achieves the state Phase Aligned. PR942664

• Layer 2 RFC2544 benchmark test fails for packet sizes 9104 and 9136 when the test

bandwidth is less than 10-MB and the NNI interface link speed is 10-MB. This behavior

is also seen when the 10-MB policer or shaper is configured on the NNI interface. The

issue will not be seen if the egress queue is configured with sufficient queue buffers.

PR939622

• Limitations on logical tunnel interfaces—The following limitations apply when you
configure logical tunnel (LT) interfaces in ACX Series Universal Access Routers:

• ACX router supports a total of two LT interfaces in a system, one of bandwidth 1G

and another of bandwidth 10G.

• The bandwidth configured on the LT interface is shared between upstream and

downstream traffic on that interface. The effective available bandwidth for the

service is half the configured bandwidth.

• Supported encapsulations on LT interface are ethernet-bridge, ethernet-ccc,

vlan-bridge, vlan-ccc.

• Total number of LT logical interfaces supported on a router is 30.

• If anLT interfacewithbandwidth 1G is configuredandport-mirroring isalsoconfigured

on the router, then LT physical interface statistics may not be accurate for that LT

interface.

• Default classifiers are not available on the LT interface if a non-Ethernet PIC is used

to create the LT interface.

• LT interfaces do not support protocol configuration.

Integrated Routing and Bridging

The following are the limitations on integrated routing and bridging (IRB) for ACX Series

Universal Access Routers.

At the IRB device level, the following limitations apply:

• Behavior aggregate (BA) classifiers are not supported

• Statistics are not supported.

On an IRB logical interface, the following limitations apply:

• Statistics and Layer 2 policers are not supported

• Only inet and iso families are supported

31Copyright © 2017, Juniper Networks, Inc.

Known Issues

http://prsearch.juniper.net/PR942664
http://prsearch.juniper.net/PR939622


On an IRB logical interface family inet, the following limitations apply:

• Policer, rpf-check, and dhcp-client are not supported

When firewall is applied on an IRB logical interface family inet, the following limitations

apply:

• Default (global) filters are not supported.

• Supports only accept, forwarding-class, and loss-priority actions.

• Supports only input filters

InterfaceLimitations—IRBconfigurations supportsamaximumof 1000 logical interfaces

on a box.

Class-of-service Limitations—The following are CoS limitations for IRB:

• Maximum of 16 fixed classifiers are supported. Each classifier consumes two filter

entries and is shared with RFC 2544 sessions. Total number of shared filter entries is

32.

• Maximum of 64multifield filter classifiers are supported. Each classifier takes two

filter entries. Total 128 entries are shared between family inet based classifiers on IRB

and normal Layer 3 logical interfaces.

• Maximum 24 forwarding class and loss priority combinations can be rewritten. Each

rewrite rule takes single entry from egress filters. Total of 128 entries are shared by

rewrite-rules and all other output firewall filters.

• IRB rewrite is supported only on the ACX4000 Series router.

Firewall Limitations—The following are the firewall limitations for IRB:

• IRB supports only family inet filters.

• Only interface-specific and physical-interface specific filters are supported.

• Only forwarding-class and loss-priority actions are supported, other actions are not

supported.

Layer 2 Services

Limitations on Layer 2 bridging

The following Layer 2 bridging limitations apply for ACX Series Universal Access Routers:

• A bridge domain cannot have two or more logical interfaces that belong to the same

physical interface.

• A bridge domain with dual VLAN ID tag is not supported.

• The following inputVLANmap functionsarenot supportedbecause thebridgedomain

should have a valid service VLAN ID after normalization:

• pop-pop on double-tagged logical interface.

• pop on a single-tagged logical interface.
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• VLANmapwith VLAN ID value set to 0.

• swap-push and pop-swap VLANmap functions are not supported.

• Themaximum number of supported input VLANmaps with TPID swap is 64.

• MAC learning cannot be disabled at the logical interface level.

• MAC limit per logical interface cannot be configured.

• All STP ports on a bridge domain must belong to the sameMST (multiple spanning

tree) instance.

• If a logical interface is configured with Ethernet bridge encapsulation with push-push

as the input VLANmap, normalization does not work when single-tagged or

double-tagged frames are received on the logical port. Untagged frames received on

the logical interface are normalized and forwarded correctly.

• On a priority-tagged logical interface with the output VLANmap function pop, egress

VLAN filter check does not work.

• Output VLANmap function push cannot work on a dual-tagged frame egressing a

logical interface.

• In abridgedomainconfiguredwith vlan-id statement,whenadual-tagged frameenters

anon-dual-tagged logical interfaceandexits adual-tagged logical interface, theVLAN

tags are not translated correctly at egress.

Limitations on integrated routing and bridging

The following integrated routing and bridging (IRB) limitations apply for ACX Series

Universal Access Routers:

At the IRB device level, the following limitations apply:

• Behavior aggregate (BA) classifiers are not supported

• Statistics are not supported.

On an IRB logical interface, the following limitations apply:

• Statistics and Layer 2 policers are not supported

• Only inet and iso families are supported

On an IRB logical interface family inet, the following limitations apply:

• Policer, rpf-check, and dhcp-client are not supported

When firewall is applied on an IRB logical interface family inet, the following limitations

apply:

• Default (global) filters are not supported.

• Supports only accept, forwarding-class, and loss-priority actions.

• Supports only input filters
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MPLS Applications

• The scaling numbers for pseudowires and MPLS label routes published for the ACX

Series routers are valid only when the protocols adopt graceful restart. In case of

non-graceful restart, thescalingnumberswouldbecomehalfof thepublishednumbers.

PR683581

NetworkManagement

• In a connectivity faultmanagement (CFM) up-mep session, when a remote-mep error

is detected, the local-mep does not set the RDI bit in the transmitted continuity check

messages (CCM). This problem is not seen in ACX4000 routers and in down-mep

sessions. There is no workaround available. PR864247

• The ACX Series routers do not support the configuration of RPM probes to a routing

instance along with the configuration of the hardware-timestamp statement at the

[edit services rpm probe owner test test-name] hierarchy level. PR846379

Statistics

• ACXSeries routers do not support route statistics per next hop and per flow for unicast

andmulticast traffic. Only interface-level statistics are supported.

• The showmulticast statistics command is not supported on ACX Series routers.

[PR954273

Timing and Synchronization

• When you use the replace pattern command to toggle from a secure slave to an

automatic slave or vice versa in thePTPconfiguration of a boundary clock, the external

slave goes into a freerun state. Theworkaround is to use the delete and set commands

instead of the replace pattern command. PR733276

• When you configure PTP over IPv4 with a dual logical interface path on the same

physical interface, some of the routers in the ring get stuck in a FREERUNmode. This

happens while switching from a primary logical interface path to a secondary logical

interface path. PR1134121
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New and Changed Features on page 8•

• Changes in Default Behavior and Syntax on page 24

• Known Behavior on page 25

• Resolved Issues on page 35

• Documentation Updates on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36
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Resolved Issues

This section lists the issues fixed in the Junos OSmain release and themaintenance

releases.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Resolved Issues on page 35

Resolved Issues

There are no resolved issues in 15.1R3.

Related
Documentation

New and Changed Features on page 8•

• Changes in Default Behavior and Syntax on page 24

• Known Behavior on page 25

• Known Issues on page 26

• Documentation Updates on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36

Documentation Updates

There are no errata or changes in Junos OS Release 15.1R5 for the ACX documentation.

Related
Documentation

New and Changed Features on page 8•

• Changes in Default Behavior and Syntax on page 24

• Known Behavior on page 25

• Known Issues on page 26

• Resolved Issues on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

• Product Compatibility on page 36

Migration, Upgrade, and Downgrade Instructions

This section contains the upgrade and downgrade support policy for Junos OS for the

ACX Series Universal Access Routers. Upgrading or downgrading Junos OS can take

several hours, depending on the size and configuration of the network.

For informationabout software installationandupgrade, see the InstallationandUpgrade

Guide.

• Upgrade and Downgrade Support Policy for Junos OS Releases on page 36
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Upgrade and Downgrade Support Policy for Junos OS Releases

Support for upgrades and downgrades that spanmore than three Junos OS releases at

a time is not provided, except for releases that are designated as Extended End-of-Life

(EEOL) releases. EEOL releases provide direct upgrade and downgrade paths—you can

upgrade directly from one EEOL release to the next EEOL release, even though EEOL

releases generally occur in increments beyond three releases.

You can upgrade or downgrade to the EEOL release that occurs directly before or after

the currently installed EEOL release, or to twoEEOL releases before or after. For example,

JunosOSReleases 10.0, 10.4, and 11.4 are EEOL releases. You can upgrade from JunosOS

Release 10.0 toRelease 10.4 or even from JunosOSRelease 10.0 toRelease 11.4. However,

you cannot upgrade directly from a non-EEOL release that is more than three releases

ahead or behind. For example, you cannot directly upgrade from Junos OS Release 10.3

(a non-EEOL release) to Junos OS Release 11.4 or directly downgrade from Junos OS

Release 11.4 to Junos OS Release 10.3.

To upgrade or downgrade fromanon-EEOL release to a releasemore than three releases

earlier or later, first upgrade to the next EEOL release and then upgrade or downgrade

from that EEOL release to your target release.

For more information about EEOL releases and to review a list of EEOL releases, see

http://www.juniper.net/support/eol/junos.html.

For informationabout software installationandupgrade, see the InstallationandUpgrade

Guide.

Related
Documentation

New and Changed Features on page 8•

• Changes in Default Behavior and Syntax on page 24

• Known Behavior on page 25

• Known Issues on page 26

• Resolved Issues on page 35

• Documentation Updates on page 35

• Product Compatibility on page 36

Product Compatibility

• Hardware Compatibility on page 36

Hardware Compatibility

To obtain information about the components that are supported on the devices, and the

special compatibility guidelineswith the release, see theHardwareGuide for theproduct.

Todetermine the features supported onACXSeries routers in this release, use the Juniper

Networks Feature Explorer, a Web-based application that helps you to explore and

compare Junos OS feature information to find the right software release and hardware
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platform for your network. Find Feature Explorer at

http://pathfinder.juniper.net/feature-explorer/.

Related
Documentation

New and Changed Features on page 8•

• Changes in Default Behavior and Syntax on page 24

• Known Behavior on page 25

• Known Issues on page 26

• Resolved Issues on page 35

• Documentation Updates on page 35

• Migration, Upgrade, and Downgrade Instructions on page 35

Junos OS Release Notes for EX Series Switches

These releasenotesaccompany JunosOSRelease 15.1R5 for theEXSeries. Theydescribe

newandchanged features, limitations, andknownand resolvedproblems in thehardware

and software.

You can also find these release notes on the Juniper Networks Junos OS Documentation

webpage, located at http://www.juniper.net/techpubs/software/junos/.

• New and Changed Features on page 37

• Changes in Behavior and Syntax on page 44

• Known Behavior on page 45

• Known Issues on page 52

• Resolved Issues on page 55

• Documentation Updates on page 70

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

New and Changed Features

This section describes the new features and enhancements to existing features in Junos

OS Release 15.1 for the EX Series.

NOTE: The following EXSeries platforms are supported in JunosOSRelease
15.1R5: EX2200, EX3300, EX4200, EX4300, EX4500, EX4550, EX4600,
EX6200, EX8200, and EX9200.
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NOTE: A new J-Web distributionmodel was introduced in Junos OS Release
14.1X53-D10, and the samemodel is supported in Junos OS Release 15.1R1
and later. Themodel provides two packages:

• The J-WebPlatformpackage—Installedaspartof JunosOS;providesbasic
functionalities of J-Web.

• The J-WebApplication package—Optionally installable package; provides
complete functionalities of J-Web.

The J-Web Platform package is included in the EX2200, EX3300, EX4200,
EX4300, EX4500, EX4550, and EX6200 Junos OS Release 15.1R1 install
images.

For details about the J-Web distributionmodel, see Release Notes: J-Web

Application Package Release 15.1A2 for Juniper Networks EX Series Ethernet

Switches.

• Hardware on page 38

• Authentication and Access Control on page 39

• Interfaces and Chassis on page 40

• Junos OS XML API and Scripting on page 42

• Management on page 42

• MPLS on page 43

• Network Management and Monitoring on page 43

• Port Security on page 43

• Software Installation and Upgrade on page 44

• Spanning-Tree Protocols on page 44

Hardware

• EX9200-MPC line card for EX9200switches—Startingwith JunosOSRelease 15.1R3,
EX9200 switches support the new EX9200-MPC line card. It is a modular line card

thathas twoslotson the faceplate inwhichyoucan install anyof the followingmodular

interface cards (MICs):

• EX9200-10XS-MIC: It has ten 10-Gigabit Ethernet small form-factor pluggable plus

(SFP+)ports,whichcanhouseSFP+transceivers. Theseports support 10GBASE-SR,

10GBASE-LR, 10GBASE-ER, and 10GBASE-ZR transceivers.

• EX9200-20F-MIC: It has twenty 1-Gigabit Ethernet small form-factor pluggable

(SFP) ports withMedia Access Control Security (MACsec) capability, each of which

can house 1-gigabit SFP transceivers. These ports support 1000BASE-T,

1000BASE-SX, 100BASE-FX, 1000BASE-LX, 1000BASE-BX-U, 1000BASE-BX-D,

100BASE-BX-U, 100BASE-BX-D, and 1000BASE-LH transceivers.

• EX9200-40T-MIC: It has 40 RJ-45 ports.
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You can install the MICs in the following configurations:

• One EX9200-10XS-MIC

• One EX9200-20F-MIC

• One EX9200-10XS-MIC and one EX9200-20F-MIC

• Two EX9200-10XS-MICs

• Two EX9200-20F-MICs

• One EX9200-40T-MIC

You can transmit up to 130 gigabits of traffic through the line cardwithout packet drop.

• Newoptical transceiversupport—Startingwith JunosOSRelease 15.1R3, the40-Gigabit
Ethernet quad small form-factor pluggable plus (QSFP+) ports on EX9200-4QS and

EX9200-6QS line cards for EX9200 switches support the transceiver

JNP-QSFP-40G-LX4.

Authentication and Access Control

• CentralWeb authentication (EX2200, EX3300, and EX4300)—Starting with Junos
OS Release 15.1R3, you can configure central Web authentication to redirect Web

browser requests to a login page that requires the user to input a username and

password. Upon successful authentication, the user is allowed to access the network.

The login process is handled by a central Web authentication server, which provides

scaling benefits over local Web authentication, also known as captive portal.

Central Web authentication is useful for providing network access to temporary users,

such as visitors to a corporate site, who are trying to access the network using devices

that are not 802.1X-enabled. Web authentication can also be used as a fallback

authentication method for regular network users who have 802.1X-enabled devices,

but fail authentication because of other issues, such as expired network credentials.

[See Understanding Central Web Authentication.]

• RADIUS-initiated changes to an authorized user session (EX2200, EX3300, and
EX4300)—Starting with Junos OS Release 15.1R3, EX2200, EX3300, and EX4300
switches support changes to an authorized user session that are initiated by the

authentication server. The server can send the switch a Disconnect message to

terminate the session, or a Change of Authorization (CoA)message to modify the

sessionauthorizationattributes. CoAmessagesare typically used to changedata filters

or VLANs for an authenticated host.

[See Understanding RADIUS-Initiated Changes to an Authorized User Session.]

• Flexible authentication order (EX2200, EX3300, and EX4300)—Startingwith Junos
OS Release 15.1R3, you can configure the order of authentication methods that the

switch will use to authenticate an end device. By default, the switch will first attempt

to authenticate using 802.1X authentication, then MAC RADIUS authentication, and

then captive portal. You can override the default order of authentication methods by

configuring the authentication-order statement to specify that the switch use either
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802.1XauthenticationorMACRADIUSauthentication first. Captiveportalmust always

be last in the order of authentication methods.

[See Understanding Authentication on EX Series Switches.]

• RADIUS accounting interim updates (EX4300)—Starting with Junos OS Release
15.1R3, you can configure an EX4300 switch to send periodic updates for a user

accounting session at a specified interval to the accounting server. Interim accounting

updates are included in the exchange of messages between the client and the

accounting server. In RADIUS accounting, the client sends Accounting-Request

messages to the server, which acknowledges receipt of the requests with

Accounting-Responsemessages. Interim accounting updates are sent in

Accounting-Request messages with the Acct-Status-Type set to Interim-Update.

[See Understanding 802.1X and RADIUS Accounting on EX Series Switches.]

• Support formultiple terms inafiltersent fromtheRADIUSserver(EX4300)—Starting
with Junos OS Release 15.1R3, you can use RADIUS server attributes to implement

dynamic firewall filters with multiple terms on a RADIUS authentication server. These

filters canbedynamically appliedonall switches thatauthenticate supplicants through

that server, eliminating the need to configure the same filter onmultiple switches. You

candefine the filtersdirectlyon theserverbyusing the Juniper-Switching-Filter attribute,

which isaRADIUSattributespecific to JuniperNetworks, alsoknownasavendor-specific

attribute (VSA). Filter terms are configured using one or more match conditions and a

resulting action.

[See Understanding Dynamic Filters Based on RADIUS Attributes.]

• EAP-PAPprotocol support forMACRADIUSauthentication (EX2200, EX3300, and
EX4300)—Starting with Junos OS Release 15.1R3, you can configure the switch to use
the Password Authentication Protocol (PAP) when authenticating clients with the

MAC RADIUS authentication method. PAP transmits plaintext passwords over the

network without encryption. It is required for use with LDAP (Lightweight Directory

Access Protocol), which supports plaintext passwords for client authentication. This

feature is configured by using the authentication- protocol CLI statement at the [edit

protocols dot1x authenticator interface interface-namemac-radius] hierarchy level.

[See Understanding Authentication on EX Series Switches.]

Interfaces and Chassis

• Half-duplex link support (EX4300 switches)—Starting with Junos OS 15.1R4,
half-duplexcommunication is supportedonallbuilt-innetworkcopperportsonEX4300

switches. Full-duplex communication means that both ends of the communication

can send and receive signals at the same time. Half-duplex is also bidirectional

communication, but signals can flow in only one direction at a time. Half-duplex is

configured by default on EX4300 switches. If the link partner is set to autonegotiate

the link, then the link is autonegotiated to full duplex or half duplex. If the link is not set

to autonegotiation, then the EX4300 link defaults to half-duplex unless the interface

is explicitly configured for full duplex.

To explicitly configure full duplex:

[edit]
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user@switch# set interfaces interface-name speed 10m-or-100m
[edit]
user@switch# set interfaces interface-name ether-options no-auto-negotiate

To verify a half-duplex setting, issue one of:

user@switch> show interfaces interface-namemedia
user@switch> show interfaces interface-name extensive

To query the OID, issue:

user@switch> show snmpmib get dot3StatsDuplexStatus.SNMP-ifIndex

[See “Documentation Updates” on page 70.]

• LACPminimum link support on LAGs (EX9200 switches)—Starting with Junos OS
Release 15.1R3, LACPminimum link support is added to the existing minimum link

feature. Theminimum-link configuration specifies thata requiredminimumbandwidth

is provided for LAG interfaces. When there are not enough active links to provide this

minimumbandwidth for a LAG interface, the LAG interface is brought down. The LACP

minimum-link feature enhances the existing minimum-link feature by bringing down

the LAG interface on the peer device as well as on the device on which you have

configuredminimum links. Before the LACPminimum link enhancement wasmade, if

you configured theminimum link feature on one device but could not or had not

configured it on the peer device, traffic would exit the LAG interface on the peer device

although itwould be droppedat the destination because the LAG interface on the peer

is not be brought down. LACPminimum link is enabled by default when you configure

minimum links.

• Support for MC-LAG on logical systems (EX9200 switches)—Starting with Junos
OS Release 15.1, you can configure multichassis link aggregation (MC-LAG) interfaces

on logical systems within an EX9200 switch. When you configure multichassis

aggregated Ethernet interfaces on a logical system, ensure that these interfaces are

added with the samemultichassis aggregated Ethernet identification number and

redundancygroup identifier for theMC-LAGonbothpeersordevices thatareconnected

by the MC-AE interfaces. Ensure that the Inter-Chassis Control Protocol (ICCP) to

associate the routing or switching devices contained in a redundancy group is defined

on both peers within the logical systems of the devices. Such a configuration ensures

that all packets are transmitted using ICCP within the logical system network. The

logical system information is added, and then removed, by the ICCPprocess to prevent

each packet fromcontaining the logical systemdetails. This behavior enablesmultiple

disjoint users to employ MC-LAG capabilities within their networks transparently and

seamlessly. A unique ICCP definition for a logical system is created, thereby enabling

you to wholly manage ICCP parameters on one logical systemwithout the need for

access permissions to view other logical system networks on the same device.

Configuration of MC-LAG interfaces on logical systems enables MC-LAG to be used

across multiple routing tables and switch forwarding tables in active-active and

active-standbymodes of MC-LAG interfaces.

[SeeMultichassis Link Aggregation on Logical Systems Overview.]

• IPv6 support onmultichassis aggregated Ethernet interfaces (EX9200
switches)—Starting with Junos OS Release 15.1, multichassis aggregated Ethernet
interfaces on EX9200 switches support IPv6 and Neighbor Discovery Protocol (NDP).
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IPv6 neighbor discovery is a set of ICMPv6messages that combine IPv4messages

such as ICMP redirect, ICMP router discovery, and ARPmessages.

[SeeUnderstanding IPv6NeighborDiscoveryProtocolandMC-LAGsonEX9200Switches.]

Junos OS XML API and Scripting

• Support for replacing patterns in configuration data within NETCONF and Junos
XML protocol sessions (EX Series)—Starting with Junos OS Release 15.1, you can
replace variables and identifiers in the candidate configuration when you perform a

<load-configuration> operation in a Junos XML protocol or NETCONF session. The

replace-pattern attribute specifies the pattern to replace, thewith attribute specifies

the replacement pattern, and the optional upto attribute indicates the number of

occurrences to replace. The scope of the replacement is determined by the placement

of the attributes in the configuration data. The functionality of the attribute is identical

to that of the replace pattern configuration mode command in the Junos OS CLI.

[SeeReplacingPatterns inConfigurationDataUsing theNETCONFor JunosXMLProtocol.]

Management

• Support for YANG features, including configuration hierarchymust constraints
published in YANG, and amodule that defines Junos OS YANG extensions (EX
Series)—Startingwith JunosOSRelease 15.1, the JuniperNetworks configurationYANG
module includes configuration constraints published using either the YANGmust

statement or the Junos OS YANG extension junos:must. Constraints that cannot be

mapped directly to the YANGmust statement, which include expressions containing

special keywords or symbols such as all, any, unique, $, __, andwildcard characters, are

published using junos:must.

The junos-extensionmodule contains definitions for Junos OS YANG extensions,

including themustandmust-message keywords. The junos-extensionmodule is bound

to the namespace URI http://yang.juniper.net/yang/1.1/je and uses the prefix junos.

You can download Juniper Networks YANGmodules from the website, or you can

generate themodules by using the show system schema operational mode command

on your local device.

[See Using Juniper Networks YANGModules.]

• Support for enforcing RFC-compliant behavior in NETCONF sessions (EX
Series)—Startingwith JunosOSRelease 15.1, you can require that theNETCONF server
enforce certainbehaviorsduring theNETCONFsessionbyconfiguring the rfc-compliant

statement at the [edit system services netconf] hierarchy level. If you configure the

rfc-compliant statement, the NETCONF server explicitly declares the NETCONF

namespace in its replies and qualifies all NETCONF tagswith the nc prefix. Also, <get>

and<get-config>operations that return no configurationdatadonot includeanempty

<configuration> element in RPC replies.

[See Configuring RFC-Compliant NETCONF Sessions.]

Copyright © 2017, Juniper Networks, Inc.42

Junos OS Release 15.1R5 for the ACX Series, EX Series, M Series, MX Series, PTX Series, QFX Series, and T Series

http://www.juniper.net/techpubs/en_US/junos15.1/topics/concept/ipv6-neighbor-discovery-switches.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/junos-xml-protocol-configuration-data-replacing-patterns.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/operational/netconf-yang-module-obtaining-and-importing.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/concept/netconf-session-rfc-compliant.html


MPLS

• New command to display theMPLS label availability in RPD (EX Series)—Starting
with JunosOSRelease 15.1, anewshowcommand, showmpls labelusage, is introduced

to display the available label space resource in RPD and also the applications that use

the label space inRPD.Using this command, theadministrator canmonitor theavailable

labels in each label space and the applications that are using the labels.

[See showmpls label usage.]

NetworkManagement andMonitoring

• MIB support for media attachment unit (MAU) information (EX2200,
EX3300)—Starting with Junos OS Release 15.1R4, EX2200 and EX3300 switches
support standard and enterprise-specific MIBs that allow users to gather information

about MAUs connected to those switches. The switches populate the Entity (RFC

4133) and Entity State (RFC 4268) standard SNMPMIBs, and a newMIB table,

ifJnxMediaTable, which is part of the Juniper enterprise-specific Interface MIB

extensions. The objects in ifJnxMediaTable represent MAU information such as media

type, connector type, linkmode, and link speed.Users cangather this informationusing

the Junos OS CLI command show snmpmib or other remote SNMPMIB object access

methods.

See Standard SNMPMIBs Supported by Junos OS and ifJnxMediaTable.

Port Security

• Media Access Control Security (MACsec) support (EX9200 switches)—Starting
with Junos OS Release 15.1R1, MACsec is supported on all SFP interfaces on the

EX9200-40F-M line card when it is installed in an EX9200 switch. MACsec is an

industry-standard security technology that provides secure communication for all

traffic onpoint-to-point Ethernet links.MACsec is capableof identifyingandpreventing

most security threats, and can be used in combination with other security protocols

to provide end-to-end network security. MACsec can only be enabled on domestic

versions of Junos OS software. MACsec is standardized in IEEE 802.1AE.

[See Understanding Media Access Control Security (MACsec).]

• MACmove limiting support (EX9200 switches)—Starting with Junos OS Release
15.1R1,MACmove limiting is supportedonEX9200switches.MACmove limitingprovides

port security by controlling the number of MAC address moves that are allowed in a

VLAN in one second. When MACmove limiting is configured, the switch tracks MAC

addressmovementsonaccessand trunk interfaces.AMACaddressmoveoccurswhen

an interfaceon the switch receivesapacketwitha sourceMACaddress thathasalready

been learned by the switch, but on a different interface. If a MAC address movesmore

than the configured number of times within one second, you can configure an action

tobe takenon incomingpacketswithnewsourceMACaddresses.The incomingpackets

can be dropped, logged, or ignored. You can also specify an action to shut down or

temporarily disable the interfaces associated with that MAC address.

[See Understanding MAC Limiting andMACMove Limiting for Port Security on EX Series

Switches.]
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Software Installation and Upgrade

• Support forFreeBSD10kernel for JunosOS(EX9200switches)—Startingwith Junos
OS Release 15.1, on EX9200 switches, FreeBSD 10 is the underlying OS for Junos OS

instead of FreeBSD 6.1. This feature includes a simplified package naming system that

drops the domestic and world-wide naming convention. Because installation

restructures the file system, logs and configurations are lost unless precautions are

taken. There are now Junos OS and OAM volumes, which provide the ability to boot

from the OAM volume upon failures. Some system commands display a different

output than on earlier releases and a few others are deprecated.

[See Understanding Junos OSwith Upgraded FreeBSD.]

Spanning-Tree Protocols

• Global configuration of spanning-tree protocols (EX Series)—Starting with Junos
OS Release 15.1R1, global configuration of the spanning-tree protocols RSTP, MSTP,

and VSTP is supported on EX Series switches with Enhanced Layer 2 Software (ELS)

configuration style.

In earlier releases, ELSsupportedconfigurationof spanning-treeprotocolson individual

interfaces or on a range of interfaces. It did not support configuration of spanning-tree

protocols on all interfaces or disabling spanning-tree protocols on specific interfaces.

Starting with this release, CLI changes in ELS provide the options of configuring

spanning-tree protocols on all interfaces, disabling the configuration for individual

interfaces, and configuring VSTP on all VLANs or on a VLAN group.

[See Configuring RSTP (CLI Procedure), Configuring MSTP, and Configuring VLAN

Spanning-Tree Protocol.]

Related
Documentation

Changes in Behavior and Syntax on page 44•

• Known Behavior on page 45

• Known Issues on page 52

• Resolved Issues on page 55

• Documentation Updates on page 70

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

Changes in Behavior and Syntax

This section lists the changes in behavior of JunosOS features and changes in the syntax

of Junos OS statements and commands from Junos OS Release 15.1R5 for the EX Series.

• Dynamic Host Configuration Protocol on page 45

• Management on page 45
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Dynamic Host Configuration Protocol

• Format change for DHCPOption 18—On EX9200 switches with DHCP snooping
configured, when the VLAN ID is appended to the prefix of DHCP option 18, it appears

in decimal format instead of hexadecimal format.

Management

• Support forstatusdeprecatedstatement inYANGmodules(EXSeries)—Startingwith
JunosOSRelease 15.1R5, JuniperNetworksYANGmodules includethe statusdeprecated

statement to indicateconfiguration statements, commands, and options that are

deprecated.

Related
Documentation

New and Changed Features on page 37•

• Known Behavior on page 45

• Known Issues on page 52

• Resolved Issues on page 55

• Documentation Updates on page 70

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

Known Behavior

This section lists known behavior, systemmaximums, and limitations in hardware and

software in Junos OS Release 15.1R5 for the EX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Authentication and Access Control

• Infrastructure

• Interfaces and Chassis

• J-Web

• Layer 2 Features

• MPLS

• Multicast Protocols

• NetworkManagement andMonitoring

• Platform and Infrastructure

• Port Security

• Routing Protocols

• Software Installation and Upgrade

• Spanning-Tree Protocols
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• User Interface and Configuration

• Virtual Chassis

Authentication and Access Control

• OnEX4300switches, amaximumof5Ksupplicants is supported fordot1xd.PR962292

• OnEX9200switches, if youconfigurea firewall filter such that thenumberof characters

in the filtername, termname,andcounternameaddedtogetherexceeds 128characters,

802.1X (dot1x) authenticationmight fail andcause theNetworkProcessingCard (NPC)

to crash. As a workaround, configure the filter name, term name, and counter name

such that when the sum of the number of characters in those three names is added to

the sum of the number of characters in the interface name and the MAC address, the

total does not exceed 128. PR1083132

• On EX9200 switches, 802.1X (dot1x) authenticationmight not be performed if a voice

VLAN is changed or modified to a data VLAN after a client is authenticated in that

voice VLAN. This problem occurs when a VoIP VLAN is configured, a client is

authenticated in a configured data VLAN, and then the VoIP VLAN is configured as a

new data VLAN (that is, you delete the VoIP configuration and delete the current data

VLANmembership, and configure the original VoIP VLAN as the new data VLAN).

PR1074668

• On an EX4300 or a QFX5100 switch, a MAC address that is specified as part of a

MAC-based VLAN is authenticated on an interface, for example, xe-1/1/1, on which

802.1X authentication in multiple supplicant mode is configured. However, the same

MAC address might not be authenticated on another interface, for example, xe-2/1/1,

if the MAC address moves to interface xe-2/1/1 from interface xe-1/1/1. PR1007589

Infrastructure

• OnEXSeries switches, ARP reply packetsmight get droppedwhen the switch receives

reverse-path forwarding (RPF) multicast failure packets at a high rate (for example,

300 pps). As a workaround, create a static ARP entry for the next-hop device.

PR1007438

• On EX3300 and EX4200 switches, DHCPv6 packets are duplicated with option18

configured (one packet with option 18 and one without option 18) when switches are

configuredwithdhcpv6-option18use-option82. This is anexpectedbehavior.PR1184593

Interfaces and Chassis

• The internal management Ethernet interfaces (em-) might fail autonegotiation after

a reboot if one of the em- interfaces is in a link-down condition. PR829521

• On EX Series switches on which Link Aggregation Control Protocol (LACP) is enabled

ona linkaggregationgroup(LAG) interface, after you reboot themasterRoutingEngine

and if the first LACP packet is dropped during switchover, LACPmight get stuck in the

same state for a long time (about 10 seconds), causing the LAG interface to flap and

traffic drop on the LAG interface. PR976213

• OnanEX2200VirtualChassiswith threemembers, if youconfigurenine linkaggregation

groups (LAGs) and eight interfaces per LAG bundle, the LACP links might move down
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and up continuously. As a workaround, configure eight link aggregation groups and

eight interfaces per LAG bundle. PR1030809

• On EX9200 switches configured with an MC-LAG, the Inter-Chassis Control Protocol

(ICCP) might flap if you configure another interchassis link (ICL) that is on new

multichassis aggregated Ethernet (MC-AE) interfaces. PR1046022

• On EX9200 switches on which a MAC limit is configured with packet-action log, a

packet dropmight occur when interface-mac-limit is configured withmac-table-size

on a specific VLAN or on a global VLAN hierarchy. PR1076546

• On EX9200 switches, if you configuremac-move-limitwith packet-action shutdown

onaVLAN that includes anMC-AE interface andanaccess interface, the packet action

is not performed if traffic hits the limit between the MC-AE interface and the access

interface. PR1079383

• On EX9200 switches, if you configuremac-move-limitwith packet-action shutdown

on a VLAN that includes twomembers of a multichassis link aggregation group

(MC-LAG) AE interface, if traffic hits the limit between the twoMC-AE interfaces, a

peer link belonging to one of theMC-AE interfacesmight go down and only 50 percent

of the traffic might reach its destination. PR1079436

• On EX9200 switches, unified in-service software upgrade (ISSU)might not work

properly for an upgrade to Junos OS Release 15.1. As a workaround, manually upgrade

the Routing Engine. PR1091610

• On EX9200 switches, traffic loss of more than one second (two through six seconds)

might occur on the active node of anMC-LAGwhen the Inter-Chassis Control Protocol

(ICCP) goes down and comes back up. PR1107001

• If an Inter-ChassisControlProtocol (ICCP) interfaceonanEX9200switch inanMC-LAG

Active-Active topology is disabled and then reenabled, traffic could be dropped for

more than 2 seconds. PR1173923

J-Web

• In the J-Web interface, you cannot commit some of the configuration changes in the

Port Configuration page or the VLAN Configuration page because of the following

limitations for port-mirroring ports and port-mirroring VLANs:

• A port configured as the output port for an analyzer cannot be amember of any

VLAN other than the default VLAN.

• A VLAN configured to receive analyzer output can be associated with only one

interface.

PR400814

• In the J-Web interface, in the Port Security Configuration page, configuring the action

optionwhen you configure theMAC limit option ismandatory, even though configuring

an action value is not mandatory in the CLI. PR434836

• OnEX4200switches, in the J-Web interface, if you try tochange thepositionof columns

using the drag-and-dropmethod, only the column headers move to the new position

insteadof theentirecolumn in theOSPFGlobalSettings table in theOSPFConfiguration
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page, theGlobal Information table in theBGPConfigurationpage, and theAdd Interface

window in theLACP(LinkAggregationControlProtocol)Configurationpage.PR465030

• When a large number of static routes are configured and you have navigated to pages

other than page 1 in the Route Information table in the Static Routingmonitoring page

in the J-Web interface (Monitor > Routing > Route Information), changing the Route

Table to query other routes refreshes the page, but does not return to page 1. For

example, if you run a query from page 3 and the new query returns very few results,

the Results table continues to display page 3 and shows no results. To view the results,

navigate to page 1 manually. PR476338

• In the J-Web interface for EX4500 switches, the Port Configuration page (Configure

> Interfaces >Ports), the Port Security Configuration page (Configure >Security >Port

Security), and the Filters Configuration page (Configure > Security > Filters) display

features that are not supported on EX4500 switches. PR525671

• When you open a J-Web interface session using HTTPS, enter a username and a

password, and thenclick theLoginbutton, the J-Web interface takes20seconds longer

to launch and load the Dashboard page than it does if you use HTTP. PR549934

• If you access the J-Web interface by using anHTTPS connection through theMicrosoft

Internet Explorer Web browser, youmight not be able to download and save reports

from some pages on the Monitor, Maintain, and Troubleshoot tabs. Some affected

pages are at these locations:

• Maintain > Files > Log Files > Download

• Maintain > Config Management > History

• Maintain > Customer Support > Support Information > Generate Report

• Troubleshoot > Troubleshoot Port > Generate Report

• Monitor > Events and Alarms > View Events > Generate Report

• Monitor > Routing > Route Information > Generate Report

As a workaround, use the Mozilla FirefoxWeb browser to download and save reports

while using an HTTPS connection. PR566581

• If you access the J-Web interface using Microsoft Internet Explorer version 7, on the

BGP Configuration page (Configure > Routing > BGP), all flags might be shown in the

Configured Flags list (in the Edit Global Settings window, in the Trace Options tab),

even though the flags are not configured. As a workaround, use the Mozilla Firefox

browser. PR603669

• On the J-Web interface, on the Route Information page (Monitor > Routing > Route

Information), the Next Hop column displays only the interface address, and the

corresponding IP address is missing. The title of the first column displays Static Route

Address instead ofDestinationAddress. As aworkaround, use the show route detailCLI

command to fetch the IP address of the next-hop interface. PR684552

• On the J-Web interface, HTTPS access might work even with an invalid certificate. As

a workaround, change the certificate and then issue the restart web-management

command to restart the J-Web interface. PR700135
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• On EX2200-C switches, if you change themedia type of an uplink port and commit

the change, the Ports Configuration page (Configure > Interfaces > Ports) might not

list that uplink port. PR742847

• If either a copper uplink port or a fiber uplink port is connected onanEX2200-C switch,

both might be displayed as up in the J-Web dashboard. PR862411

• On an EX4300 Virtual Chassis, if you renumber the Virtual Chassis members while

there is an active J-Web session, a socket error might be created. As a workaround,

refresh the J-Web session. PR857269

• On EX Series switches, the subscriber management infrastructure daemon (smid)

might randomly crashwhen the smiddaemon is interleavedwithanother daemon that

is attempting to access the same sharedmemory. PR1082211

• On an EX4600 Virtual Chassis, if lossless traffic is passing through a switch in the

linecard role over a 10-gigabit SFP+ link configured as a Virtual Chassis port (VCP),

traffic on the link might be dropped when the link is congested. PR1006974

• On EX Series switches except EX4600, if you configure an IPv4 GRE interface on an

IPv6 interface, theGRE tunnelmight notworkproperly. Traffic is not forwarded through

the tunnel. PR1008157

• The J-Web dashboardmight take longer than usual to load depending on the number

of EX8200 Virtual Chassis members, due to time taken for collecting CLI responses.

PR806803

Layer 2 Features

• On EX Series switches, after a switch reboot, a Q-in-Q tunneling interface might not

function as expected. The problemoccurswhen the interface is amember of a PVLAN

with mapping set to swap and is also amember of a non-private VLAN. The PVID of

the access interface does not get set when the PVLAN is configured before the

non-privateVLAN.Theproblemdoesnotoccurwhenthenon-privateVLAN isconfigured

before the PVLAN. PR937927

• On On EX4200 switches, the subscriber management infrastructure daemon (smid)

might randomly crashwhen the smiddaemon is interleavedwithanother daemon that

is attempting to access the same sharedmemory. PR1082211

• OnELS (EnhancedLayer 2Software)platforms (includingEX4300, EX4600, EX9200,

QFX3500, QFX3600, and QFX5100), if Q-in-Q tunneling is enabled, if you configure

an RTG (redundant trunk group) on a Q-in-Q interface, the RTG configuration cannot

be applied; there is a commit check error. PR1134126
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MPLS

• OnEX4600switches, user-to-network (UNI) interfaces thathaveover 100pseudowires

might not function correctly. Up to 100 pseudowires are supported in active/backup

configurations (cold standby). If more than 100 active and backup pseudowires are

configured, traffic might not be forwarded correctly after a provider edge (PE) switch

is either rebooted or disabled then reenabled. PR1048500

Multicast Protocols

• On EX9200 switches, multicast traffic might fail when the source is on an ordinary

VLAN and the receiver is on a PVLANwith a primary VLAN ID, with both source and

receiver on the same switch. PR1028869

NetworkManagement andMonitoring

• On EX4300 switches, if you configure a remote analyzer with an output IP address

that is reachable through routes learned by BGP, the analyzer state is DOWN.

PR1007963

• OnEX8200switches, somesFlowdatamighthave incorrect inputandoutput interface

index values. PR1051435

Platform and Infrastructure

• You cannot connect EX2200-C-12P-2G switches to the prestandard Cisco IP Phone

7960 using a straight cable. As a workaround, use a crossover cable. PR726929

• OnEX4300switches, Ethernet ringprotection (ERP) fails if thecontrolVLAN is replaced

with a different VLAN at runtime. PR817456

• On EX4300 switches, despite an administrative link being down, child members of an

aggregated Ethernet group that is part of amulticast downstream IRB VLANmight be

programmed into amulticast route index in the Packet Forwarding Engine, resulting

in the failure of multicast replication of packets for some VLANs. PR880769

• On EX4300 switches, if multicast data packets that fail an RPF check are received on

a nonshared tree, the packets might be trapped on the Routing Engine at a high rate,

resulting in poor PIM convergence. PR911649

• On EX4300 switches, in an egress router-based firewall filter, IPv6 Layer 4 headers

(of ICMP type) might not work. PR912483

• On an EX4300 switch with Bidirectional Forwarding Detection (BFD) configured, the

BFD packets might be forwarded to the best-effort queue (queue 0) instead of to the

network-control queue (queue 3).When queue 0 is congested, the BFD sessionmight

flap continuously. PR1032137

Port Security

• OnEX9200switches, aDHCPv6securitydynamicentrybindingmightnotworkproperly

on an IPv6 IRB interface that is linked to a DHCP snooping VLAN. PR1059623
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• OnEX2200switches, if you issue the requestsystemservicesdhcprelease interface-name

operational command, an IP address release message DHCP packet is sent from the

client and processed at the server. When the client clears the IP address on the same

interface, the kernel generates an eventmessage, which is processed at the client and

triggers the DHCP client state machine, which leads to the interface acquiring a new

IP address from the server. If you then issue the show system services dhcp client

interface-namecommand, theoutputof thatcommand indicates that the issued request

system services dhcp release interface-name operational command had no impact.

PR1072319

Routing Protocols

• On EX4300, EX4600, and QFX Series switches, a Bidirectional Forwarding Detection

(BFD) sessionmight not come upwhen BFD version 0 is configured. As a workaround,

deactivate or delete the version configuration. PR1076052

Software Installation and Upgrade

• In amixed EX4200 and EX4500 Virtual Chassis or in an EX3300 Virtual Chassis, or on

an EX6200 or EX8200 switch, during a nonstop software upgrade (NSSU), packets

might be duplicated. PR1062944

• On an EX8200 Virtual Chassis, an NSSU to Junos OS Release 15.1R1 might fail after

the image is pushed to the backup Routing Engine, and a vmcore might be created.

PR1075232

• In JunosSpace, the JunosOSRelease 15.1R1 image for EX9200 switches is notmapped

to the correct platform. As a workaround, in Junos Space, right-click the device image,

and select ex-92xx inModify device image. PR1090863

• On EX9200 switches, during an in-service software upgrade (ISSU) from Junos OS

Release 15.1R1 to Release 15.1R2, BGP and Layer 3 multicast traffic might be dropped

for approximately 30 seconds. PR1116299

Spanning-Tree Protocols

• On an EX9200 switch, an aggregated Ethernet (ae) interface might go down if you

configure the bpdu-block-on-edge statement in a VSTP configuration. PR1089217

User Interface and Configuration

• On EX8200 Virtual Chassis, if you are using the Virtual Chassis wizard in the J-Web

interface in the Mozilla Firefox version 3.x browser and select more than six port pairs

from the samemember to convert from VCPs to network ports, the wizard might

display incorrect port conversion status. Also, if you double-click Next after deleting

an active member in the Members page, the J-Web interface might stop responding.

PR796584

• If youuninstall the J-WebPlatformpackagebyusing theCLI, reinstalling theApplication

package does not restore J-Web. PR1026308
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Virtual Chassis

• On an EX9200 Virtual Chassis, if you restart an FPCwith Virtual Chassis ports (VCPs)

and there are no other FPCs with VCPs, a Virtual Chassis split might occur and the

backup FPCmight show amachine check exception and create a Network Processing

Card (NPC) core file. PR1083965

• On an EX9200 Virtual Chassis with JDHCP_Relay_LSYS configurations, the Virtual

Chassis linecardmembersmightgoupanddownafter you reboot theswitch.PR1108402

Related
Documentation

New and Changed Features on page 37•

• Changes in Behavior and Syntax on page 44

• Known Issues on page 52

• Resolved Issues on page 55

• Documentation Updates on page 70

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

Known Issues

This section lists the known issues in hardware and software in Junos OS Release 15.1R5

for the EX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Authentication and Access Control on page 52

• High Availability (HA) and Resiliency on page 53

• Infrastructure on page 53

• Interfaces and Chassis on page 53

• Layer 2 Features on page 53

• Network Management and Monitoring on page 54

• Platform and Infrastructure on page 54

• Port Security on page 54

• Security on page 54

• Software Installation and Upgrade on page 54

Authentication and Access Control

• On an EX4300 Virtual Chassis that is configured for 802.1X authentication, an invalid

supplicant might remain in a connecting state instead of moving to a held state.

PR1149008

• OnEX9200switches, aMACaddresscorresponding toanauthenticatedsession(dot1x)

might age out as soon as traffic is not received from this MAC address for more than
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a few seconds (approximately 10 seconds). This leads to deletion of the authenticated

session and a corresponding traffic loss. As aworkaround, you can prevent the session

deletion by configuring the no-mac-binding statement on the dot1x configuration:

protocols dot1x authenticator {
no-mac-table-binding;

}

PR1233261

High Availability (HA) and Resiliency

• Substantial traffic losses might occur during a nonstop software upgrade (NSSU) in

a mixed EX4200 and EX4500 Virtual Chassis, in an EX3300 Virtual Chassis, on an

EX6200 switch, on an EX8200 switch, or in an EX8200 Virtual Chassis. PR1062960

• On an EX4300 Virtual Chassis and on EX8200 switches, when you perform an NSSU,

there might be up to five seconds of traffic loss for multicast traffic. PR1125155

• OnEX4300VirtualChassis,NSSU isnot supported fromJunosOSRelease 14.1X53-D35

to Release 15.1. PR1148760

Infrastructure

• On EX4300 switches, starting in Junos OS Release 15.1R3, a pfex_junos core file might

be created when you add or delete a native VLAN configuration with

flexible-vlan-tagging. PR1089483

Interfaces and Chassis

• On EX4300 switches, multicast trafficmight be dropped after an IGMP join is received

on an MC-LAG interface. PR1167651

• OnEX4300VirtualChassis, Layer 2multicastmight notworkproperlywhenbothLayer

2 andLayer 3 entries are present for the samegroupon twodifferent integrated routing

and bridging (IRB) interfaces. PR1183531

Layer 2 Features

• On an EX9200-6QS line card, storm control might not work for multicast traffic.

PR1191611

• OnEX4300VirtualChassis, a Layer 2 interfacemight notbeassociatedwith thedefault

VLAN after you add the interface to the ethernet-switching family. PR1192679
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NetworkManagement andMonitoring

• Despite the EX4300 or QFX5100 switch’s being configuredwith the network analytics

feature, the analytics daemonmight not run. As a result, the network analytics feature

might be unable to collect traffic, queue statistics, and generate reports. PR1165768

Platform and Infrastructure

• OnEX9200Virtual Chassis, commit errorsmight occur if commits are done frequently.

PR1188816

Port Security

• OnEX3300switches, ARP requestsmightbedroppedwhen IP sourceguard is enabled

and 802.1X (dot1x) authentication assigns a new dynamic VLAN to the client MAC.

PR1062960

Security

• On EX4300, EX4600, and QFX5100 switches, when a VLAN is mirrored, the mirrored

packets may contain 38 additional bytes. The IP address in this packet is randomly

generated andmay appear as one ofmany existing, valid IP addresses on the Internet.

It may appear as ERSPAN as well, which is a proprietary non-Juniper protocol. These

addresses and packet types can be ignored. They may appear as alerts in certain IDP

/ IDS's and in packet analyzer applications, which you can ignore.PR1170589

Software Installation and Upgrade

• Substantial traffic lossesmightoccurduringanNSSUupgradeonEX4200andEX4500

VirtualChassis, EX6200andEX8200switches, orEX8200VirtualChassis.PR1062960

• On EX4300 switches, traffic might be lost for Layer 3 protocols (such as RIP, OSPF,

BGP, and VRRP) during a nonstop system upgrade (NSSU). PR1065405

• On EX9200 switches, after an ISSU is performed, storm control takes effect only after

you delete the storm control configuration and then re-create it. PR1151346

• On EX8200 Virtual Chassis, traffic might be lost for multicast and Layer 3 protocols

(such as RIP, OSPF, BGP, and VRRP) during a nonstop software upgrade (NSSU).

PR1185456

• On EX6200 switches, multicast traffic and Layer 3 protocol traffic (such as RIP, OSPF,

BGP, and VRRP)might be lost during a nonstop software upgrade (NSSU). PR1185816

• OnEX8200switches,multicast trafficmightbe lostduringanonstopsoftwareupgrade

(NSSU). PR1185888

Related
Documentation

New and Changed Features on page 37•

• Changes in Behavior and Syntax on page 44

• Known Behavior on page 45
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• Resolved Issues on page 55

• Documentation Updates on page 70

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

Resolved Issues

This section lists the issues fixed in the Junos OSmain release and themaintenance

releases.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Resolved Issues: Release 15.1R5 on page 55

• Resolved Issues: Release 15.1R4 on page 60

• Resolved Issues: Release 15.1R3 on page 62

• Resolved Issues: Release 15.1R2 on page 68

Resolved Issues: Release 15.1R5

• Authentication and Access Control

• Infrastructure

• Interfaces and Chassis

• Layer 2 Features

• Layer 3 Features

• MPLS

• Platform and Infrastructure

• Routing Protocols

• Software Upgrade and Installation

• Spanning-Tree Protocols

Authentication and Access Control

• On EX4200 and EX4300 switches, dot1x server fail might not work as expected.

PR1147894

• On EX9200 and EX4300 switches, 802.1X supplicants might not be reauthenticated

by server fail fallback authentication after the server becomes reachable. PR1157032

• OnEX9200switches, captive portal servicesmight notwork ona switch running under

Junos OS Release 15.1R4. PR1191640

• On EX4300 and EX9200 switches, dot1x scenarios involving the single-supplicant

mode, mac-radius, and the server-fail deny or no server-fail action is configured, the

supplicantauthenticationsessionsmightnot recoverafter theQuietWhile timerexpires,

once it enters the Held state. As a restoration workaround, disable and enable the

interface to bring the authentication session back to the Connecting state. PR1193944
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Infrastructure

• On EX8200 switches, the pfem process might crash and generate a core file. This

might impact traffic. PR1138059

• On QFX5100 and EX4600 switches, in a rare timing condition, if there was already a

request to gather some info from theQSFPand remove it at the same time, the packet

forwarding engine manager (fxpc) might crash. PR1151295

• On EX2200 and EX3300 switches, ARP requests might be dropped when IP source

guard is enabled and 802.1X (dot1x) authentication assigns a new dynamic VLAN to

the client MAC. PR1169150

• On EX2200-C switches, during a software upgrade to Junos OS Release 14.1X53-D35

or 15.1R3, the error messages Triggering freezing circuitry or Triggering overheat circuitry

might be generated after rebooting, and then the switch shuts down. PR1183631

• On an EX8200 Virtual Chassis, doing Routing Engine failovers before booting up the

line cards might cause the VLAN interface MAC address to be automatically and

incorrectly set to 00:00:00:00:00:01. PR1185678

• On EX4300, EX4600, QFX3500, QFX3600, or QFX5100 switches with vlan-rewrite

configured on an AE interface, a VLAN rewrite might fail and result in traffic loss.

PR1186821

• OnEX9200switches,periodicpacketmanagement(PPM)core filesmightbegenerated

followingacommit. This happensonlyona large-scale setup,when the logical interface

number of PFE exceeds 64. PR1187104

• OnEX4200Virtual Chassis, when an interface flaps and it has hold-timeup configured

overa longperiodof time(for example, 16days), a chassismanager (chassism)process

memory leak might occur due to the incorrectly accumulated task timer. About 128

bytes of the process leak every time thememory leak is triggered. PR1188403

• On EX4300 switches, VLAN rewrite does not work on aggregated links. PR1194585

• OnanEX4600switch,when you remove the40GBASE-ER4QSFP+module, the show

chassis hardware command still shows that the module is inserted. PR1208805

• On EX4200 switches and Virtual Chassis, firewall filters with syslog might not work,

because as part of packet processing, packets were incorrectly mapped to the ppmd

queue instead of the DFW queue. PR1208491

• OnEX4200VirtualChassisorEX4500orEX4550VirtualChassis, thePacketForwarding

Engine might not update learned MACs to an RTG active interface after RTG failover.

This issue is seenwith RTGs that areconfigured across FPCs in a Virtual Chassis setup.

PR1208491

• On EX2200-C switches, the alarmMajor Management Ethernet Link Down is not

properly generated in cases of management link failure. PR1209323
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Interfaces and Chassis

• If anEX4550-32Fswitch inaVirtualChassis rebootsandcomesonline, LACP interfaces

on any member of the Virtual Chassis might go down and not come up. PR1035280

• On EX Series switches except EX9200, EX4300, and EX4600, if PoE is configured,

when one IP phone is connected with a PoE interface, the phone cannot receive PoE

power from the switch. PR1174025

• PoEmightnotworkonall EX4300portsonamixed-modeVirtualChassis (mixed-mode

EX4600 and EX4300 or mixed-mode QFX5100 and EX4300). PR1195946

• On EX4200 and EX4550 switches on which you can configure mdi-modemanually

the mode does not work properly with 15.1 releases. PR1216549

Layer 2 Features

• If an EX2200 switch is configured as a part of an ERPS ring, deactivating or deleting

the ERPS configuration might cause traffic to stop forwarding through one or more

VLANs. PR1189585

• An EXSeries switchmight not process ERPSPDUs that are received fromother nodes.

This could lead to the ERPS ring not operating correctly. PR1190007

• OnEX9200,EX4300,EX4600,QFX3500,QFX3600,QFX3500,andQFX5100switches,

if 'set protocols xstp interface all edge' is configured in combinationwith 'set protocols

xstp bpdu-block-on-edge', interfaces do not go down (Disabled - Bpdu-Inconsistent)

when they receive BPDUs; they transition to non-edge. If an interface is configured

specifically with 'set protocols xstp interface interface-name edge', then when that

interface receivesaBPDU, it goesdownor transitions intoDisabled -Bpdu-Inconsistent

correctly. Asaworkaround, configure 'set protocols layer2-control bpdu-block interface

all'.PR1210678

Layer 3 Features

• On a switch that has secure-access-port configured, when you change the MTU size

of interfaces and commit, VRRP sessions might flap between the VRRPmaster and

backup. PR1163652

• On EX2200, EX3300, EX4200, EX4500, EX4550, EX6200, and EX8200 switches,

when VRRP configuration changes from ethernet-switching to inet family and

vice-versa, then the local IP of the master VRRP switch cannot be reached on the

backup VRRP switch and vice-versa. Virtual IP is always reached on both switches.

PR1171220
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MPLS

• On EX4600 switches, when traffic enters an MPLS interface and is destined to the

loopback interface in the routing instance, the firewall filter might not work properly.

PR1205626

Platform and Infrastructure

• If you use the load replace commandor the loadmerge command to configure a device

andhave includedanannotation just before adeleteaction in the loaded configuration

file, the management daemon (mgd) might create a core file. PR1064036

• On EX4300 Virtual Chassis, if a Q-in-Q S-VLAN interface with MC-LAG is configured,

when a backup EX4300 is acting as master, the connection to the management IP

address through the interface might be lost, causing amanagement traffic loss.

PR1131755

• On EX4300 switches, when xSTP is configured, if you unplug and then plug in one

loopback cable between ports of different FPCs, an interface might go down and a

BPDU error might bedetected on this port, causing traffic to drop on another egress

port. PR1160114

• On EX4300 switches, when DHCP security is enabled on a VLAN, unicast packets (for

example, DHCP Offers and ACKs ) might be forwarded to all ports in the VLAN.

PR1172730

• On EX4300 switches, if an Ethernet port receives a frame with a CFI/DEI bit set to 1,

then this framewould not be bridged to an untagged (access) port; it could be bridged

to a trunk port. PR1176770

• When IGMPsnooping and stormcontrol are enabled, EXSeries switches are supposed

to forward traffic with destination IP address 224.0.0.0/24 to all ports on a VLAN. But

for EX4300, except for the well-known addresses in this range—for example,

224.0.0.5/6 forOSPF, 224.0.0.20 forVRRP—all othermulticast trafficwithadestination

in 224.0.0.0/24 is dropped. PR1176802

• If you upgrade the Power over Ethernet (PoE) firmware on amember of an EX4300

Virtual Chassis, the PoE firmware upgrade processmight fail or get interrupted on that

member switch.Youcan recognize that thisproblemhasoccurred if themember switch

is not listed in the command output when you issue the "show poe controller"

command. The problem is also indicated if you issue the ?show chassis firmware

detail? command and the ?PoE firmware? version field is not shown in the output or

has a value of 0.0.0.0. PR1178780

• On EX4300 switches, if there is a mismatch in the speed configuration between two

interfaces, the linkmightbeautonegotiated tohalf-duplexmode insteadof full-duplex

mode. PR1183043

• On EX4300 switches configured with dscp and 802.1p rewrite rules on an interface, if

youdelete802.1p rewrite-rules fromthe interface, the802.1p rewritemight still happen

along with the dscp rewrite. PR1187175

• OnEX4300, EX4600, andQFXSeries switcheswith VSTP enabled formultiple VLANs

and participated in a VSTP topology, when BPDU packets are received on the Packet
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ForwardingEngine fromother switches, the switch sendsBPDUpackets to theRouting

Engine for further VSTP computing. But, in rare cases, the switchmight not send VSTP

packets for all VLANs to the Routing Engine. For example, for a VLAN, BPDU packets

are not reaching the Routing Engine, even though VSTP is enabled for that VLAN. This

will result in this VLAN considering itself the root bridge and advertising itself as the

root bridge and sending BPDUs to other VSTP switches. Other switches might block

related ports. PR1187499

• On EX Series Virtual Chassis, a next-hop changemessagemight not be sent from the

Routing Engine when a LAGmember is added or deleted, and hence packets are

dropped in the Packet Forwarding Engine, as the next hop is not updated properly.

PR1201740

• When seating an SFP in a operating EX4300 switch, sometimes the SFP would be

recognized as unsupported or as an SFP+-10G. The cause is that the switch reads the

EEPROM information of the SFP before waiting long enough for SFP initialization.

PR1202730

• On EX4300 switches, if you activate DHCP security features for IPv6, a JDHCPD core

file might be generated. PR1212239

• On an EX9200 switch, with a services REST configuration, after a reboot, the

configuration is not applied and SSH stops working. PR1212425

• 1G fiber link ports might be down with MACsec configured on EX4300 switches when

the switch is rebooted. PR1172833

Routing Protocols

• On EX4300 Virtual Chassis with IGMP snooping enabled, when IGMP hosts subscribe

to the same group, IGMP queries might not go through between amember in the

linecard role and themaster. PR1200008

Software Upgrade and Installation

• On EX4300 Virtual Chassis, when upgrading from Junos OS Release 15.x to Release

16.x via NSSU, the backup or any member in the linecard role upgrades first to a new

image, and then the old master might have an upgrade failure, and keep rebooting.

PR1190164

Spanning-Tree Protocols

• On EX Series switches except for EX4300, EX4600, and EX9200, while the switch is

processing an xSTP-disabled interface with a BPDU block configuration, current code

flowmight set the bpdu_control flag for RSTP-enabled interfaces as well. This might

result inRSTP-enabledports becomingblockedwhen they receive aBPDU.PR1185402

• On EX9200, EX4300, EX4600, QFX3500, QFX3600, and QFX5100 platforms, when

any type of spanning tree (STP, RSTP, MSTP, or VSTP) is configured, theMAC address

part of the bridge IDmight be set to all zeros (for example, 4096.00:00:00:00:00:00)

after you power cycle the device without issuing the request system halt command.

As a workaround, issue the restart l2-learning command. PR1201493
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Resolved Issues: Release 15.1R4

• High Availability (HA) and Resiliency

• Interfaces and Chassis

• NetworkManagement andMonitoring

• Platform and Infrastructure

• Spanning Tree Protocols

• User Interface and Configuration

• Virtual Chassis and Virtual Chassis Fabric (VCF)

High Availability (HA) and Resiliency

• On EX4300 Virtual Chassis, after a nonstop software upgrade (NSSU), the master

might detect the backup coming up after the upgrade and reprogram the trunk, even

though the backupmember links are down. Traffic might drop when themaster tries

to push the traffic through trunk members that have not yet come up. Traffic resumes

after the links come up. PR1115398

• On EX4300 Virtual Chassis, traffic loss might occur for about 10 seconds when the

master leaves the Virtual Chassis for upgrade. PR1173754

Interfaces and Chassis

• On EX2200 switches, in Ethernet ring protection switching (ERPS) configurations, no

VLAN is included indata-channel ifdata-channel is not explicitly configured, andaMAC

flush does not happen for any data VLANwhile the switch receives an SF signal, which

might cause a traffic issue before the MAC address ages out. PR1152188

• OnEX2200switches, in anERPSconfiguration,manySF (signal failure) packetsmight

appear ina link-end ringnodeduringa link failure thatexisted for a short time.PR1169372

Network Management andMonitoring

• OnEX9200switches, ingress sFlowsamplesofpackets routedonan integrated routing

and bridging (IRB) interface might be dropped. PR1147719

• On EX9200 switches, an sFlow flow sample with an incorrect frame length value in a

raw packet header might be generated for frames larger than 128 bytes, and traffic

volumes calculated based on frame length and sampling rate values in the sFlow

collector might be inaccurate. PR1152275

• OnEX9200 switches, eventdmight run out ofmemory and crash because of excessive

kernel logging. PR1162722
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Platform and Infrastructure

• On EX4500, EX4550, EX6200, and EX8200 switches, if you replace a 1-gigabit SFP

transceiver with a 10-gigabit SFP+ transceiver on one port, the adjacent port might go

down. For example, if you install an SFP transceiver in each of port-0/0/36 and

port-0/0/37, and replaceeachSFP transceiverwithanSFP+transceiver inport-0/0/36

and port-0/0/37, then port-0/0/36might go down during the insertion of the SFP+

transceiver in port-0/0/37. PR1073184

• In an EX8200 Virtual Chassis in which the external Routing Engine (XRE200) has two

DC power supplies installed, when one power supply fails, no logs or SNMP traps are

generated. PR1162165

• If a configuration is pushed to anEXSeries switch usingZeroTouchProvisioning (ZTP),

then after a subsequent reboot, the configuration might be deleted. PR1170165

• On EX3300 and EX4200 switches, after the request system zeroizemedia command

has been executed, J-Webmight stop responding. PR1177214

• On an EX4300 switch or Virtual Chassis, the chassisd daemonmight get stuck and

become unresponsive. If you issue a chassisd-related show command, the command

returns the error message error: the chassis-control subsystem is not responding to

management requests. PR1038830

• On ARM platforms such as EX3300 switches, configuring internal IPsec security

associations containing the authentication hmac-sha2-256might throw a kernel

alignment exception. PR1149565

• On EX4300 switches, if IGMP snooping is enabled, packets with destination

224.0.0.0/24might be dropped, except for well-known addresses (for example,

224.0.0.5/6 for OSPF). PR1167859

• On EX4300 switches, ICMP-tagged packets might transit the egress interface of a

PVLAN access port. PR1169116
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Spanning Tree Protocols

• On EX4300, EX4600, and EX9200 switches, when root guard is in effect or cleared,

there appropriate system logmessages might not be displayed. PR1176240

User Interface and Configuration

• On a device configured with an SSH public key for which the string buffer size exceeds

1Kb, if you load theconfigurationbyusing the loadoverridecommand, themanagement

daemon (mgd) might create a core file. PR1153392

Virtual Chassis and Virtual Chassis Fabric (VCF)

• On EX3300 Virtual Chassis, the vcp-snmp-statistics configuration statement is not

listed in the [edit virtual-chassis] hierarchy. PR1178467

Resolved Issues: Release 15.1R3

NOTE: Some resolved issues at Release 15.1R3 apply to bothQFXSeries and
EXSeries switches.Thoseshared issuesare listed in theQFXSeries “Resolved
Issues” on page 335: Release 15.1R3 section.

• Authentication and Access Control

• Dynamic Host Configuration Protocol

• High Availability (HA) and Resiliency

• Infrastructure

• Interfaces and Chassis

• Layer 2 Features

• Multicast

• NetworkManagement andMonitoring

• Platform and Infrastructure

• Software Installation and Upgrade

• Spanning-Tree Protocols

• Virtual Chassis

Authentication and Access Control

• OnEX2200switches, if you issue theCLI command requestsystemservicesdhcprelease

interface-name, an IP address release message DHCP packet is sent from the client

and processed at the server. At the same time, the client clears the IP address on the

same interface, and the clearance of the IP address on the interface leads to the

acquisition of a new IP address from the server. If you then issue the CLI command

show system services dhcp client interface-name, the output of this operational

command indicates that the command had no impact. PR1072319

• On an EX2200 or EX3300 switch on which Dynamic Host Configuration Protocol

(DHCP) relay is enabled, when a client requests an IP address, the systemmight
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generate a harmless warning message such as: /kernel: Unalignedmemory access by

pid 19514 [jdhcpd] at 46c906 PC[104de0]. PR1076494

• OnEX9200switches,when802.1X (dot1x) authentication is configured, the showdot1x

authentication-failed-userscommandoutputmightnotshowtheFailureCountattribute

correctly. PR1080451

• On EX Series switches, if 802.1X authentication (dot1x) is configured on all interfaces,

an 802.1X-enabled interface might get stuck in the Initialize state after the interface

goes down and comes back up, and 802.1X authentication fails. Also, if 802.1X

authentication (dot1x) is configured on all interfaces and the no-mac-table-binding

configuration statement is configured under the [edit protocols dot1x authenticator]

hierarchy level, the dot1x process (dot1xd) might generate core files after it is

deactivated and then reactivated, and 802.1X authentication might be temporarily

impacted until the process restarts automatically. PR1127566

• On EX Series switches, the use-option-82 statement under the [edit

ethernet-switching-options secure-access-port vlan vlan-name dhcpv6-option18]

hierarchy might not work as expected after you commit the configuration. PR1146588

• OnEX4300switches, if you change the server-fail VLAN, all authenticated supplicants

are disconnected. They are then authenticated again, and during this disconnection

and reconnection, there is a service impact for three through four seconds. PR1151234

Dynamic Host Configuration Protocol

• On EX9200 switches, DHCP snooping and related access security features ARP

inspection, IP source guard, Neighbor Discovery inspection, and IPv6 source guard, are

not supported at the [edit logical-systems logical-system-name vlans vlan-name

forwarding-options dhcp-security] hierarchy level. PR1087680

High Availability (HA) and Resiliency

• OnEX8200switches, anonstopsoftwareupgrade (NSSU)might fail during themaster

Routing Engine upgrade step, and an NSSU process might abort with this message:

mgd: unable to execute /var/etc/reboot.ex: Authentication error. PR1122628

Infrastructure

• OnEX2200switches, system logmessagesmightdisplay IPaddresses in reverseorder.

For example, an ICMP packet from 10.0.1.114 to 10.0.0.7 might be displayed in the log

as: PFE_FW_SYSLOG_IP: FW: ge-0/0/0.0 R icmp 114.1.0.10 7.0.0.10 0 0 (1 packet). The

correct log message is: PFE_FW_SYSLOG_IP: FW: ge-0/0/0.0 R icmp 10.0.1.114 10.0.0.7

0 0 (1 packet). PR898175

• On EX2200 and EX3300 Virtual Chassis, the Internal state in ERPS is not updated

properly in certain conditions. As a workaround, check the interface state and update

the ERPS engine accordingly so that they are always in sync. PR975104

• On EX4300 switches, if a Gigabit Ethernet interface is directly connected to anMX104

management interface (fxp0), the physical link will be down. PR1069198

• OnEX4300switches, traffic sampling is not supported. If youconfigure traffic sampling,

the sampling process (sampled) might generate a core file. PR1091826
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• On an EX4300 Virtual Chassis or a mixedmode Virtual Chassis that has an EX4300

as amember, if you disable root login connections to the console port by issuing the

set system ports console insecure command, users can still log in as root from the

backup and linecard members of the Virtual Chassis. PR1096018

• On EX4600 switches, the EX4600-EM-8F expansion module interfaces might not

comeup if themodule is removed and re-inserted or if the PIC is taken offline and then

brought online. PR1100470

• On EX8200 switches with multicast protocols configured, when amulticast-related

(non-aggregated Ethernet) interface goes down and comes back up, ARP installation

for certain hosts might fail because stale entries have not been cleared, and traffic

might be lost as well. PR1105025

• OnEX4200switcheswithmultiplemember interfacesonanaggregatedEthernet (AE)

interface and with a large-scale CoS configuration enabled on the AE interface, a

Packet Forwarding Engine limit might be exceeded, the Packet Forwarding Engine

might return an invalid ID, and the Packet Forwarding Enginemanager (pfem) process

might generate core files. PR1109022

• On EX4500 or EX4550 Virtual Chassis, if an NFS/UDP fragmented packet enters the

Virtual Chassis through a LAG and traverses a Virtual Chassis port (VCP) link, CPU

utilizationmightbecomehigh, and thesoftware forwarding infrastructure (sfid)process

might generate a core file. PR1109312

• On EX Series switches, an interface with an EX-SFP-1GE-LH transceiver might not

come up and the transceiver might be detected as an SFP-EX transceiver. PR1109377

• On EX9200 switches, starting with Junos OS Release 14.1R1, 32k is theminimum value

that youmustconfigure forpolicerbandwidth limits. If youconfigureapolicerbandwidth

limit that is less than 32k, an error message is displayed. PR1109780

• On EX4500 switches, if MPLS and CoS behavior aggregate (BA) classifiers are

configured on the same interface, the BA classifiers might not work. As a workaround,

use multifield (MF) classifiers instead of BA classifiers. PR1116462

• On EX4200 and EX4550 switches, the xe- interfaces in a 10-gigabit SFP+ expansion

module (EX4550-EM-8XSFP)oranSFP+MACsecuplinkmodule (EX-UM-2X4SFP-M)

might stop forwarding traffic if themodule is removed and reinserted or if the PIC goes

offline and comes back online. PR1113375

• On EX Series switches, if you deactivate an output interface that is configured with

family mpls, a nondefault CoS classifier configured on the interface might be deleted,

placing traffic in the wrong queue. PR1123191

• OnEX4300 switches, when there is a redundant trunk group (RTG) link failover,media

access control (MAC) refresh packets might be sent out from a non-RTG interface

that is in the same VLAN as the RTG interface, and a traffic dropmight occur because

of MAC flapping. PR1133431

• On EX9200 switches, the Layer 2 address learning daemon (l2ald) might crash

continuously and create core files after you configure the fxp0 interface as

ethernet-switching and commit the configuration. PR1127324
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• OnEX4300 switches, if the switchworks as part of a target subnet, while receiving the

targeted broadcast traffic, packets might be forwarded to the destination with the

switch'sMACaddressas thedestinationMACaddress, rather than theLayer2broadcast

frame with destination MAC address FFFF.FFFF.FFFF. PR1127852

• On EX Series switches, an interface with a non-Juniper Networks 1000BASE-EX SFP

Module-40kmmight not comeupbecause register values are not set to correct values.

This issue occurs only during initial deployment of the switch or when the switch is

upgraded to Junos OS Release 12.3R8, 13.2X51-D30, 14.1X53-D10, or 15.1R2 onwards.

PR1142175

• On EX9200 switches, an IRB unicast next hop in a scenario with a Layer 2 LAG as the

underlying interface might result in traffic blackholing. PR1114540

• On EX9200 switches, a secondary VLANmight bemapped to the primary VLAN IRB

interface to facilitate ARP synchronization across MC-LAG peers running a PVLAN

configuration. PR1145623

Interfaces and Chassis

• If anEX4550-32Fswitch inaVirtualChassis rebootsandcomesonline, LACP interfaces

on any of the member switches of the Virtual Chassis might go down and not come

up. PR1035280

• On a two-member EX8200 Virtual Chassis, if the Link Aggregation Control Protocol

(LACP) child interfaces span different Virtual Chassis members, the MUX state in the

LAGmember interfaces might remain in the Attached or Detached state after you

disable and then reenable the AE interface. PR1102866

Layer 2 Features

• On EX Series switches, if you configure Ethernet ring protection (ERP) with interfaces

configured with vlanmembers all, commit the changes, then add a new VLAN and

commit the configuration again, the Ethernet switching process (eswd)might crash

when a non-ERP interface goes down and then comes back up. PR1129309

• On EX Series switches except EX4300, EX4600, and EX9200, the Ethernet switching

process (eswd)might crash if you delete a VLAN tag and then add the VLAN name by

using a single commit, in the configuration under the [edit ethernet-switching-options

unknown-unicast-forwarding] hierarchy. PR1152343

Multicast

• On EX Series switches, unregisteredmulticast packets are not filtered and are instead

forwarded to all unexpected ports, even though IGMP snooping is enabled. PR1115300

• On an EX3300 switch, if you configure IGMP snooping with a VLAN that is not on the

switch, the commit fails. PR1149509

Network Management andMonitoring

• On EX Series switches (except EX4300, EX4600, and EX9200), when system log is

enabled and an RPM probe is set to greater than 8000 bytes, the message

?PING_RTT_THRESHOLD_EXCEEDED? isnotdisplayed,although it shouldbe.PR1072059
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• On EX Series switches, there are two issues regarding SNMPMIB walks: A private

interface—for example, pime.32769—must have an ifIndex value of less than 500. If

you do not add the private interface to a static list of rendezvous point (RP) addresses,

the mib2d process assigns an ifIndex value from the public pool (with ifIndex values

greater than 500) to the interface, which thenwill have an incorrect ifIndex allocation.

A randomRequest failed:OIDnot increasing errormight occurwhen you issue the show

snmpmibwalkcommand,because thekernel response fora 10-gigabit interfaceduring

an SNMPwalk might take more than one second, and themib2d process receives

duplicate SNMP queries from the snmpd process. PR1121625

• OnEX9200switches, thevalue for theudpOutDatagramsobjectdisplayed in theoutput

of the showsnmpmibwalk decimal udpOutDatagrams command is different from that

displayed for the same object in the output of the show system statistics udpmember

0 command. The value for the datagrams dropped due to no socket field is incorrectly

used as the udpOutDatagrams value in the output for show snmpmibwalk decimal

udpOutDatagrams. As a workaround, use the show system statistics udpmember 0

command. PR1104831

Platform and Infrastructure

• On EX4300 switches with redundant trunk groups (RTGs) configured, after an RTG

primary link comes online from the offline state, it becomes the active link and the

other link becomes the backup link. After this, the Layer 2 address learning daemon

(l2ald) sends a MAC refresh packet out of the new active RTG logical interface, which

is not yet programmed in the Packet Forwarding Engine. This causes the primary link

to incorrectly update the MAC entry and also causes traffic loss. PR1095133

• On EX4300 switches with Virtual Router Redundancy Protocol (VRRP) configured on

an integrated routingandbridging (IRB) logical interface,when the IRB logical interface

is disabledor deleted, the kernel does not sendVRRPdest-mac-filter deletemessages

to the Packet Forwarding Engine, which might cause loss of traffic that comes from

another device's same VRRP groupmaster VIP to the backup (or backup to master).

PR1103265

• On EX4300 switches, VSTP BPDUS are not flooded in the VLANwhen VSTP is not

configured on the switches. PR1104488

• On EX4300 switches, if a policer ICMP filter is applied on the loopback interface,

incoming ICMP packets might be dropped on the ingress Packet Forwarding Engine

and ARP requests might not be generated. PR1121067

• OnEX4300 switches, configuring set groupsgroup_name interfaces interface-nameunit

0 family ethernet-switching and committing the configuration might cause the Layer

2 address learning process (l2ald) to generate a core file. PR1121406

• OnEX4300 switches, port vector corruption on a physical portmight be caused by the

interface flappingmultiple times, which leads to a Packet Forwarding Enginemanager

(pfem) crash and a Routing Engine reboot. PR1121493

• On EX4300 switches with a Q-in-Q configuration, when Layer 2 protocol tunneling

(L2PT) for VLAN Spanning Tree Protocol (VSTP) is enabled, the C-VLAN (inner VLAN

or customer VLAN)might not be encapsulated in the PDUs that exit the trunk port.

PR1121737
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• On an EX4300 Virtual Chassis, if a redundant trunk group (RTG) interface flaps, when

control packets originating from the switch are going over that RTG interface, the core

device become nonresponsive and you would have to reload the device to restore

connectivity. PR1130419

• On EX4300 Virtual Chassis, traffic from or to a Routing Engine through an aggregated

Ethernet (AE)member interface that is not in themastermight be dropped, but traffic

transmitted through the switch (that is, hardware switched) is not affected.PR1130975

• On an EX4300 switch, when an SNMPwalk is performed to query the native VLAN, for

mostof the trunk interfaces, thequerymight returnavalueof0 insteadof theconfigured

native VLAN ID. PR1132752

• On EX4300 switches configured with Ethernet ring protection switching (ERPS), the

ping might not go through after theWait to Restore (WTR) timer expires. PR1132770

• On EX4300 switches, a filter might not work as expected when you commit a

filter-based forwarding (FBF) configuration for the first timeafter rebooting the switch.

PR1135771

• On EX Series switches, the following DEBUGmessagesmight be incorrectly displayed

as output with logging level INFO:%USER-6: [EX-BCMPIC] ex_bcm_pic_eth_an_config

%USER-6: [EX-BCMPIC] ex_bcm_pic_check_an_config_change. PR1143904

• On EX4300 switches, if an IPv6 firewall filter term exceeds the maximum, the Packet

Forwarding Engine manager (pfex) might crash continuously. PR1145432

• On EX4300 switches with redundant trunk groups (RTGs) configured, VSTP BPDUs

coming into an RTG backup interface might be incorrectly forwarded out of interfaces

other than the RTG primary interface. PR1151113

Software Installation and Upgrade

• On EX8200 switches, an NSSU from Junos OS Release 15.1R1 to Release 15.1R2 fails

with the message:mgd: unable to execute /var/etc/reboot.ex: Authentication error.

PR1122628

Spanning-Tree Protocols

• On EX Series switches with dual Routing Engines or on an EX Series Virtual Chassis,

the switch or the Virtual Chassis might sendmultiple proposal BPDUs on an alternate

port after aRoutingEngine switchoveror anonstopsoftwareupgrade (NSSU), resulting

in thepeer device receivingmultipleproposalBPDUsand triggeringadispute condition.

The peer port states constantly alternate between FORWARDING and BLOCKING.

PR1126677

• On EX Series switches with bridge protocol data unit (BPDU) protection configured

onall edgeports, edgeportsmightnotworkcorrectly andmight revert to theunblocking

state when the drop option is configured under the [edit ethernet-switching-options

bpdu-block interface xstp-disabled] hierarchy. PR1128258
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Virtual Chassis

• On a two-member EX Series Virtual Chassis in which the samemastership priority is

configured on both members, if there are more than 34 SFPs present in the current

master and if a reboot is issued in the current master, then the backup becomes the

master. When the original master rejoins the Virtual Chassis, it regains mastership.

PR1111669

Resolved Issues: Release 15.1R2

• Class of Service (CoS)

• Dynamic Host Configuration Protocol

• Interfaces and Chassis

• Media Access Control Security (MACsec)

• NetworkManagement andMonitoring

• Platform and Infrastructure

• Spanning-Tree Protocols

• VPLS

Class of Service (CoS)

• On EX4200 switches, if CoS scheduler maps are configured on all interfaces with the

loss-priority value set to high, traffic between different Packet Forwarding Engines

might be dropped. PR1071361

Dynamic Host Configuration Protocol

• On EX9200 switches, when DHCP relay is configured using the forward-only and

forward-only-replies statements at the [edit forwarding-options dhcp-relay] hierarchy

level, if the DHCP local server is also configured with the forward-snooped-clients

statement at the [edit system services dhcp-local-server] hierarchy level, the

configuration for forward-snooped-clients takes precedence over the configuration for

forward-only and forward-only-replies. As a result, DHCPmessage exchange between

VRFsmight not work as expected. PR1077016

• On EX Series switches except EX9200, the configuration of options for the circuit-id

CLI statement at the [edit forwarding-options dhcp-relay group group-name

relay-option-82] hierarchy level does not work as expected. The format of the DHCP

option82Circuit IDmustbeswitch-name:physical-interface-name:vlan-name, but instead,

the format is switch-name:vlan-name. PR1081246

• On EX Series switches except EX9200 switches, with DHCP relay configured on the

IRB interface for BOOTP relay, if the client is connected to the physical interface that

belongs to the same VLAN as the IRB interface, and sends BOOTP request packets to

the server, BOOTP replypackets fromthe servermightbedroppedon the IRB interface.

PR1096560
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Interfaces and Chassis

• On EX9200 switches, if an interface range is configured that includes large-scale

physical interfaces, and with the family option set to ethernet-switching, the

configuration might take a long time to commit. PR1072147

• On EX9200 switches, if an interface for which the MACmove limit action is set to

shutdowngoesdownandcomesup, and thenaLayer 2 learning (l2ald)process restarts,

the logical interface remains down even if you issue the command clear

ethernet-switching recovery-timeout. PR1072358

• On EX9200 switches, when a MACmove limit is configured on two VLANmembers

and the limit is configured with the action vlan-member-shutdown on two VLAN

members, if the limit is reached on one VLANmember, both members are disabled,

blocking all traffic. PR1078676

• On EX9200 platforms, if you configure an MC-LAGwith two devices, and then delete

and re-createanMC-AE interface, broadcast andmulticast traffic that is floodedmight

loop for several milliseconds. PR1082775

• An EX9200-40F-M line card drops all traffic on an IRB logical interface, including both

data plane and control plane traffic. If an IRB logical interface is configured on an

EX9200-40F-M linecardaspartofaVLAN,anydeviceconnected through that interface

cannot use Layer 3 forwarding outside the subnet, because the EX9200-40F-M line

card does not handle the ARP function correctly. Configuring static ARP on devices

using the EX9200as a gateway is not aworkaround, because packets are still dropped

if the Routing Engine of the EX9200 has the routes and ARP entry for the destination

IP. PR1086790

Media Access Control Security (MACsec)

• On EX4200 and EX4550 switches, if MACsec is configured to transit traffic between

switches through Ethernet over SONET, packets might be dropped. PR1056790

Network Management andMonitoring

• On EX Series switches, configuring an invalid SNMP source address might prevent

SNMP traps from being generated, even after the configuration is corrected with a

valid SNMP source address. PR1099802

Platform and Infrastructure

• On EX4500 and EX4550 switches, if an interface on the EX-SFP-10GE-LR uplink

module is disabled by using the CLI command set interface disable, and the interface

through which a peer device is connected to the interface on the uplink module goes

down, CPUutilization of the chassismanager process (chassism)might spike, causing

the chassism process to generate a core file. PR1032818

• On EX Series switches, BFD packets might be sent to a remote neighbor at a rate that

exceeds the remote minimum receive interval value. PR1055830

• On an EX8200 Virtual Chassis, if vlan-tagging is configured without specifying the

interface family, the Packet Forwarding Engine might program the local chassis MAC
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address instead of the routerMAC address, which is used for routing. As aworkaround,

configure family inet on the interface. PR1060148

• On EX Series switches except EX9200 switches, when configuring large numbers of

inet addresses on the switch, for example, more than 1000 IP addresses, gratuitous

ARP packets might not be sent to peer devices. PR1062460

• On EX8200 Virtual Chassis, local ECMP hashing changes when a remote (nonlocal)

interface flaps if the number of local interfaces does not equal the number of remote

interfaces. This might impact ECMP load balancing. PR1084982

• OnEX8200switches,when thePIMmode is changedbetweensparsemodeanddense

mode, the pfem process might generate a core file. PR1087730

• On EX9200 switches operating in a routing domain with a PIM-embedded IPv6

rendezvous point (RP), accessing the RP after the memory is freedmight cause the

routing protocol process to generate a core file. PR1101377

Spanning-Tree Protocols

• On EX Series Virtual Chassis, if STP is configured, and eachmember's mastership

priority valuesaredifferent, rebooting someor all of theVirtualChassismembersmight

cause a traffic failure, even after the reboot has completed. PR1066897

• OnEXSeries switchesexceptEX9200,whenMSTP isconfigured, theEthernet switching

process (eswd)might generate multiple types of core files in the large-scale VLANs

that are associated with multiple spanning-tree instances (MSTIs). PR1083395

VPLS

• On EX9200 switches, when you add a VLAN on an existing virtual-switch instance for

virtual private LAN service (VPLS), the label-switched interface (LSI) might not be

associated with the new VLAN. PR1088541

Related
Documentation

New and Changed Features on page 37•

• Changes in Behavior and Syntax on page 44

• Known Behavior on page 45

• Known Issues on page 52

• Documentation Updates on page 70

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

Documentation Updates

This section lists theerrataandchanges in JunosOSRelease 15.1 for theEXSeries switches

documentation.

• Changes to the Junos OS for EX Series Documentation on page 71

• Errata in the Junos OS for EX Series Documentation on page 71
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Changes to the Junos OS for EX Series Documentation

Network Interfaces Feature Guide for EX4300 Switches

• Half-duplex link support has been added to the EX4300 switch startingwith JunosOS

Release 15.1R4. The Network Interfaces Feature Guide for EX4300 Switches has not yet

been updated to show this support. See the description of this feature in “New and

Changed Features” on page 37.

Errata in the Junos OS for EX Series Documentation

Junos OS Release 15.1 Release Notes

• The EX3200 switch is not supported in Junos OS Release 15.1. We have removed

references to EX3200 switches in Junos OS Release 15.1 release notes, but note that

PDF versions of the release notes that you have downloadedor savedmight not reflect

those updates.

Related
Documentation

New and Changed Features on page 37•

• Changes in Behavior and Syntax on page 44

• Known Behavior on page 45

• Known Issues on page 52

• Resolved Issues on page 55

• Migration, Upgrade, and Downgrade Instructions on page 71

• Product Compatibility on page 72

Migration, Upgrade, and Downgrade Instructions

This section contains the upgrade and downgrade support policy for Junos OS for the

EXSeries. Upgrading or downgrading JunosOS can take several hours, depending on the

size and configuration of the network.

For informationabout software installationandupgrade, see the InstallationandUpgrade

Guide.

• Upgrade and Downgrade Support Policy for Junos OS Releases on page 71

Upgrade and Downgrade Support Policy for Junos OS Releases

Support for upgrades and downgrades that spanmore than three Junos OS releases at

a time is not provided, except for releases that are designated as Extended End-of-Life

(EEOL) releases. EEOL releases provide direct upgrade and downgrade paths—you can

upgrade directly from one EEOL release to the next EEOL release, even though EEOL

releases generally occur in increments beyond three releases.

You can upgrade or downgrade to the EEOL release that occurs directly before or after

the currently installed EEOL release, or to twoEEOL releases before or after. For example,

JunosOSReleases 10.0, 10.4, and 11.4 are EEOL releases. You can upgrade from JunosOS
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Release 10.0 toRelease 10.4 or even from JunosOSRelease 10.0 toRelease 11.4. However,

you cannot upgrade directly from a non-EEOL release that is more than three releases

ahead or behind. For example, you cannot directly upgrade from Junos OS Release 10.3

(a non-EEOL release) to Junos OS Release 11.4 or directly downgrade from Junos OS

Release 11.4 to Junos OS Release 10.3.

To upgrade or downgrade fromanon-EEOL release to a releasemore than three releases

earlier or later, first upgrade to the next EEOL release and then upgrade or downgrade

from that EEOL release to your target release.

For more information about EEOL releases and to review a list of EEOL releases, see

http://www.juniper.net/support/eol/junos.html.

For informationabout software installationandupgrade, see the InstallationandUpgrade

Guide.

Related
Documentation

New and Changed Features on page 37•

• Changes in Behavior and Syntax on page 44

• Known Behavior on page 45

• Known Issues on page 52

• Resolved Issues on page 55

• Documentation Updates on page 70

• Product Compatibility on page 72

Product Compatibility

• Hardware Compatibility on page 72

Hardware Compatibility

To obtain information about the components that are supported on the devices, and the

special compatibility guidelineswith the release, see theHardwareGuide for theproduct.

Todetermine the features supportedonEXSeries switches in this release, use the Juniper

Networks Feature Explorer, a Web-based application that helps you to explore and

compare Junos OS feature information to find the right software release and hardware

platform for your network. Find Feature Explorer at

http://pathfinder.juniper.net/feature-explorer/.

Related
Documentation

New and Changed Features on page 37•

• Changes in Behavior and Syntax on page 44

• Known Behavior on page 45

• Known Issues on page 52

• Resolved Issues on page 55

• Documentation Updates on page 70
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• Migration, Upgrade, and Downgrade Instructions on page 71
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JunosOSReleaseNotesforMSeriesMultiserviceEdgeRouters,MXSeries3DUniversal
Edge Routers, and T Series Core Routers

These release notes accompany Junos OS Release 15.1R5 for the M Series, MX Series,

and T Series. They describe new and changed features, limitations, and known and

resolved problems in the hardware and software.

You can also find these release notes on the Juniper Networks Junos OS Documentation

webpage, located at http://www.juniper.net/techpubs/software/junos/.

• New and Changed Features on page 74

• Changes in Behavior and Syntax on page 123

• Known Behavior on page 156

• Known Issues on page 160

• Resolved Issues on page 177

• Documentation Updates on page 276

• Migration, Upgrade, and Downgrade Instructions on page 282

• Product Compatibility on page 292

New and Changed Features

This section describes the new features and enhancements to existing features in Junos

OS Release 15.1R5 for the M Series, MX Series, and T Series.

• Hardware on page 75

• Bridging and Learning on page 75

• Class of Service (CoS) on page 76

• High Availability (HA) and Resiliency on page 77

• Interfaces and Chassis on page 79

• IPv6 on page 84

• Junos OS XML API and Scripting on page 84

• Layer 2 Features on page 85

• Management on page 87

• MPLS on page 87

• Multicast on page 89

• Network Management and Monitoring on page 91

• Routing Policy and Firewall Filters on page 92

• Routing Protocols on page 93

• Services Applications on page 96

• Software Defined Networking on page 101

• Software Installation and Upgrade on page 102

• Software Licensing on page 102
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• Subscriber Management and Services (MX Series) on page 105

• System Logging on page 120

• User Interface and Configuration on page 121

• VPNs on page 121

Hardware

• NewMPC variants that support higher scale and bandwidth (MX Series)—Starting
with Junos OS Release 15.1, the following variants of a newMPCwith higher scale and

bandwidth are supported on MX Series routers:

• MPC2E-3D-NG—80 Gbps capacity without hierarchical quality of service (HQoS)

• MPC2E-3D-NG-Q—80 Gbps capacity with HQoS

• MPC3E-3D-NG—130 Gbps capacity without HQoS

• MPC3E-3D-NG-Q—130 Gbps capacity with HQoS

The HQoS variants of this MPC support flexible queuing at 80 Gbps or 130 Gbps. See

MIC/MPC Compatibility for supported MICs on these MPCs.

NOTE: TheMPC2E-3D-NG, MPC2E-3D-NG-Q, MPC3E-3D-NG, and
MPC3E-3D-NG-Qarealsosupported in JunosOSRelease 14.1R4.Tosupport
theseMPCs in 14.1R4, youmust install JunosContinuity software.See Junos

Continuity Software for more details.

NOTE: The non-HQoSMPCs support MIC-3D-4COC3-1COC12-CE,
MIC-3D-8CHOC3-4CHOC12, andMIC-3D-4CHOC3-2CHOC12 when they
are upgraded to the HQoSmodel through a license.

MPC2E-3D-NG andMPC2E-3D-NG-Q do not support
MIC3-3D-10XGE-SFPP, MIC3-3D-1X100GE-CFP, MIC3-3D-1X100GE-CXP,
andMIC3-3D-2X40GE-QSFPP.

• Starting in JunosOSRelease 15.1R1, the JuniperNetworksMX2010and JuniperNetworks

MX2020 routers support the following new power distribution modules:

• 7-feed single-phase AC PDM

• 9-feed single-phase AC PDM

• 7-feed DC PDM

In addition, this release supports a new optimized power fan tray.

Bridging and Learning

• Support for modifyingMAC table aging timer for bridge domains (MX
Series)—Starting with Junos OS Release 15.1, you canmodify the aging timer for MAC
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table entries of a bridge domain. When the aging timer for a MAC address in a MAC

table expires, the MAC address is removed from the table. This aging process ensures

that the router tracks only active MAC addresses on the network and that it is able to

flush out MAC addresses that are no longer available.

The default aging timer for MAC entries is 300 seconds. Depending on how long you

want to keep a MAC address in a MAC table before it expires, you can either increase

or decrease the aging timer. Tomodify the aging timer for MAC entries in a MAC table,

use themac-table-aging-timer statement at one of the following hierarchy levels:

• [edit bridge-domains bridge-domain-name bridge-options]

• [edit routing-instances routing-instance-name protocols vpls]

• [edit routing-instances routing-instance-name protocols evpn]

• Support forL2TPdrain (MXSeries)—Starting in JunosOSRelease 15.1, youcanprevent
the creation of new Layer 2 Tunneling Protocol (L2TP) sessions, destinations, and

tunnels at an LNS or a LAC for administrative purposes.

To configure this feature, use the drain statement at the [edit services l2tp] hierarchy

level. You can configure this feature at the global level or for a specific destination or

tunnel. Configuring this feature on a router sets the administrative state of the L2TP

session,destination, or tunnel todrain,whichensures thatnonewdestinations, sessions,

or tunnels are created at the specified LNS or LAC.

NOTE: This feature does not affect existing L2TP sessions, destinations,
or tunnels.

[See Configuring L2TP Drain, show services l2tp destination, and show services l2tp

tunnel.]

Class of Service (CoS)

• ExtendedMPC support for per-unit schedulers (MX Series)—Starting in Junos OS
Release 15.1 youcanconfigureper-unit schedulerson thenon-queuingMPC6E,meaning

youcan include theper-unit-scheduler statementat the [edit interfaces interfacename]

hierarchy level. When per-unit schedulers are enabled, you can define dedicated

schedulers for logical interfaces.

Enabling per-unit schedulers on the MPC6E adds additional output to the show

interfaces interface name [detail | extensive] command. This additional output lists the

maximum resources available and the number of configured resources for schedulers.

[See Scheduler Maps and Shaping Rate to DLCIs and VLANs.]

• Change to CoS shaping rate fallback behavior (MX Series)—Starting in Junos OS
Release 15.1, when a CoS service profile is deactivated, the traffic shaping rate falls

back in the following order: ANCP shaping rate, PPPoE IA tag rate, or shaping rate

configured in the traffic control profile. In earlier releases, the traffic shaping rate falls

back to the ANCP adjusted rate or the traffic control profile value.
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Nowwhen an ANCP shaping rate adjustment is removed, the rate falls back to the

PPPoE IA tag rate or the traffic control profile value. In earlier releases, the rate falls

back to the traffic control profile value.

[See CoS Adjustment Control Profiles Overview.]

• Hierarchical CoSsupport forGRE tunnel interfaceoutput queues (MXSeries routerswith

MPC5E)–Starting with Junos OS Release 15.1R2, you canmanage output queuing of

traffic enteringGRE tunnel interfaces hosted onMPC5E line cards inMXSeries routers.

Support for the output-traffic-control-profile configuration statement, which applies

an output traffic scheduling and shaping profile to the interface, is extended to GRE

tunnel physical and logical interfaces. Support for the

output-traffic-control-profile-remaining configuration statement, which applies an

output traffic scheduling and shaping profile for remaining traffic to the interface, is

extended to GRE tunnel physical interfaces.

NOTE: Interface sets (sets of interfaces used to configure hierarchical CoS
schedulers on supported Ethernet interfaces) are not supported on GRE
tunnel interfaces.

[See Configuring Traffic Control Profiles for Shared Scheduling and Shaping.]

• Support for suppressing thedefault classifier (MXSeries)—Beginningwith JunosOS
Release 16.1R1, you can disable the application of the default classifier on an interface

or a routing instance to preserve the incoming classifier. This is done by applying the

no-default option at the [edit class-of-service routing-instances
routing-instance-name classifiers] hierarchy level. This is useful, for example, in a
bridge domain, where the default classifier for the interface overrides the configured

classifier for the domain.

[See Applying Behavior Aggregate Classifiers to Logical Interfaces.]

High Availability (HA) and Resiliency

• MXSeries Virtual Chassis support for MX2010 andMX2020member routers (MX
Series routerswithMPCs/MICs)—Starting in JunosOSRelease 15.1, you can configure
anMX2010 router orMX2020 router asamember router inanMXSeriesVirtualChassis.

In earlier releases, MX2010 routers and MX2020 routers cannot function as member

routers in an MX Series Virtual Chassis.

In a two-member Virtual Chassis configuration, the following member router

combinations are supported with an MX2010 router or MX2020 router:

• MX960 router and MX2010 router

• MX960 router and MX2020 router

• MX2010 router and MX2020 router

• MX2010 router and MX2010 router

• MX2020 router and MX2020 router

77Copyright © 2017, Juniper Networks, Inc.

New and Changed Features

http://www.juniper.net/techpubs/en_US/junos15.1/topics/concept/cos-adjustment-control-profiles-overview.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/usage-guidelines/cos-configuring-traffic-control-profiles-for-shared-scheduling-and-shaping.html
https://www.juniper.net/documentation/en_US/junos16.1/topics/task/configuration/cos-applying-classifiers-to-logical-interfaces.html


To ensure that a Virtual Chassis configuration consisting of an MX2020 router and

either an MX960 router or MX2010 router forms properly, youmust issue the request

virtual-chassismember-idsetmembermember-idslots-per-chassisslot-countcommand,

wheremember-id is themember ID (0or 1) configured for theMX960 router orMX2010

router, and slot-count is 20 tomatch the slot count for the MX2020 router. In addition,

for a Virtual Chassis that includes anMX2020member router, all four Routing Engines

in the Virtual Chassis configuration must have at least 16 gigabytes of memory.

[See Configuring anMX2020Member Router in an Existing MX Series Virtual Chassis.]

• Relay daemon code removed for MX Series Virtual Chassis (MX Series routers with
MPCs/MICs)—Starting in Junos OS Release 15.1, the code associated with the relay
software process (relayd) has been removed for use with MX Series Virtual Chassis

configurations. In earlier releases, the relayd functionality was disabled, but the code

implementing this functionality was still present in the software. Removing the relayd

functionality and related software code reduces the risk of timing issues for MX Series

Virtual Chassis configurations and improves overall performance and stability.

With the removal of the relay daemon code for MX Series Virtual Chassis, certain

operational commands no longer display information pertaining to the relayd process

in the output for an MX Series Virtual Chassis. Examples of the affected commands

include show system core-dumps, show systemmemory, and show system processes.

In addition, the following relayd errormessages have been removed from the software

for MX Series Virtual Chassis:

• RELAYD_COMMAND_OPTIONS

• RELAYD_COMMAND_OPTION_ERROR

• RELAYD_SYSCALL_ERROR

• Configuration support for multiple MEPs for interfaces belonging to a single VPLS
service, CCC, or bridge domain (MXSeries)—Starting with Junos OS Release 15.1, you
can configure multiple maintenance endpoints (MEPs) for a single combination of

maintenance association andmaintenance domain IDs for interfaces belonging to a

particular VPLS service, circuit cross-connect (CCC), or bridge domain.

ToconfiguremultipleMEPs, use theexistingmepmep-id statementat the [editprotocols

oam ethernet connectivity-fault-managementmaintenance-domain domain-name

maintenance associationma-name] hierarchy level.

• NSR and validation-extension for BGP flowspec—Starting in Junos OS Release 15.1,
changes are implemented to add NSR support for existing inet-flow and inetvpnflow

families and to extend routes validation for BGP flowspec. Two new statements are

introduced as part of this enhancement.

[See enforce-first-as and no-install.]

• Enhancementsmade to unified ISSU for VRRPv3 to avoid adjacency flap (MSeries
andMX Series)—Starting in Junos OS Release 15.1, enhancements have beenmade
tomaintain protocol adjacency with peer routers during unified ISSU and tomaintain

interoperability among equipment andwith other JunosOS releases and other Juniper

Networks products. This design is for VRRPv3 only. VRRPv1 and VRRPv2 are not
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supported. The show vrrp command output is updated to display unified ISSU

information.

[See show vrrp and Junos OS Support for VRRPv3.]

• New solution to determine when to tear down old LSP instances (M Series, MX
Series, and T Series)—Starting in Junos OS Release 15.1, a feedback mechanism
supersedes the delay created by using the optimize-hold-dead-delay statement.

Configure this feature by using the optimize-adaptive-teardown statement on routers

acting as the ingress for the affected LSPs.

[See Achieving a Make-Before-Break, Hitless Switchover for LSPs, and

optimze-adaptive-teardown.]

• Graceful restart valuesareconfigurableat the [edit routing-instances]hierarchy level
(M Series and T Series)—Starting in Junos OS Release 15.1, the graceful-restart
configuration statement is configurable at the level of individual routing instances.

Thismeans you can have different values for different instances. For example, you can

havea routing instanceconfiguredwith IGMPsnoopingandanotherwithPIMsnooping

and configure a graceful restart timer value at the instance level that is tuned for each

instance.

[See Configuring Graceful Restart for Multicast Snooping and graceful-restart (Multicast

Snooping).]

• JunosOS achieves higher scaling for VRRP over logical interfaces—Starting in Junos
OS Release 15.1, a new option for the delegate-processing statement allows for VRRP

over logical interfaces such as aggregated Ethernet and IRB interfaces.

[See delegate-processing.]

Interfaces and Chassis

• Synchronous Ethernet and Precision Time Protocol (PTP) support on
MPC3E-3D-NG-Q, MPC3E-3D-NG, MPC2E-3D-NG-Q, andMPC2E-3D-NG (MX240,
MX480, MX960, MX2010, andMX2020)—Starting with Junos OS Release 15.1R2,
synchronous Ethernet and PTP are supported on MPC3E-3D-NG-Q, MPC3E-3D-NG,

MPC2E-3D-NG-Q, and MPC2E-3D-NG. The PTP feature includes support for ordinary

clock (OC) and boundary clock (BC).

[See Precision Time Protocol Overview and Synchronous Ethernet.]

• VLAN demux support added toMS-DPC (MX Series)—Starting in Junos OS Release
15.1, the MS-DPC supports VLAN demux interfaces.

[See Protocols and Applications Supported by the Multiservices DPC (MS-DPC).]

• CFP-100GBASE-ZR (MX Series)—In Junos OS Release 13.3R6, 14.1R4, 14.2R3, and
15.1R1 and later, the CFP-100GBASE-ZR transceiver provides advanced dual

polarization-quadraturephaseshift keying(DP-QPSK)coherentdigital signalprocessing

(DSP) and forward error correction (FEC)-enabled robust tolerance to optical

impairments and supports 80 km reach over single-mode fiber. The transceiver is not

specifiedaspart of IEEE802.3but is built according to JuniperNetworks specifications.

The following interface modules support the CFP-100GBASE-ZR transceiver:
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• 2x100GE + 8x10GEMPC4E (MPC4E-3D-2CGE-8XGE)

• 100-Gigabit Ethernet MIC with CFP (MIC3-3D-1X100GE-CFP)

For more information about the interface modules, see the “Cables and Connectors”

section in theMXSeries Interface Module Reference.

[See 100-Gigabit Ethernet 100GBASE-R Optical Interface Specifications and Supported

Network Interface Standards by Transceiver for ACX, M, MX, and T Series Routers.]

• Maximum generation rate for ICMP and ICMPv6messages is configurable (MX
Series)—Starting in Junos OS Release 15.1R1, you can configure the maximum rate at

which ICMP and ICMPv6messages that are not ttl-expired are generated by using the

icmp and icmp6 and configuration statements at the [edit chassis] hierarchy level.

• CPU utilization status (MX240, MX480, MX960, MX2010, andMX2020)—Starting
with JunosOSRelease 15.1, you can view the average CPUutilization status of the local

Routing Engine in the past 1 minute, 5 minutes, and 15 minutes using the show chassis

routing-engine command. Youcanalso view theaverageCPUutilization status of FPCs

in themaster Routing Engine in the past 1 minute, 5 minutes, and 15minutes using the

show chassis fpc command. In addition, the following three new Juniper Networks

enterprise-specific SNMPMIB objects are introduced in the jnxOperatingTable table

in the jnxBoxAnatomyMIB:

• jnxOperating1MinAvgCPU

• jnxOperating5MinAvgCPU

• jnxOperating15MinAvgCPU

[See jnxBoxAnatomy, show chassis fpc, and show chassis routing engine.]

• Support fora resource-monitoringmechanismusingCLI statementsandSNMPMIB
objects (MXSeries routers with DPCs andMPCs)—Starting in Junos OS Release 15.1,
Junos OS supports a resource monitoring capability using both the configuration

statements in the CLI and SNMPMIB queries. You can employ this utility to provision

sufficient headroom (memory space limits that are set for the application or virtual

router) for monitoring the health and operating efficiency of DPCs and MPCs. To

configure the resource-monitoring capability on MX240, MX480, MX960, MX2010,

and MX2020 routers, include the resource-monitor statement and its substatements

at the [edit system services] hierarchy level. You specify the high threshold value that

is common for all the memory spaces or regions and the watermark values for the

different memory blocks on DPCs and MPCs.

• Dynamic learningof sourceanddestinationMACaddressesonaggregatedEthernet
interfaces (M Series, MX Series, and T Series)—Starting in Junos OS Release 15.1,
support for dynamic learningof the sourceanddestinationMACaddresses is extended

to aggregated Ethernet interfaces on the following cards: Gigabit Ethernet DPCs on

MX Series routers, Gigabit Ethernet IQ and Gigabit Ethernet PICs with SFPs (except

the 10-portGigabit EthernetPICand thebuilt-inGigabit Ethernetporton theM7i router),

100-Gigabit Ethernet Type 5 PIC with CFP configured, and MPC3E, MPC4E, MPC5E,

MPC5EQ, and MPC6EMPCs.

[See Configuring MAC Address Accounting.]
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• Support forMACsec (MXSeries)—Starting in JunosOSRelease 15.1, you can configure
Media Access Control Security (MACsec) on MX Series routers with the enhanced

20-port Gigabit Ethernet MIC (model number MIC-3D-20GE-SFP-E). MACsec is an

industry-standard security technology that provides secure communication for almost

all types of traffic on Ethernet links. You can enable MACsec using static connectivity

association key (CAK) security mode by using the connectivity-association

connectivity-association-name statement and its substatements at the [edit security

macsec] hierarchy level. MACsec is supported on MX Series routers with

MACsec-capable interfaces.MACsecusing static secureassociation key (SAK) security

mode does not work properly on MX80 routers and FPC slots other than slot 0 of

MX104 routers.

• Fabrichardeningenhancements(MXSeries)—Starting in JunosOSRelease 15.1, fabric
hardening can be configured with two new CLI configuration commands, per fpc

bandwidth-degradation and per fpc blackhole-action. Fabric hardening is the process

ofcontrollingbandwidthdegradation toprevent trafficblackholing.Thenewcommands

give youmore control over what threshold of bandwidth degradation to react to, and

which corrective action to take.

The per fpc bandwidth-degradation command determines how the FPC reacts when

it reaches a specified bandwidth degradation percentage. The per fpc

bandwidth-degradation command and the offline-on-fabric-bandwidth-reduction

commands aremutually exclusive. If both commands are configured, an error is issued

during the commit check.

The per fpc blackhole-action command determines how the FPC responds to a 100

percent fabricdegradationscenario.This command isoptionalandoverrides thedefault

fabric hardening procedures.

• Support for flexible queuing on non-HQoSMPCs (MX Series)—Starting in Junos OS
Release 15.1, you can enable flexible queuing on non-HQoSMPCs, such as the

MPC2E-3D-NGandMPC3E-3D-NG.When flexiblequeuing isenabled,non-HQoSMPCs

support a limited queuing capability of 32,000 queues per slot, including ingress and

egress.

You can enable flexible queuing by including the flexible-queuing-mode statement at

the [edit chassis fpc] hierarchy level. When flexible queuing is enabled, the MPC is

restarted and is brought online only if the power required for the queuing component

is available in the PEM. The MPC remains offline if the PEM cannot meet the power

requirement for the queuing component.

The following MICs are supported on non-HQoSMPCs only when flexible queuing is

enabled:

• MIC-3D-8CHOC3-4CHOC12

• MIC-3D-4CHOC3-2CHOC12

Youmust purchase an add-on license to enable flexible queuing on a non-HQoSMPC.

• Support for dynamicpowermanagement (MXSeries)—Starting in JunosOSRelease
15.1,MPC3E-3D-NG,MPC3E-3D-NG-Q,MPC2E-3D-NG,andMPC2E-3D-NG-Qsupport

dynamicpowermanagement.Whenyouenabledynamicpowermanagement,anMPC

is powered on only if the power entry module (PEM) canmeet the worst-case power
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requirement for the MPC. Power budgeting for MICs is performed only when a MIC is

brought online.Whether or not a newdevice is powered on depends on the availability

of power in the PEM.

You can enable dynamic power management by including the

mic-aware-power-management statement at the [edit chassis] hierarchy level. This

feature is disabled by default. When this feature is disabled, the Chassis Manager

checks for the worst-case power requirement of the MICs before allocating power for

the MPCs. When dynamic power management is enabled, worst-case power

consumption byMICs is not considered while budgeting power for anMPC. Every time

you disable or enable dynamic power management, youmust restart the chassis or

the MPC for the changes to take effect.

• Maximum generation rate for ICMP and ICMPv6messages is configurable (MX
Series)—Starting in Junos OS Release 15.1R1, you can configure the maximum rate at

which ICMP and ICMPv6messages that are not ttl-expired are generated by using the

icmp and icmp6 and configuration statements at the [edit chassis] hierarchy level.

• Synchronous Ethernet and Precision Time Protocol (PTP) support onMPC4E
(MX240, MX480, MX960, MX2010, andMX2020)—Starting with Junos OS Release
15.1, synchronousEthernetandPTParesupportedonMPC4E.ThePTPfeature includes

support for ordinary clock (OC) and boundary clock (BC).

[See Precision Time Protocol Overview, Synchronous Ethernet, and Protocols and

Applications Supported by theMX240,MX480,MX960,MX2010, andMX2020MPC4Es.]

• Support for hypermode to increase packet processing rate on enhancedMPCs
(MX240,MX480,MX960,MX2010,andMX2020)—Starting in JunosOSRelease 15.1,
MPC3E, MPC4E, MPC5E, and MPC6E support the hyper mode feature. Enabling the

hyper mode feature increases the rate at which a data packet is processed, which

results in the optimization of the lifetime of a data packet. Optimization of the data

packet lifetime enables better performance and throughput.

NOTE: You can enable hyper mode only if the network-servicemode on
the router is configured as either enhanced-ip or enhanced-ethernet. Also,

youcannotenable thehypermode feature foraspecificPacketForwarding
Engine on anMPC—that is, when you enable the feature, it is applicable
for all Packet Forwarding Engines on the router.

When you enable the hyper mode feature, the following features are not supported:

• Creation of Virtual Chassis.

• Interoperability with legacy DPCs, including MS-DPCs. The MPC in hyper mode

accepts and transmits data packets only from other existing MPCs.

• Interoperability with non-Ethernet MICs and non-Ethernet Interfaces such as

channelized interfaces, multilink interfaces, and SONET interfaces.

• Padding of Ethernet frames with VLAN.
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• Sending Internet Control Message Protocol (ICMP) redirect messages.

• Termination or tunneling of all subscriber-based services.

To configure the hyper mode feature, use the hyper-mode statement at the [edit

forwarding-options] hierarchy level. To view the changed configuration, use the show

forwarding-options hyper-mode command.

• QSFPP-40GE-LX4 (MX Series)—In Junos OS Release 15.1R3 and later, the
QSFPP-40GE-LX4transceiverprovides2kmreachover single-mode fiber, 100m(with

OM3MMFcable), or 150m(withOM4MMFcable) reachovermultimode fiber.Signaling

speed for each channel is 10.3125 GBd with aggregated data rate 41.25 Gb/s. The

module enables 40GBASE links over a pair of either SMF or MMF terminated with

duplex LC connectors. The LC connector supports connections with physical contact

(PC) or ultra physical contact (UPC) connectors. Patch cords with APC connectors

are not supported. The 6x40GE +24X10GEMPC5EQ (model number:

MPC5EQ-40G10G) supports the QSFPP-40GE-LX4 transceiver.

For more information about the interface modules, see the “Cables and Connectors”

section for the specific module in theMXSeries Interface Module Reference.

[See 40-Gigabit Ethernet 40GBASE-R Optical Interface Specifications.]

• CFP2-100G-ER4-D (MX Series)—In Junos OS Releases 13.3R9, 14.2R6, 15.1R3 and
later, the CFP2-100G-ER4-D transceiver provides dual-rate 40 km reach over G.652

single-mode fiber. Signaling speed for each channel is either 25.78125 GBd with

aggregated data rate 103.125Gb/s of 100GBASE-R, or 27.952493GBdwith aggregated

data rate 111.81 Gb/s of OTU4 client interface. The CFP2-100G-ER4-D transceiver

supports both IEEE 100GBASE-ER4 and ITU-TG.959.1 application code 4L1-9C1F. The

duplexLCconnector supports connectionswithPhysicalContact (PC)orUltraPhysical

Contact (UPC) connectors. Patch cords with APC connectors are not supported. The

CFP2-100G-ER4-D supports the 100GBASE-ER4 standard. The following MPCs and

MIC support the CFP2-100G-ER4-D transceiver:

• 2x100GE + 4x10GEMPC5E (model number: MPC5E-100G10G)

• 2x100GE + 4x10GEMPC5EQ (model number: MPC5EQ-100G10G)

• 100-Gigabit Ethernet MIC with CFP2 (model number: MIC6-100G-CFP2)

For more information about the interface modules, see the “Cables and Connectors”

section for the specific module in theMXSeries Interface Module Reference.

[See 100-Gigabit Ethernet 100GBASE-R Optical Interface Specifications.]

• CFP2-100G-SR10-D3 (MX Series)—In Junos OS Release 15.1R3 and later, the
CFP2-100G-SR10-D3 transceiver provides dual rate 100m(withOM3MMFcable) and

150m (with OM4MFF cable) reach over multimode fiber. Signaling speed for each

channel is either 10.3125 GBdwith aggregated data rate 103.125 Gb/s of 100GBASE-R,

or 11.181 GBd with aggregated data rate 111.81 Gb/s of OTU4 client interface. With

24-fiber ribbon cables that haveMPOconnectors, themodule can support 100-gigabit

links. With ribbon to duplex fiber breakout cables, themodule can also support 10 x 10

Gigabit mode. The recommended Option A in IEEE STD 802.3-2012 is required. The

CFP2-100G-SR10-D3transceiversupports the 100GBASE-SR10standard.Thefollowing

MPCs and MIC support the CFP2-100G-SR10-D3 transceiver:
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• 2x100GE + 4x10GEMPC5E (model number: MPC5E-100G10G)

• 2x100GE + 4x10GEMPC5EQ (model number: MPC5EQ-100G10G)

• 100-Gigabit Ethernet MIC with CFP2 (model number: MIC6-100G-CFP2)

For more information about the interface modules, see the “Cables and Connectors”

section for the specific module in theMXSeries Interface Module Reference.

[See 100-Gigabit Ethernet 100GBASE-R Optical Interface Specifications.]

IPv6

• Support for outbound-SSH connections with IPv6 addresses (M Series, MX Series,
and T Series)—Starting with Release 15.1, Junos OS supports outbound-SSH
connections with devices having IPv6 addresses.

[See outbound-ssh, Configuring Outbound SSH Service, and Establishing an SSH

Connection for a NETCONF Session.]

Junos OS XML API and Scripting

• Support for replacing patterns in configuration data within NETCONF and Junos
XML protocol sessions (M Series, MX Series, and T Series)—Starting in Junos OS
Release 15.1, you can replace variables and identifiers in the candidate configuration

whenperforminga<load-configuration>operation ina JunosXMLprotocolorNETCONF

session. The replace-patternattribute specifies thepattern to replace, thewithattribute

specifies the replacementpattern, and theoptionaluptoattribute indicates thenumber

ofoccurrences to replace.Thescopeof the replacement isdeterminedby theplacement

of the attributes in the configuration data. The functionality of the attribute is identical

to that of the replace pattern configuration mode command in the Junos OS CLI.

[SeeReplacingPatterns inConfigurationDataUsing theNETCONFor JunosXMLProtocol.]

• Junos OS SNMP scripts to support customMIBs (M Series, MX Series, and T

Series)—Starting with Junos OS Release 15.1, you can use Junos OS SNMP scripts to

supportcustomMIBsuntil theyare implemented in JunosOS.SNMPscriptsare triggered

automatically when the SNMPmanager requests information from the SNMP agent

for an object identifier (OID) that is mapped to an SNMP script for an unsupported

OID. The script acts like an SNMP subagent, and the system sends the return value

from the script to the network management system (NMS).

[See SNMP Scripts Overview.]
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Layer 2 Features

• Configuration support for backup liveness detection betweenmultichassis link
aggregationpeers(MXSeries)—Startingwith JunosOSRelease 15.1, youcanconfigure
backup liveness detection betweenmultichassis link aggregation (MC-LAG) peers.

Backup liveness detection determines the peer status (that is, whether the peer is up

or down) by exchanging keepalive messages between twoMC-LAG peers on a

configured IP address. MC-LAG peers use an Inter-Chassis Control Protocol (ICCP)

connection to communicate. When an ICCP connection is operationally down, a peer

can send liveness detection requests to determine the peer status. If a peer fails to

respond to the liveness detection request within a specified time interval, the liveness

detection check fails and the peer is concluded to be down.

To configure backup liveness detection between MC-LAG peers, use the

backup-liveness-detection backup-peer-ip backup-peer-ip-address statement at the

[edit protocols iccp peer] hierarchy level.

[See Configuring Multichassis Link Aggregation onMX Series Routers and show iccp.]

• Support forPTPoverEthernet(MXSeries)—Starting in JunosOSRelease 15.1, Precision
Time Protocol (PTP) is supported over Ethernet links on MX Series routers. This

functionality is supported in compliance with the IEEE 1588-2008 specification.

Some base station vendors might use only packet interfaces using Ethernet

encapsulation for PTP for time and phase synchronization. To provide packet-based

timingcapability topacket interfacesusedby suchvendors, youcanconfigureEthernet

encapsulation for PTP on themaster port of any node (that is, an MX Series router)

that is directly connected to the base station.

To configure Ethernet as the encapsulation type for the transport of PTP packets on

master or slave interfaces, use the transport 802.3 statement at the [edit protocols

ptpslave interface interface-namemulticast-mode]or [editprotocolsptpmaster interface

interface-namemulticast-mode] hierarchy level.

[See Configuring Precision Time Protocol.]

• Support extended for Layer 2 features (MX Series routers with MPC5E and
MPC6)—Starting with Junos OS Release 15.2, Junos OS extends support for the
following Layer 2 features on MX Series routers with MPC5E and MPC6:

• Active-active multihoming support for EVPNs

• Ethernet frame padding with VLAN for DPCs and MPCs

• IEEE 802.1ad provider bridges

• IGMP snooping with bridging, IRB, and VPLS

• Layer 2 and Layer 2.5 integrated routing and bridging (IRB) and Spanning Tree

Protocols (xSTP)

• Layer 2 protocol tunneling (L2PT) support

• Layer 2 support for MX Series Virtual Chassis

• Layer 2 Tunneling Protocol (L2TP)
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• Link aggregation group (LAG)—VLAN-CCC encapsulation

• Loop Detection using the MAC address Move

• Multichassis LAG—active/active and active/standby

• Multichassis LAG—active/active with IGMP snooping

• Truck ports

[See Layer 2 Overview, Routing Instances, and Basic Services Feature Guide for Routing

Devices.]

• Hot-standby support for VPLS redundant pseudowires–Starting in Release 15.1R4,
Junos OS enables you to configure redundant pseudowires. If a primary pseudowire

fails, Junos OS switches service to a preconfigured redundant pseudowire.

The time required for the redundant pseudowire to recover traffic from the primary

pseudowire depends on the number of pseudowires and the option configured for

pseudowire redundancy. There are three options:

• Backup redundancy

• Standby redundancy

• Hot-standby

The hot-standby option enables Junos OS to reduce the amount of traffic it discards

duringa transition fromaprimary to redundantpseudowire.Both theactiveandstandby

pathsare kept openwithin theLayer 2domain.Nowyoucanconfigure thehot-standby

option to configure pseudowires for virtual private LAN services (VPLS) running the

Label Distribution Protocol (LDP).

• Implicitmaximumbandwidth for inline services for L2TPLNS(MXSeries)—Starting
in JunosOSRelease 15.1R5, you are no longer required to explicitly specify a bandwidth

for L2TP LNS tunnel traffic using inline services.When you do not specify a bandwidth,

themaximumbandwidth supported on the PIC is automatically available for the inline

services; inline services can use up to this maximum value. For example:

user@host# set chassis fpc 3 pic 0 inline-services
user@host# set chassis fpc 3 pic 1 inline-services

user@host> show interfaces si-3/0/0
Physical interface: si-3/0/0, Enabled, Physical link is Up
  Interface index: 181, SNMP ifIndex: 561
  Type: Adaptive-Services, Link-level type: Adaptive-Services,  
   MTU: 9192, Speed: 100000mbps
  …

user@host> show interfaces si-3/1/0
Physical interface: si-3/1/0, Enabled, Physical link is Up
  Interface index: 182, SNMP ifIndex: 562
  Type: Adaptive-Services, Link-level type: Adaptive-Services, 
  MTU: 9192, Speed: 100000mbps
  …

In earlier releases, youmust specify a bandwidth to enable inline services by including

the bandwidth statement with the inline-services statement.
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Management

• Support for enforcing RFC-compliant behavior in NETCONF sessions (MSeries,MX
Series, and T Series)—Starting in Junos OS Release 15.1, you can require that the
NETCONFserver enforce certainbehaviors during theNETCONFsessionby configuring

the rfc-compliant statement at the [edit systemservicesnetconf]hierarchy level.When

you configure the rfc-compliant statement, theNETCONF server explicitly declares the

NETCONF namespace in its replies and qualifies all NETCONF tags with the nc prefix.

Also, <get> and <get-config> operations that return no configuration data do not

include an empty <configuration> element in RPC replies.

[See Configuring RFC-Compliant NETCONF Sessions.]

• NewYANG features including configuration hierarchymust constraints published
in YANG and a newmodule that defines Junos OS YANG extensions (M Series, MX
Series, and T Series)—Starting in Junos OS Release 15.1, the Juniper Networks
configuration YANGmodule includes configuration constraints published using either

the YANGmust statement or the Junos OS YANG extension junos:must. Constraints

that cannot bemapped directly to YANG’smust statement, which include expressions

containing special keywords or symbols such as all, any, unique, $, __, and wildcard

characters, are published using junos:must.

The new junos-extensionmodule contains definitions for Junos OS YANG extensions

including themustandmust-message keywords. The junos-extensionmodule is bound

to the namespace URI http://yang.juniper.net/yang/1.1/je and uses the prefix junos.

You can download Juniper Networks YANGmodules from the website, or you can

generate themodules by using the show system schema operational mode command

on the local device.

[See Using Juniper Networks YANGModules.]

MPLS

• New command to display theMPLS label availability in RPD (M Series, MX Series,
andTSeries)—Startingwith JunosOSRelease 15.1, a new show command, showmpls

label usage, is introduced to display the available label space resource in RPD and also

theapplications thatuse the label space inRPD.Using this command, theadministrator

canmonitor theavailable labels in each label spaceand theapplications that are using

the labels.

[See showmpls label usage.]

• Pro-active loss and delaymeasurement (MX Series routers with MPCs andMICs
only)—Starting in Junos OS Release 15.1, this feature enables you to monitor and
measure packet loss, packet delay, or both for associated bidirectional MPLS

ultimate-hop popping point-to-point label-switched paths (LSPs), using the show

performance-monitoringmpls lsp command. This command provides a summary of

the performancemetrics for packet loss, two-way channel delay and round trip delay,

as well as relatedmetric like delay variation and channel throughput.

You can configure pro-active loss and delay measurement using the

performance-monitoringconfigurationstatement.This functionalityprovides real-time
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visibility intonetworkperformance, thereby facilitatingnetworkperformanceplanning,

troubleshooting, and evaluation.

[See Configuring Pro-Active Loss and Delay Measurements.]

• Configuring Layer 3 VPN egress protection with PLR as protector (M Series, MX
Series,andTSeries)—Starting in JunosOSRelease 15.1, this featureaddressesaspecial
scenario of egress node protection, where the point of local repair (PLR) and the

protector are co-located as one router. In this case, there is no need to have a bypass

LSP reroute traffic during local repair.

In the co-located protector model, the PLR or the protector is directly connected to

the CE device through a backup AC, while in the Centralized protector model, the PLR

or the protector has an MPLS tunnel to the backup PE device.

[See Example: Configuring Layer 3 VPN Egress Protection with PLR as Protector.]

• Support for NSR, IGP-FA, and static route on container LSPs (M Series, MX Series,
and T Series)—Starting with Junos OS Release 15.1, container label-switched paths
(LSPs) provide support for nonstop active routing (NSR), IGP forwarding adjacency,

and static routes to address the requirements of a wider business case.

NSRsynchronizes theLSPstatebetween redundantRoutingEngines, thereby reducing

the time to rebuild the container LSP upon a Routing Engine switchover and avoiding

traffic loss. Because IGP forwarding adjacency and static routes are widely deployed

for RSVP point-to-point LSPs, and container LSPs are dynamically created

point-to-point LSPs, these features are also required to fully deploy container LSPs in

the field.

[See Example: Configuring Dynamic Bandwidth Management Using Container LSPs.]

• Support for DDoS on pseudowire subscriber logical interface (M Series andMX
Series)—Starting with Junos OS Release 15.1R3, distributed denial-of-service (DDoS)
protection is supported on the services side of anMPLS pseudowire subscriber logical

interface. DDoS protection identifies and suppresses malicious control packets while

enabling legitimate control traffic to be processed. This protection enables the device

to continue functioning, even when attacked frommultiple sources. Junos OS DDoS

protection provides a single point of protection management that enables network

administrators tocustomizeaprofileappropriate for thecontrol trafficon their networks.

• Support for Policer and Filter on pseudowire subscriber logical interface (M Series
andMXSeries)—Startingwith JunosOSRelease 15.1R3,Policer andFilter are supported
on the services sideof anMPLSpseudowire subscriber logical interface. Policer defines

a set of traffic rate limits and sets consequences for traffic that does not conform to

the configured limits. Firewall filters restrict traffic destined for the Routing Engine

based on its source, protocol, and application. Also, firewall filters limit the traffic rate

of packets destined for theRoutingEngine toprotect against floodor denial-of-service

(DoS) attacks.

• Support for accurate transmit logical interface statistics on pseudowire subscriber
logical interface (M Series andMX Series)—Starting with Junos OS Release 15.1R3,
accurate transmit logical interface statistics are supported on the services side of an

MPLS pseudowire subscriber logical interface. These statistics report actual transmit
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statistics insteadof the loadstatistics givenby the router for thepseudowire subscriber

service logical interfaces.

• Support for Ethernet circuit cross-connect (CCC) encapsulation on pseudowire
subscriber logical interface(MSeriesandMXSeries)—Startingwith JunosOSRelease
15.1R3, CCC encapsulation is supported on the transport side of an MPLS pseudowire

subscriber logical interface. This featurehelps inmigratingor deploying seamlessMPLS

architectures in access networks. Customers deploying either business edge or

broadband residential edge access networks use this feature to configure interfaces

over the virtual Ethernet interface similar to what is already available on physical

Ethernet interfaces.

You can define only one transport logical interface per pseudowire subscriber logical

interface. Although the unit number can be any valid value, we recommend that unit

0 represent the transport logical interface. Two types of pseudowire signaling are

allowed, Layer 2 circuit and Layer 2 VPN.

• MPLS over dynamic GRE tunnel scaling of 32K (MX Series)—Starting in Junos OS
Release 15.1R3, MX Series routers support dynamic GRE tunnels scaling to 32K.

Additionally, the previous IFL dependency is removed so rpd now creates a new tunnel

composite nexthop rather than creating an IFL. The tunnel composite nexthop has

encapsulation data of the dynamic tunnel with a VPN label. To enable nexthop base

dynamic tunnel mode, you set the next-hop-based-tunnel statement from the

[routing-options] hierarchy level. By configuring this new statement, you can switch

an IFL-based tunnel to a nexthop-based dynamic tunnel. You can view output of this

new statement with the following show commands: show dynamic-tunnels database,

show route table inet.3 extensive, show route table inet.3, show route table bgp.l3vpn.0,

and show route table bgp.l3vpn.0 extensive.

NOTE: Dynamic tunnels are not supported on logical systems.

Multicast

• Latency fairness optimizedmulticast (MX Series)—Starting with Junos OS Release
15.1R1, you can reduce latency in the multicast packet delivery by optimizing multicast

packets sent to the Packet Forwarding Engines. You can achieve this by enabling the

ingress or local-latency-fairness option in themulticast-replication configuration

statement at the [edit forwarding-options] hierarchy level. Themulticast-replication

statement is supported only on platforms with the enhanced-ipmode enabled. This

feature is not supported in VPLS networks, point-to-multipoint connections, and on

integrated routing and bridging (IRB) interfaces.

[Seemulticast-replication.]

• IGMP snooping on pseudowires (MX Series)—Starting in Junos OS Release 15.1, you
canpreventmulticast traffic fromtraversingapseudowire (toegressPE routers) unless

there are IGMP receivers for the traffic.

Thedefault IGMPsnooping implementation for aVPLS instanceaddseachpseudowire

interface to its oif list. This includes traffic sent from the ingress PE router to the egress
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PE router regardless of interest. The snoop-pseudowires option prevents multicast

traffic from traversing the pseudowire (to the egress PE routers) unless there are IGMP

receivers for the traffic. In other words, multicast traffic is forwarded only to VPLS core

interfaces that are either router interfaces or IGMP receivers. In addition to the benefit

of sending traffic to interestedPE routersonly, snoop-pseudowiresoptimizesacommon

path betweenPE-P routerswherever possible. Thus, if twoPE routers connect through

the same P router, only one copy of the packet is sent because the packet is replicated

on only those P routers for which the path is divergent.

[See snoop-pseudowires.]

• Sender-based RPF and hot-root standby for ingress replication provider tunnels
(MX Series routers with MPCs running in "enhanced-ip"mode)—Starting in Junos
OS Release 15.1, support has been added for sender-based RPF and hot-root standby

to ingress replication for selective (not inclusive) provider tunnels. This feature extends

the sender-based RPF functionality for RSVP-P2MP added in Junos OS Release 14.2,

which, in conjunctionwith hot-root standby, provides support for live-liveNGENMVPN

traffic. The configuration of the router, whether for RSVP-P2MP or ingress replication

provider tunnels, determines the formof sender-basedRPF and hot-root standby that

are implemented when their respective CLI configurations are enabled.

Ingress replicationworksby introducingauniqueVPN label toadvertiseeachupstream

PE router per VRF. This allows the ingress replication to distinguish the sending PE

router and the VRF. When ingress replication is used as the selective provider tunnel,

ingress replication tunnels must also be configured for all interested egress PE routers

or border routers. When sender-based RPF is disabled, it causes all type 4 routes to

be re-advertised with the VT/LSI label. Ingress replication is not intended to work in

S-PMSI only configurations.

[See hot-root-standby (MBGPMVPN) and sender-based-rpf (MBGPMVPN).]

• Fast-failoveraccordingto flowrate(MXSeries routerswithMPCs)—Starting in Junos
OS Release 15.1, for routers operating in Enhanced IP Network Services mode, you can

configure a threshold that triggers fast failover in NGMVPNswith hot-root standby on

the basis of aggregate flow rate. For example, fast failover (as defined in Draft Morin

L3VPN Fast Failover 05) is triggered if the flow rate of monitoredmulticast traffic from

the provider tunnel drops below the set threshold.

[See sender-based-rpf (MBGPMVPN).]
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NetworkManagement andMonitoring

• Configuring SNMP tomatch jnxNatObjects values for MS-DPC andMS-MIC (MX
Series)—In Junos OS Release 13.3R7, 14.1R6, 14.2R4, and 15.1R2, you can configure the
snmp-value-match-msmic statement at the [edit services service-set service-set-name

nat-options] hierarchy level.

In networks where both MS-DPC and MS-MIC are deployed, you can configure this

statement to ensure that the values for MS-MIC-specific objects in the jnxNatObjects

MIB table match the values for MS-DPC objects. By default, this feature is disabled.

You can use the deactivate services service-set service-set-name nat-options

snmp-value-match-msmic configuration mode command to disable this feature.

• Tracing tacplus processing (M Series, MX Series, and T Series)—Starting in Release
15.1, Junos OS allows users to trace tacplus processing. To trace tacplus processing,

include the tacplus statementat the [editsystemaccountingtraceoptionsflag]hierarchy

level.

[See traceoptions (System Accounting).]

• Support formulti-lane digital opticalmonitoring (DOM)MIB (MX960,MX480, and
MX240)—Starting with Release 15.1, Junos OS supports the following SNMP tables
and objects in the jnxDomMibMIB that gives you information about multi-lane digital

optical modules in 10-gigabit small form-factor pluggable transceiver (XFP), small

formfactor pluggable transceiver (SFP), small form-factor pluggable plus transceiver

(SFP+), quad small form-factor pluggable transceiver (QSFP), and C form-factor

pluggable transceiver (CFP):

• jnxDomModuleLaneTable

• jnxDomCurrentModuleVoltage in jnxDomCurrentTable table

• jnxDomCurrentModuleVoltageHighAlarmThreshold in jnxDomCurrentTable table

• jnxDomCurrentModuleVoltageLowAlarmThreshold in jnxDomCurrentTable table

• jnxDomCurrentModuleVoltageHighWarningThreshold in jnxDomCurrentTable table

• jnxDomCurrentModuleVoltageLowWarningThreshold in jnxDomCurrentTable table

• jnxDomCurrentModuleLaneCount in jnxDomCurrentTable

Junos OS also supports the jnxDomLaneNotifications traps.

[See Enterprise-Specific SNMP Traps Supported by Junos OS, and Digital Optical

Monitoring MIB.]

• SNMP support for Service OAM (SOAM) performancemonitoring functions (MX
Series)—Starting in Junos OS Release 15.1, SNMP supports Service OAM (SOAM)

performancemonitoring functions that are defined in Technical Specification MEF 17,

the Service OAM performancemonitoring requirements specified in SOAM-PM, and

the Service OAMmanagement objects specified in Technical Specification MEF 7.1.

A new enterprise-specific MIB, SOAM PMMIB, that defines the management objects

for Ethernet services operations, administration, andmaintenance for performance
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monitoring, has beenaddedandSNMPsupport is available for theMIBobjects defined

in Technical Specification MEF 36.

• SNMP support for fabric andWAN queue depthmonitoring (MX Series)—Starting
in Release 15.1, Junos OS supportsmonitoring of fabric andWAN queues at the Packet

Forwarding Engine level. You can configure fabric andWAN queue depth monitoring

by enabling the queue-threshold statement at the [edit chassis fpc slot-number

traffic-manager] hierarchy level. When the fabric-queue andwan-queue statements

are configured, anSNMP trap is generatedwhen the fabric queue orWANqueuedepth

exceeds the configured threshold value.

The SNMP traps jnxCosFabricQueueOverflow, jnxCosFabricQueueOverflowCleared,

jnxCosWanQueueOverflow, and jnxCosWanQueueOverflowCleared have been added

to the Juniper Networks enterprise-specific Class of Service (COS) MIB to support

fabric andWAN queuemonitoring.

• SNMPsupport formonitoringfabricpowerutilization(MXSeries)—Starting inRelease
15.1, JunosOSsupportsmonitoringof fabricpowerutilization.AnSNMPtrap isgenerated

whenever the fabric power consumption exceeds the configured threshold value. The

SNMP trap jnxFabricHighPower has been added to the jnxFabricChassisTraps group

to indicate excessive power consumption. The SNMP trap jnxFabricHighPowerCleared

added to the jnxFabricChassisOKTraps group sends notification when the condition

of consuming excessive power is cleared.

• Support for the interface-set SNMP index (MXSeries)—Startingwith Release 15.1R2,
Junos OS supports the interface-set SNMP index that provides information about

interface-set queue statistics. The following interface-set SNMP index MIBs are

introduced in the Juniper Networks enterprise-specific Class-of-Service MIB:

• jnxCosIfTable in jnxCosMIB

• jnxCosIfsetQstatTable in jnxCosMIB

[See jnxCosIfTable and jnxCosIfsetQstatTable.]

Routing Policy and Firewall Filters

• Support for consistent load balancing for ECMP groups (MX Series routers with
MPCs)—Starting in Junos OS Release 15.1, on MX Series routers with modular port
concentrators (MPCs) only, you can prevent the reordering of flows to active paths in

anECMPgroupwhenoneormorepaths fail. Only flows that are inactive are redirected.

This feature applies only to Layer 3 adjacencies learned through external BGP

connections. It overrides thedefault behavior of disrupting all existing, including active,

TCP connections when an active path fails. Include the consistent-hash statement at

the [edit policy-options policy-statement policy-statement-name then load-balance]

hierarchy level. Youmust also configure a global per-packet load-balancing policy.

[See Actions in Routing Policy Terms.]

• New fast-lookup-filter statement (MX240, MX480, MX960, MX2010, andMX2020
routers with MPC5E, MPC5EQ, andMPC6EMPCs and compatible MICs)—Starting
in Junos OS Release 15.1, the fast-lookup-filter option is available at the [edit firewall

family (inet | inet6) filter filter-name] hierarchy level. This allows for hardware assist
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from compatible MPCs in the firewall filter lookup. There are 4096 hardware filters

available for this purpose, each of which can support up to 255 terms. Within the

firewall, filters and their terms, ranges, prefix lists, and the except keyword are all

supported. Only the inet and inet6 protocol families are supported.

[See fast-lookup-filter.]

• New forwarding-class-accountingstatement(MXSeries)—Starting in JunosOSRelease
15.1, you can enable new forwarding class accounting statistics at the [edit interfaces

interface-name]and[edit interfaces interface-nameunit interface-unit-number]hierarchy

levels. These statistics replace the need to use firewall filters for gathering accounting

statistics. Statistics can be gathered in ingress, egress, or both directions. Statistics

are displayed for IPv4, IPv6, MPLS, Layer 2, and other families.

[See forwarding-class-accounting.]

• Support for interfaces that use the same filter list to use a common template (MX5,
MX10, MX40, andMX80 routers, and routers that useMX Series MPC line
cards)—Starting in Junos OS Release 15.1R3, on MX5, MX10, MX40, MX80, and MX
Series routers with modular port concentrators (MPCs) only, you can configure all

interfaces that use the same filter list to use a common template. This feature can be

used to savemicrokernel memory and DMEMmemory. Include the filter-list-template

statement at the [edit firewall family (inet | inet6) filter filter-name] hierarchy level.

Routing Protocols

• BGP Prefix Independent Convergence for inet (MX Series routers with
MPCs)—Beginning with Junos OS Release 15.1, BGP Prefix Independent Convergence
(PIC), which was initially supported for Layer 3 VPN routers, is extended to BGPwith

multiple routes in the global tables such as inet and inet6 unicast, and inet and inet6

labeled unicast. When the BGP PIC feature is enabled on a router, BGP installs to the

Packet Forwarding Engine the second best path in addition to the calculated best path

to a destination.When an IGP loses reachability to a prefix, the router uses this backup

path to minimize traffic loss until the global convergence through the BGP is resolved,

thereby drastically reducing the outage duration.

[See Use Case for BGP PIC for Inet.]

• Entropy label support forBGP-LU(MXSeries routerswithMPCs,andTSeries routers
with HC-FPC)—Beginning with Junos OS Release 15.1, entropy labels for BGP labeled
unicast LSPs are supported. You can configure entropy labels for BGP labeled unicasts

to achieve end-to-end load balancing. BGP labeled unicasts generally concatenate

RSVP or LDP LSPs across multiple IGP areas or multiple autonomous systems. RSVP

or LDPentropy labels arepoppedat thepenultimatehopnode, togetherwith theRSVP

or LDP label. However, there are no entropy labels at the stitching points. Therefore,

in the absence of entropy labels, the load-balancing decision at the stitching points

was based on deep packet inspection. Junos OS now allows the insertion of entropy

labels at the BGP labeled unicast LSP ingress.

[See Entropy Label for BGP Labeled Unicast LSP Overview.]

• Multi-instance support for RSVP-TE (MSeries, MXSeries, and TSeries)—Beginning
with Junos OS Release 15.1R1, multi-instance support is extended to the existingMPLS
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RSVP-Traffic Engineering (TE) functionality. This support is available only for a virtual

router instance type. A router can create and participate in multiple independent TE

topology partitions, which allows each partitioned TE domain to scale independently.

[See RSVP LSP Tunnels Overview]

Multi-instance support is alsoextended for LDPoverRSVP tunneling for a virtual router

routing instance. This supports splitting of a single routing and MPLS domain into

multiple domains so that each domain can be scaled independently. BGP labeled

unicast can be used to stitch these domains for service FECs. Each domain uses

intra-domain LDP over RSVP LSP for MPLS forwarding.

[See Tunneling LDP LSPs in RSVP LSPs Overview.]

Starting with Junos OS Release 15.1R1, you can configure the interfaces for routing

instances at the [edit routing-instances instance-name protocolsmpls], [edit

routing-instances instance-name protocols rsvp], and [edit routing-instance

instance-name protocols ldp] hierarchy levels. You cannot configure an interface that

already exists in a routing instance under [edit protocolsmpls], [edit protocols rsvp],

and [edit protocols ldp} hierarchy levels.

• Support for long-lived BGP graceful restart (M Series, MX Series, and T Series)—
Starting in Release 15.1, Junos OS supports the mechanism to preserve BGP routing

details from a failed BGP peer for a longer period than the duration for which such

routing information ismaintainedusing theBGPgraceful restart functionality. Toenable

the BGP long-lived graceful restart capability, include the long-lived receiver enable

statement at the [edit protocols bgp graceful-restart], [edit protocols bgp group

group-name graceful-restart], and [edit protocols bgp group group-name neighbor

neighbor-address graceful-restart] hierarchy levels.

• Selection of backup LFA for OSPF routing protocol (M Series, MX Series, and T
Series)—Starting with Junos OS Release 15.1, the default loop-free alternative (LFA)
selection algorithm or criteria can be overridden with an LFA policy. These policies are

configured per destination per primary next-hop interface or per destination. These

backup policies enforce LFA selection based on admin-group, srlg, node, bandwidth,

protection-type, andmetric attributes of the backup path. During backup

shortest-path-first (SPF) computation, each attribute (both node and link) of the

backuppath, storedper backupnext hop, is accumulatedby IGP. For the routes created

internally by IGP, the attribute set of every backup path is evaluated against the policy

configured per destination per prefix primary next-hop interface. The first or the best

backup path is selected and installed as the backup next hop in the routing table.

[See Example-configuring-backup-selection-policy-for-ospf-protocol.]

• Remote LFA support for LDP inOSPF (MXSeries)—Beginningwith JunosOSRelease
15.1, youcanconfigurea remote loop-freealternate (LFA) toextend thebackupprovided

by the LFA in an OSPF network. This feature is useful especially for Layer 1 metro-rings

where the remote LFA is not directly connected to the PLR. The existing LDP

implemented for the MPLS tunnel setup can be reused for the protection of OSPF

networks and subsequent LDPdestinations thereby eliminating the need for RSVP-TE

backup tunnels for backup coverage.

[See Example: Configuring Remote LFA Over LDP Tunnels in OSPF Networks.]
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• Configuring per-interface NDP cache protection (MX Series)—Starting in Junos OS
Release 15.1, you can configure the per-interface neighbor discovery process (NDP).

NDP is that part of the control plane that implements Neighbor Discovery Protocol.

NDP is responsible for performing address resolution andmaintaining the neighbor

cache. NDP picks up requests from the shared queue and performs any necessary

discovery action.

NDP queue limits can be enforced by restricting queue size and rate of resolution, and

prioritizing certain categories of NDP traffic. The queue limits can be enforced through

dynamically configurable queue sizes, for which you can tune global and per interface

(IFL) limits for configuring system-wide limits on the NDP queue.

[See Example: Configuring NDP Cache Protection to Prevent Denial-of-Service Attacks.]

• Configuring per-prefix LFA and node to link protection fallback for OSPF (M Series,
MX Series, and T Series)—Starting in Junos OS Release 15.1, you can configure the
following features for OSPF:

• Per-prefix loop-free alternates (LFAs)

• Fallback to link protecting LFA from node protecting LFA

Incertain topologiesandusagescenarios, itmightbepossible thatmultipledestinations

are originating the same prefix and there is no viable LFA to the best prefix originator,

while a non-best prefix originator has one.

In certain topologies itmightbedesirable tohave local repair protection tonode failures

in the primary next hop,whichmight not be available. In that case, to ensure that some

level of local repair capabilities exist, a fallback mechanism is required. Since the link

protection is less stringent thannodeprotection, itmightbepossible that linkprotection

exists and provides the same to those destinations (and hence the prefixes originated

by the destinations).

[SeeConfiguringPer-Prefix LFA forOSPFandConfiguringNode toLinkProtectionFallback

for OSPF.]

• OSPFv3-TTL propagation policy for TE-Shortcuts and FA-LSPs in-line with other
modules in the system (MX Series)—Starting in Junos OS Release 15.1R2, the
OSPFv3-TTL propagation policy will be dictated by MPLS-TTL propagation policy

which, by default, allows propagation of TTL.

This changemakes behavior of OSPFV3 in-line with the default behavior of rest of the

system, allowing you to disable TTL propagation for the abovementioned LSPs and

for traffic-engineering-shortcuts (TE-Shortcuts) and forwarding adjacency LSPs

(FA-LSPs) using OSPFv3 as IGP, by configuring the no-propagate-ttl statement at the

[edit protocolsmpls] hierarchy.

• OSPF domain-id interoperability (MX Series)—Starting in Junos OS Release 15.1R2,

to enable interoperability with routers from other vendors, you can set the AS number

for domain-id attributes to 0 at the following hierarchical levels:

[edit routing-instances routing-instance name protocols ospf domain-id]

or

[edit policy-options community community namemembers]

95Copyright © 2017, Juniper Networks, Inc.

New and Changed Features

http://www.juniper.net/techpubs/en_US/junos15.1/topics/example/configuring-ndp-cache-protection.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/per-prefix-lfa-node-to-link-protection-ospf.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/node-to-link-protection-fallback-ospfxml.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/node-to-link-protection-fallback-ospfxml.html


CAUTION: Do not downgrade Junos OS after configuring the AS number
for domain-id attributes to 0. Set the AS number to a nonzero value and

commit the configuration before downgrading Junos OS.

Services Applications

• Support for inlineMPLSJunosTrafficVisionwith IPFIXandv9(MXSeries)—Starting
in Junos OS Release 15.1, support of the MX Series routers for the inline Junos Traffic

Vision feature is extended to the MPLS family consisting of the IP Flow Information

Export (IPFIX) protocol and flowmonitoring version 9 (v9). Currently, the inline Junos

Traffic Vision feature is supported only on the MS-MIC and MS-MPC consisting of the

IPv4, IPv6, and virtual private LAN service (VPLS) protocols.

• Support for NAT port block allocation (MX Series routers with MS-MPCs or
MS-MICs)—Starting in Junos OS Release 15.1, you can configure port block allocation
for NATwith port translation (NAPT) onMXSeries routerswithMS-MPCs orMS-MICs.

The existing CLI and configuration procedures used for other interface cards remain

unchanged. Deterministic port block allocation is not supported.

[See secured-port-block-allocation and Configuring Address Pools for Network Address

Port Translation (NAPT) Overview.]

• Support for inline 6rd and 6to4 (MX Series routers with MPCs )—Starting in Junos
OS Release 15.1, you can configure inline 6rd or 6to4 on anMPC. You can use the inline

capability to avoid the cost of using MS-DPCs for required tunneling, encapsulation,

and decapsulation processes. Anycast is supported for 6to4 using next-hop service

interfaces. Hairpinning is also supported for traffic between 6rd domains. The CLI

configuration statements for inline and service PIC-based 6rd remain unchanged. To

implement the inline functionality, configure service interfaces on the MPC as inline

services interfaces (si-) rather than as multiservices (ms-) interfaces. Two new

operationalmode commands have been added: showservices inline softwire statistics

and clear services inline softwire statistics.

[SeeTunnelingServices for IPv4-to-IPv6TransitionOverview, showservices inlinesoftwire

statistics, and clear services inline softwire statistics.]

• Support for interim logging for NAT port block allocation (MX Series routers with
MS-MPCs or MS-MICs)—Starting in Junos OS Release 15.1, you can can configure
interim logging for NAT with port translation on MX Series routers with MS-MPCs or

MS-MICs. Default logging sends a single log entry for ports allocated to a subscriber.

These syslog entries can be lost for long running flows. Interim logging triggers

re-sending of logs at configured time intervals for active blocks that have traffic on at

least one of the ports of the block, ensuring that there is a recent syslog entry for active

blocks. You can specify interim logging by including the pba-interim-logging-interval

statement at the [edit interfaces interface-name services-options] hierarchy level.

[See pba-interim-logging-interval and Configuring NAT Session Logs.]

• Support for NATmapping controls and EIF session limits (MX Series routers with
MS-MICs)—Starting in Junos OS Release 15.1, you can control network address
translation (NAT)mapping refresh behavior and establish endpoint-independent
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filtering session limits for flows on MS-MICs. The following features, previously

introduced on MS-DPCs, are available:

• Clear NATmappings using the clear services natmappings command.

• Configure criteria for refreshing NATmappings for inbound flows and outbound

flows. To configure refresh criteria, include themapping-refresh statement at the

[edit servicesnat rule rule-name term term-name thentranslatedsecure-nat-mapping]

hierarchy level.

• Configure a limit for inbound sessions for an EIF mapping. To configure this limit,

include the eif-flow-limit statement at the [edit services nat rule rule-name term

term-name then translated secure-nat-mapping] hierarchy level.

• Configure a limit for the number of dropped flows (ingress, egress, or both) for a

specified service set. To configure this limit, include themax-drop-flows statement

at the [edit services service-set service-set-name] hierarchy level.

[Seeclear-services-nat-mappings,clear-services-nat-flowsmapping-refresh,eif-flow-limit,

andmax-drop-flows.]

• Support for per-service throughput for NATand inline flowmonitoring services (MX
Series routers with MS-MPCs andMS-MICs)—Starting in Junos OS Release 15.1, you
can configure the capability to transmit the throughput details per service for Junos

Address Aware (carrier-grade NAT) and Junos Traffic Vision (previously known as

J-Flow) in the last time interval to an external log collector. The default time interval

at which the throughput data is sent is 300 seconds, which you can configure to suit

your network needs. Multiple instances of the same service running on different PICs

within a router are supported. This functionality is supported onMXSeries routerswith

MS-MCPs and MS-MICs, and also in the MX Series Virtual Chassis configuration.

• Support for generation of SNMP traps and alarms for inline videomonitoring (MX
Series)—Starting in Junos OS Release 15.1, SNMP support is introduced for the media
delivery index (MDI) metrics of inline videomonitoring. Inline videomonitoring is

available onMXSeries routers using onlyMPCE1, MPCE2, andMPC-16XGE. Until Junos

OS Release 14.2, inline MDI generated only syslogs when the computed MDI metric

value was not within the configured range. SNMP support is now added to enable

SNMP traps to be triggered when the computed delay factor, media rate variation

(MRV), or media loss rate (MLR) values are not within the configured range. You can

retrieve the MDI statistics, flow levels, error details, and MDI record-level information

usingSNMPGetandGetNext requests.TheSNMPtrapsandalarmsthataregenerated

when theMDImetrics exceed the configured ranges can be cleared as necessary. Also,

you can control the flooding of SNMP traps on the system.

• Support for Layer 2 services over GRE tunnel interfaces (MX Series routers with
MPCs)—Starting in Junos OS Release 15.1, you can configure Layer 2 Ethernet services
over GRE interfaces (gr-fpc/pic/port to use GRE encapsulation). To enable Layer 2

Ethernet packets to be terminated on GRE tunnels, youmust configure the bridge

domain protocol family on the gr- interfaces and associate the gr- interfaces with the

bridge domain. Youmust configure the GRE interfaces as core-facing interfaces, and

they must be access or trunk interfaces. To configure the bridge domain family on gr-

interfaces, include the family bridge statement at the [edit interfaces gr-fpc/pic/port

unit logical-unit-number] hierarchy level.
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• Support for stateless source IPv6 prefix translation (MX Series routers with
MPCs)—Starting in Junos OS Release 15.1, you can configure stateless translation of
source address prefixes in IPv6 networks. This capability is supported on MX Series

routerswithMPCswhere inlineNAT is supported. To configure stateless network prefix

translation for IPv6 packets (NPTv6), include the translation-type nptv6 statement at

the [edit services nat rule rule-name term term-name then translated] hierarchy level.

The NPTv6 translator translates the source address prefix in such a way that the

transport layer checksum of the packet does not need to be recomputed.

• Support for logging flowmonitoring records with version 9 and IPFIX templates for
NAT events (MX Series routers with MS-MPCs andMS-MICs)—Starting in Junos OS
Release 15.1, you can configure MX Series routers with MS-MPCs and MS-MICs to log

NAT events by using Junos Traffic Vision (previously known as J-Flow) version 9 or

IPFIX (version 10) template format. NAT event logger generates messages in flow

monitoring format for various NAT events, such as the creation of a NAT entry, deletion

of a NAT entry, and for invalid NAT processing. These events also support NAT64

translations (translation of IPv6 addresses to IPv4 addresses), binding information

base (BIB) events, andmore detailed error generation. The generated records or logs

for NATevents in flow template format are sent to the specified host or external device

that functions as the NetFlow collector.

• Support for unified ISSU on inline LSQ interfaces (MX Series)—Starting in Junos OS
Release 15.1, unified in-service software upgrade (ISSU) is supported on inline link

services intelligent queuing (IQ) (lsq-) interfaces on MX Series routers. Unified ISSU

enables an upgrade between two different Junos OS releases with no disruption on

the control planeandwithminimal disruptionof traffic. The inline LSQ logical interface

(lsq-slot/pic/0) is avirtual service logical interface that resideson thePacketForwarding

Engine to provide Layer 2 bundling services that do not need a service PIC.

• Inline TWAMP requester support (MX Series)—Starting in Junos OS Release 15.1, MX
Series routers support the inline Two-Way Active Measurement Protocol (TWAMP)

control-client and session-sender for transmission of TWAMP probes using IPv4

between the sender (control-client) and the receiver (session-sender or server). The

control-clientandsession-sender resideon thesame router. TheTWAMPcontrol-client

can also work with a third-party server implementation.

• Ethernet over generic routing encapsulation (GRE) and GRE key support for label
blocks (MX Series)—Starting in Junos OS Release 15.1, MX Series routers support the
following in compliance with RFC 2890:

• Adding a bridge family on general tunneling protocol

• Switching functionality supporting connections to the traditional Layer 2 network

and VPLS network

• Routing functionality supporting integrated routing and bridging (IRB)

• Configuring the GRE key and performing the hash load balance operation both at
the gre tunnel initiated and transit routers hierarchies

• Providing statistics for the GRE-L2 tunnel

• Support for IRB inaP-VLANbridgedomain(MXSeries)—Starting in JunosOSRelease
15.1, MX Series routers support IRB in a private VLAN (P-VLAN) bridge domain. All IP
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features such as IPmulticast, IPv4, IPv6, andVRRP thatwork for IRB in a normal bridge

domain also work for IRB in a P-VLAN bridge domain.

• Enhancements to the RFC 2544-based benchmarking tests (MX104)—Starting in
Junos OS Release 15.1, MX104 routers support RFC 2544-based benchmarking tests

for Ethernet transparent LAN (E-LAN) services configured using LDP-based VPLS and

BGP-based VPLS. The RFC 2544 tests are performed tomeasure and demonstrate

the service-level agreement (SLA) parameters before the E-LAN service is activated.

The tests measure throughput, latency, frame-loss rate, and back-to-back frames.

RFC 2544 performancemeasurement testing for Layer 2 E-LAN services on MX104

routers supports UNI-to-UNI unicast traffic only. You can enable reflection at the VPLS

user-to-network interface (UNI). The following features are also supported:

• RFC2544 signature check–Verifies the signature pattern in the RFC2544 packets,

by default.

• MAC swap for pseudowire egress reflection–Swaps the MAC addresses for

pseudowire reflection.

• Ether type filter for both pseudowire and Layer 2 reflection–Specifies the ether type

used for reflection.

• Support for PCP version 2 (MX Series)—Starting in Release 15.1, Junos OS supports
Port Control Protocol (PCP) version 2, defined by IETF RFC 6887. PCP version 2 uses

the client once for authentication. Junos OS is able to decode and process version 2

and version 1 messages. There are no CLI changes for PCP version 2 support.

[See Port Control Protocol Overview.]

• Support for inlineMLPPP interface bundles onChannelized E1/T1 Circuit Emulation
MICs (MX80, MX104, MX240, MX480, andMX960)—Starting in Junos OS Release
15.1, you can configure inlineMLPPP interfaces onMX80, MX104, MX240, MX480, and

MX960 routers with Channelized E1/T1 Circuit Emulation MICs. Inline Multilink PPP

(MLPPP), Multilink Frame Relay (FRF.16), and Multilink Frame Relay End-to-End

(FRF.15) for time-divisionmultiplexing (TDM)WAN interfacesprovidebundling services

through the Packet Forwarding Engine without requiring a PIC or Dense Port

Concentrator (DPC). The inline LSQ logical interface (lsq-slot/pic/0) is a virtual service

logical interface that resides on the Packet Forwarding Engine to provide Layer 2

bundlingservices thatdonotneedaservicePIC.Amaximumofup toeight inlineMLPPP

interface bundles are supported on Channelized E1/T1 Circuit Emulation MICs, similar

to the support for inlineMLPPPbundles onotherMICswithwhich they are compatible.

• Data plane inline support for 6rd and 6to4 tunnels connecting IPv6 clients to IPv4
networks (MX Series with MPC5E andMPC6E)—Starting with Release 15.1R3, Junos
OS supports inline 6rd and 6to4 on MPC5E and MPC6E line cards. In releases earlier

than JunosOSRelease 15.1R3, inline 6rd and 6to4was supported onMPC3E line cards

only.

[See Configuring Inline 6rd.]

• Support for inline LSQ logical interface—Starting in Junos OS Release 15.1R3,
MPC2E-3D-NG and MPC3E-3D-NG support inline LSQ logical interface when flexible

queuing is enabled. The inline LSQ logical interface (referred to as lsq-) is a virtual
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service logical interface that resides on the Packet Forwarding Engine to provide Layer

2 bundling services that do not need a service PIC.

• Support for H.323 NAT onMS-MPC andMS-MIC (MX Series routers)—Starting in
Junos OS Release 15.1R5, the H.323 ALG is supported in NAPT-44 rules and IPv4

stateful-firewall rules on the MX Series. H.323 is a legacy VoIP protocol.

To configure H.323 in a NAPT-44 rule, include the application-sets junos-h323-suite

statement at the [edit servicesnat rule rule-name term term-name from]hierarchy level.

To configure H.323 in a stateful-firewall rule, include the application-sets

junos-h323-suite statement at the [edit services stateful-firewall rule rule-name term

term-name from] hierarchy level.

To showH.323ALGstatistics, issue the showservicesalg statisticsapplication-protocol

h323 command.

• Class-of-service (CoS)marking and reclassification for theMS-MICs and
MS-MPCs—Startingwith JunosRelease 15.1R5, theMS-MICandMS-MPCsupportCoS
configuration,whichenablesyou toconfigureDifferentiatedServicescodepoint (DSCP)

marking and forwarding-class assignment for packets transiting the MS-MIC or

MS-MPC. You can configure the CoS service alongside the stateful firewall and NAT

services, using a similar rule structure.

[See Configuring CoS Rules.]

• Support for IKEand IPseconNAPT-44andNAT64(MXSeries routerswithMS-MPCs
andMS-MICs)—Starting in Junos OS Release 15.1R5, you can enable the passing of
IKE and IPsec packets through NAPT-44 and NAT64 filters between IPsec peers that

arenotNAT-Tcompliantbyusing the IKE-ESP-TUNNEL-MODE-NAT-ALGonMS-MPCs

and MS-MICs.

Use the following hierarchy to enable the IKE-ESP-TUNNEL-MODE-NAT-ALG:

[edit applications]
application ike-esp-application-name {
application-protocol ike-esp-nat;
protocol udp;
destination-port 500;
inactivity-timeout 3600;

}
application-set ike-esp-application-set-name {
application ike-esp-application-name;

}

[edit services nat]
pool ike-isp-nat-pool-name {
address ip-prefix;
port automatic;

}
rule rule-name {
match-direction input;
term 0 {
from {
source-address address;
application-sets ike-esp-application-set-name;

}
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then {
translated {
source-pool ike-isp-nat-pool-name;
translation-type napt-44;

}
}

}
}

• Support for AMSwarm standby onMS-MPC andMS-MIC (MX Series
routers)—Starting in JunosOSRelease 15.1R5, one service interface can be the backup
interface for multiple service interfaces. This feature is called AMSwarm standby. To

make a service interface the backup for multiple service interfaces, you configure an

AMS interface for each service interface you want to protect. Each of these AMS

interfaces has twomember interfaces—a primary member interface, which is the

service interface you want to protect, and the secondary member interface, which is

the backup service interface. You can use the same secondary member interface in

multiple AMS interfaces.

To configure a warm-standby AMS interface, include the primarymams-a/b/0

statement and the secondarymams-a/b/0 statement at the [edit interfaces amsn

redundancy-options] hierarchy level.

If you use redundancy-options in an AMS interface, you cannot use

load-balancing-options in the same AMS interface.

You cannot use the samemember interface in both an AMS interface that includes

load-balancing-options and an AMS interface that includes redundancy-options.

To show the state of an AMS interface configured with warm standby, issue the show

interfaces redundancy command.

To switch from the primary interface to the secondary interface, issue the request

interface switchover amsn command.

To revert to the primary interface from the secondary interface, issue the request

interface revert amsn command.

•

NOTE: Support for IPv6 on RPM probes is not supported in Junos OS
Release 15.1. Documentation for this feature is included in the Junos OS
15.1 documentation set.

Software Defined Networking

• OpenFlow support (MX2010 andMX2020)—Starting with Junos OS Release 15.1R2,
theMX2010andMX2020 routers supportOpenFlowv1.0 and v1.3.1. OpenFlowenables

you tocontrol traffic in anexistingnetworkusinga remotecontroller byadding, deleting,

andmodifying flows on a switch. You can configure one OpenFlow virtual switch and

oneactiveOpenFlowcontroller at the [edit protocolsopenflow]hierarchy level on each

device running Junos OS that supports OpenFlow. You can also direct traffic from

OpenFlow networks over MPLS networks by using logical tunnel interfaces and MPLS

LSP tunnel cross-connects.
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[See Understanding Support for OpenFlow on Devices Running Junos OS.]

• OVSDB support (MX2010 andMX2020)—Starting with Junos OS Release 15.1R2, the
Junos OS implementation of the Open vSwitch Database (OVSDB)management

protocol provides ameans through which VMware NSX controllers and MX2010 and

MX2020 routers that support OVSDB can communicate.

In an NSXmulti-hypervisor environment, NSX controllers and MX2010 and MX2020

routers can exchange control and statistical information via the OVSDB schema,

thereby enabling virtual machine (VM) traffic from entities in a virtual network to be

forwarded to entities in a physical network and the reverse.

[See Understanding the OVSDB Protocol Running on Juniper Networks Devices.]

Software Installation and Upgrade

• Validate system software add against running configuration on remote host or
routing engine—Beginning with Junos OS Release 15.1R2, you can use the
validate-on-host hostname and validate-on-routing-engine routing-engine optionswith

the requestsystemsoftwareaddpackage-namecommandtoverifyacandidatesoftware

bundle against the running configuration on the specified remote host or Routing

Engine.

• Validate system software against running configuration on remote host—Beginning
with Junos OS Release 15.1R2, you can use the on (host host <username username> |

routing-engine routing-engine) option with the request system software validate

package-name command to verify candidate system software against the running

configuration on the specified remote host or Routing Engine.

• Support for FreeBSD 10kernel for JunosOS(MX240,MX480,MX960,MX2010, and
MX2020)—Starting with Junos OS Release 15.1, on the MX240, MX480, MX960,
MX2010, and MX2020 only, FreeBSD 10 is the underlying OS for Junos OS instead of

FreeBSD 6.1. This feature includes a simplified package naming system that drops the

domestic and world-wide naming convention. Because installation restructures the

file system, logs and configurations are lost unless precautions are taken. There are

now Junos OS and OAM volumes, which provide the ability to boot from the OAM

volume upon failures. Some system commands display different output and a few

others are deprecated.

[See Understanding Junos OSwith Upgraded FreeBSD.]

Software Licensing

• Licensingenhancements (MSeries,MXSeriesandTSeries)—Startingwith JunosOS
Release 15.1R1, licensing enhancements on routers running Junos OS enable you to

configure and delete license keys in a Junos OS CLI configuration file. The license keys

are validated and installed after a successful commit of the configuration file. If a

license key is invalid, the commit fails and issues an error message. You can configure

individual license keys or multiple license keys by issuing Junos OS CLI commands or

by loading the license key configuration contained in a file. All installed license keys

are stored in the /config/license/ directory.
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To install an individual license key in the JunosOSCLI, issue the set system license keys

key name command, and then issue the commit command.

For example:

[edit]
root@switch# set system license keys key "JUNOS_TEST_LIC_FEAT aeaqeb qbmqds
qwwsxeokyvou6v57u5zt6ie6uwl3zhassvnue2ptl5soxawyvtfh7kaxwnnom5w54j
6z"

root@switch# commit
commit complete

To verify that the license key was installed, issue the show system license command.

For example:

root@switch> show system license
License usage: 
                                 Licenses     Licenses    Licenses    Expiry

  Feature name                       used    installed      needed 
  sdk-test-feat1                        0            1           0    
permanent

Licenses installed: 
  License identifier: JUNOS_TEST_LIC_FEAT
  License version: 2
  Features:
    sdk-test-feat1   - JUNOS SDK Test Feature 1
      permanent

To install multiple license keys in the Junos OS CLI, issue the set system license keys

key name command, and then issue the commit command.

For example:

[edit]
root@switch# set system license keys key "key_1"
set system license keys key "key_2"
set system license keys key "key_2"
set system license keys key "key_4"
root@switch# commit
commit complete

To verify that the license key was installed, issue the show system license command.

To install an individual license key configuration in a file, issue the cat command:

For example:

[edit]
root@switch%cat license.conf
system {
    license {
        keys {
           key "JUNOS_TEST_LIC_FEAT aeaqeb qbmqds qwwsxe okyvou 6v57u5 zt6ie6
 uwl3zh assvnu e2ptl5 soxawy vtfh7k axwnno m5w54j 6z";
        }
    }
}

Load andmerge the license configuration file.
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For example:

[edit]
root@switch# loadmerge license.conf
load complete 

Issue the show|comparecommand to see theconfiguration, and then issue the commit

command.

For example:

[edit]
root@switch# show | compare
[edit system]
+   license {
+       keys {
+           key "JUNOS_TEST_LIC_FEAT aeaqeb qbmqds qwwsxe okyvou 6v57u5 
zt6ie6 uwl3zh assvnu e2ptl5 soxawy vtfh7k axwnno m5w54j 6z";
+       }
+   }

[edit]
root@switch# commit

To verify that the license key was installed, issue the show system license command.

For example:

root@switch> show system license
License usage: 
                                 Licenses     Licenses    Licenses    Expiry

  Feature name                       used    installed      needed 
  sdk-test-feat1                        0            1           0    
permanent

Licenses installed: 
  License identifier: JUNOS_TEST_LIC_FEAT
  License version: 2
  Features:
    sdk-test-feat1   - JUNOS SDK Test Feature 1
      permanent

To install multiple license keys in a file, issue the cat command:

For example:

[edit]
root@switch%cat license.conf
system
{
license
{
  keys
  {
   key "key_1"
   key "key_2"
   key "key_3"
   ...
   key "key_n"
  }
}
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Load andmerge the license configuration file, and then issue the commit command.

For example:

[edit]
root@switch# loadmerge license.conf
load complete 

[edit]
root@switch# commit

To verify that the license key was installed, issue the show system license command.

You can also delete or deactivate individual andmultiple license keys in the Junos OS

CLI by issuing the delete system license keys or deactivate system license keys

commands.Donotuse the requestsystemlicensedeletecommandtodelete the license

keys.

For example, to issue the delete system license keys command:

[edit]
root@switch# delete system license keys
root@switch# commit

Subscriber Management and Services (MX Series)

• Additional IPsec encryption algorithms added to support IPsec update data path
processing (MX Series)—Starting in Junos OS Release 15.1, you can configure three
new IPsec encryption algorithm options for manual Security Associations at the [edit

security ipsecsecurity-associationsa-namemanualdirectionencryption]hierarchy level:

aes-128-cbc, aes-192-cbc, and aes-256-cbc.

[See encryption (Junos OS).]

• Captive portal content delivery (HTTP redirect) supported onMS-MICs, MS-MPCs,
and the Routing Engine (MX Series)—Starting in Junos OS Release 15.1, you can
configure the captive portal content delivery (HTTP redirect) service package for

installation using the set chassis operational mode command. You can deploy HTTP

redirect functionality with a local server or a remote server. The Routing Engine-based

captive portal supports a walled garden as a firewall service filter only.

[See HTTP Redirect Service Overview.]

• LNS support for IPv6-only configurations (MXSeries)—Starting in JunosOSRelease
15.1, L2TP LNS supports IPv6-only configurations, in addition to existing IPv4-only and

dual-stack configurations. Include the family inet6 statement in the dynamic profile

for IPv6-only dynamic LNS sessions. In earlier releases, LNS supports IPv4-only and

dual-stack IPv4/IPv6 configurations.
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NOTE:

Dynamic LNS sessions require you to include the dial-options statement in

the dynamic profile, which in turn requires you to include the family inet

statement. This means that youmust include the address families as
follows:

• IPv4-only LNS sessions: family inet

• IPv6-only LNS sessions: family inet and family inet6

• Dual-stack IPv4/IPv6 LNS sessions: family inet and family inet6

[See Configuring a Dynamic Profile for Dynamic LNS Sessions.]

• MAC address option for the Calling-Station-ID attribute (MX Series)—Starting in
Junos OS Release 15.1 , you can specify that the subscriber MAC address is included in

the Calling-Station-ID RADIUS attribute (31) that is passed to the RADIUS server. To

doso, include themac-addressoptionwhenyouconfigure the calling-station-id-format

statement at the [edit access profile profile-name radius options] hierarchy level.

When all format options are configured, they are ordered in the Calling-Station-Id as

follows:

nas-identifier#interface description#interface text
description#agent-circuit-id#agent-remote-id#mac address#stacked vlan#vlan

[See Configuring a Calling-Station-ID with Additional Attributes.]

• Support for overriding L2TP result codes (MX Series)—Starting in Junos OS Release
15.1, you can configure the LNS to override result codes 4 and 5 with result code 2 in

Call-Disconnect-Notify (CDN)messages. These result codes indicate that the number

ofL2TPsessionshave reached theconfiguredmaximumvalueand theLNScansupport

nomore sessions. When the LAC receives the code, it fails over to another LNS to

establish subsequent sessions. Some third-party LACs respond only to result code 2.

Include the override-result-code session-out-of-resource statement at the [edit

access-profile access-profile-name client client-name l2tp] hierarchy level. Issue the

showservices l2tpdetail |extensivecommandtodisplaywhether theoverride is enabled.

[See override-result-code (L2TP Profile).]

• Support for up to 256L2TP tunnel groups (MXSeries)—Starting in JunosOSRelease
15.1, you can configure and commit up to 256 tunnel groups. In earlier releases, the CLI

prevents you fromcommitting the configurationwhen you createmore than32groups.

[See Configuring an L2TP Tunnel Group for LNS Sessions with Inline Services Interfaces.]

• DHCPv6 relay agent Remote-ID (option 37) based on DHCPv4 relay agent
information option 82 (MX Series)—Starting in Junos OS Release 15.1, DHCPv6 relay
agent supports a Remote-ID option (option 37) that is based on the DHCPv4 relay

agent information option (option 82). When you enable this feature in dual-stack

environments, the DHCPv6 relay agent checks the DHCPv4 binding for the option 82

Remote-ID suboption (suboption 2) and uses that information as option 37 in the

outgoingRELAY-FORWmessage. In addition, you can specify the actionDHCPv6 relay
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agent takes if the DHCPv4 binding does not include an option 82 suboption 2 value;

either forward the Solicit message without option 37 or drop themessage.

[See Inserting DHCPv6 Remote-ID Option (Option 37) In DHCPv6 Packets.]

• Juniper Networks VSA 26-181 (DHCPv6-Guided-Relay-Server) support (MX
Series)—Starting in JunosOSRelease 15.1, the JunosOSAAA implementationsupports
Juniper Networks VSA 26-181 (DHCPv6-Guided-Relay-Server). The new support

enables RADIUS to use Access-Accept messages to specify the addresses of the

DHCPv6servers towhichtheDHCPv6relayagentsendsSolicitandsubsequentDHCPv6

messages for particular clients. The list of DHCPv6 servers specified by VSA 26-181

takes precedence over the locally configured DHCPv6 server groups for the particular

client. You usemultiple instances of VSA 26-181 to specify a list of DHCPv6 servers.

Creating a list of servers provides load balancing for your DHCPv6 servers, and also

enables you to specify explicit servers for a specific client.

[See Juniper Networks VSAs Supported by the AAA Service Framework.]

• AsynchronoussinglehopBFDsupport for IP livenessdetection(MXSeries)—Starting
in Junos OS Release 15.1, Bidirectional Forwarding Detection (BFD) supports Layer 3

liveness detection of IP sessions between the broadband network gateway (BNG) and

customer premises equipment (CPE). You can show all BFD sessions for subscribers

using the show bfd subscriber session operational mode command.

[See show bfd subscriber session.]

• IPsessionmonitoring forDHCPsubscribersusing theBFDprotocol support foractive
sessionhealthchecks(MXSeries)—Starting in JunosOSRelease 15.1, youcanconfigure
a DHCP local server, or DHCP relay agent, or DHCP relay proxy agent to periodically

initiate a live detection request to an allocated subscriber IP address of every bound

client that is configured to bemonitored by using the BFD protocol as the liveness

detection mechanism. If a given subscriber fails to respond to a configured number of

liveness detection requests, then that subscriber’s binding is deleted and its resources

released.

[See DHCP Liveness Detection Overview.]

• IPCP negotiation with optional peer IP address (MX Series)—Starting in Junos OS
Release 15.1, you can configure the peer-ip-address-optional statement to enable the

Internet Protocol Control Protocol (IPCP) negotiation to succeed even though thepeer

does not include the IP address option in an IPCP configuration request for static and

dynamic, and terminatedand tunneled,Point-to-PointProtocol over Ethernet (PPPoE)

subscribers. By default, this statement is disabled. This feature also supports high

availability (HA) and unified in-service software upgrade (ISSU).

Youmustassignan IPaddressbyconfiguring theFramed-IP-AddressRADIUSattribute,

or the Framed-Pool RADIUS attribute, or by allocating an IP address from the local

address pool without a RADIUS-specified pool name, with an optional Framed-Route

RADIUS attribute returned from the RADIUS Server.

[See peer-ip-address-optional.]

• Support for enhanced subscriber management subscriber logical interfaces or
interface sets over MPLS pseudowires for a CoS scheduler hierarchy (MX
Series)—Starting in Junos OS Release 15.1, you can enable a CoS scheduling hierarchy
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for enhanced subscriber management subscriber logical interfaces or interface sets

over MPLS pseudowire logical interfaces to function as a Layer 2 node in a CoS

hierarchical scheduler. A subscriber logical interface is considered to operate at Layer

2 only if you configure three-level hierarchical scheduling on the logical tunnel anchor

point on the physical interface (the IFD). An MPLS pseudowire is a virtual device that

is stacked above the logical tunnel anchor point. Implicit hierarchy processes the

interface stackproperly in suchasetup.Toconfigure three-level hierarchical scheduling,

include the implicit-hierarchy statement at the [edit interfaces

“$junos-interface-ifd-name” hierarchical-scheduler] or [edit interfaces lt-device

hierarchical-scheduler] hierarchy level.

• Support for enhanced subscriber management subscriber logical interfaces or
interface sets over underlying logical interfaces for a CoS scheduler hierarchy
(MX Series)—Starting in Junos OS Release 15.1, you can enable a CoS scheduling
hierarchy forenhancedsubscribermanagementsubscriber logical interfacesor interface

sets over underlying logical interfaces. In JunosOSRelease 14.2 and earlier, an interface

set canbeeither at Layer 2or Layer 3 levelsof theCoS three-level hierarchical scheduler.

Youcannowenableanenhancedsubscribermanagement subscriber logical interface,

suchasanunderlying logical interface, to functionasaLayer 2node inaCoShierarchical

scheduler. Toconfigure three-level hierarchical scheduling, include the implicit-hierarchy

statement at the [edit interfaces “$junos-interface-ifd-name” hierarchical-scheduler]

or [edit interfaces lt-device hierarchical-scheduler] hierarchy level.

• Enhancedsubscribermanagementsupport forACI-basedPPPoEsubscribersession
lockout (MX Series)—Starting in Junos OS Release 15.1, enhanced subscriber
management supports identification and filtering of PPPoE subscriber sessions by

either the agent circuit identifier (ACI) value or the uniquemedia access control (MAC)

source address. You can use this featurewhen you configure PPPoE subscriber session

lockout on static or dynamic VLAN and static or dynamic VLAN demux underlying

interfaces.

ACI-based or MAC-based PPPoE subscriber session lockout prevents a failed or

short-lived PPPoE subscriber session from reconnecting to the router for a default or

configurable time period. ACI-based PPPoE subscriber session lockout is useful for

configurations such as PPPoE interworking in which MAC source addresses are not

unique on the PPPoE underlying interface.

To configure ACI-based PPPoE subscriber session lockout for enhanced subscriber

management, use the same procedure that you use to configure it on a router without

enhanced subscriber management enabled.

[See PPPoE Subscriber Session Lockout Overview.]

• Subscriber Secure Policy (SSP) interception of Layer 2 datagrams (MX
Series)—Starting in Junos OS Release 15.1, when DTCP- or RADIUS-initiated SSP
intercepts traffic on a logical subscriber interface, including VLAN interfaces, the

software intercepts Layer 2 datagrams and sends them to themediation device.

Previously, the software interceptedLayer 3datagramson logical subscriber interfaces.

Interception of subscriber traffic on an L2TP LAC interface is unchanged. The Junos

OS software sends the entire HDLC frame to themediation device.
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Interception of subscriber traffic based on interface family, such as IPv4 or IPv6, is also

unchanged. The Junos OS software sends the Layer 3 datagram to themediation

device.

Interceptionof traffic basedonasubscriber joiningamulticast group is alsounchanged.

Layer 3 multicast traffic is intercepted and sent to the mediation device. However,

multicast traffic that passes through a logical subscriber interface is intercepted along

with other subscriber traffic, and is sent as a Layer 2 datagram to themediation device.

[See Subscriber Secure Policy Overview.]

• Additionalmethods toderivevalues for L2TPconnect speeds (MXSeries)—Starting
in Junos OS Release 15.1, several newways are supported for determining the transmit

and receive connect speeds that the LAC sends to the LNS:

• The Juniper Networks VSAs, Tx-Connect-Speed (26-162) and Rx-Connect-Speed

(26-163), can provide the values.

• The JuniperNetworksVSA,Tunnel-Tx-Speed-Method(26-94), canspecifyamethod

(source) for the LAC to derive the values.

• You can configure the LAC to use the actual downstream traffic rate enforced by

CoS for the transmit speed. The actualmethod requires the effective shaping rate

to be enabled and does not provide a receive speed, which is determined by the

fallback scheme.

You can also configure the LAC not to send the connect speeds.

[See Transmission of Tx Connect-Speed and Rx Connect-Speed AVPs from LAC to LNS.]

• Pseudowiredevicesupport for reverse-pathforwardingcheck(MXSeries)—Starting
in Junos OS Release 15.1, unicast reverse-path forwarding checks are supported on

pseudowire subscriber logical interface devices (ps0) for both the inet and inet6

address families. Include the rpf-check statement at the [edit interfaces ps0 unit

logical-unit-number family family] hierarchy level for either address family.

[See Configuring a Pseudowire Subscriber Logical Interface Device.]

• Destination-equal load balancing for L2TP sessions (MX Series)—Starting in Junos
OS Release 15.1, you can enable the LAC to balance the L2TP session load equally

across all tunnels at the highest available preference level by evaluating the number

of sessions to the destinations and the number of sessions carried by the tunnels. By

default, tunnel selection within a preference level is strictly random. Include the

destination-equal-load-balancing statement at the [edit services l2tp] hierarchy level

to load-balance thesessions.Theweighted-load-balancingstatementmustbedisabled.

[See LAC Tunnel Selection Overview and Configuring Destination-Equal Load Balancing

for LAC Tunnel Sessions.]

• Support forExtensibleSubscriberServicesManager (MXSeries)—Starting inRelease
15.1, JunosOSsupportsExtensibleSubscriberServicesManager (ESSM), abackground

process that enables dynamic provisioning of business services.

• Loopback address as source address on DHCP relay agent—Starting in Junos OS
Release 15.1, you can configure the DHCPv4 and DHCPv6 relay agent to use the relay

agent loopback address as the source address in DHCP packets. In network
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configurations where a firewall on the broadband network gateway (BNG) is between

the DHCP relay agent and the DHCP server, only the BNG loopback address passes

through the BNG firewall. In that case, DHCP unicast packets do not pass through and

are discarded. You can use two new configuration statements to override the DHCP

source address with the BNG loopback address so DHCP packets do not pass through

the firewall.

• Support for DUID based on link-layer address in DHCPv6—Starting in Junos OS
Release 15.1, theDHCPv6server supports clients usingaDHCPUnique ID (DUID)based

on link-layer address (DUID-LL). To change from the default vendor-assigned DUID

based on enterprise number (DUID-EN) to DUID-LL, use the new server-duid-type

duid-ll configuration statement at the [edit system services dhcp-local-server dhcpv6]

hierarchy level.

• Newsupport forFramed-IP-Netmaskforaccess-internal routes(MXSeries)—Starting
in Junos OS Release 15.1R2, the mask value returned by RADIUS in the

Framed-IP-Netmask attribute during PPP negotiation is considered for application to

the access-internal route for the subscriber session. In earlier releases, the attribute

mask is ignored and a /32 netmask is always applied, with the consequence that the

address is set to the value of the Framed-IP-Address attribute returned by RADIUS.

Now, when the SDB_FRAMED_PROTOCOL attribute is equal to

AUTHD_FRAMED_PROTOCOL_PPP, the value of SDB_USER_IP_MASK is set to

255.255.255.255 by default. This value is overridden by the Framed-IP-Netmask value,

if present.

When the SDB_FRAMED_PROTOCOL attribute is equal to

AUTHD_FRAMED_PROTOCOL_PPP, the show subscribers command now displays the

actual valueofFramed-IP-Netmask in the IPNetmask field.Otherwise, the fielddisplays

the default value of 255.255.255.255.

• Support for saving accounting files when Routing Enginemastership changes (MX
Series)—Starting in Junos OS Release 15.1R2, you can configure the router to save the
accounting files fromthenewbackupRoutingEngine to thenewmasterRoutingEngine

when a change in mastership occurs. To do so, include the push-backup-to-master

statement at the [edit accounting-options file filename] hierarchy level.

Configure this option when the new backup Routing Engine is not able to connect to

thearchive site; for example,when thesite isnot connectedbymeansofanout-of-band

interface or the path to the site is routed through a line card. The files are stored in the

/var/log/pfedBackup directory on the router. Themaster Routing Engine includes
these accounting files with its own current accounting files when it transfers the files

from the backup directory to the archive site at the next transfer interval.

• DisablingDHCPsnooping filters forDHCPtraffic that canbedirectly forwarded (MX
Series)—Starting in Junos OS Release 15.1R2, you can disable DHCP snooping filters
for an address family in the routing context in which snooping is configured.

When you first enable DHCP snooping, all DHCP traffic is snooped by default and only

DHCPpackets associatedwith subscribers (or their creation)will be handled, all other

DHCP packets will be discarded. You can optionally modify this dropping behavior

based on the type of interface—configured interfaces, non-configured interfaces, or

all interfaces. All snooped DHCP traffic is still forwarded to the routing plane in the
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routing iInstance, and in some cases, this results in excessive DHCP traffic being sent

to the routing plane for snooping The no-snoop statement disables snooping filters

for DHCP traffic that can be forwarded directly from the hardware control plane, such

as Layer 3 unicast traffic with a valid route, preventing that DHCP traffic from being

forwarded to the slower routing plane of the routing instance.

• DisablingDHCPsnooping filters forDHCPtraffic that canbedirectly forwarded (MX
Series)—Starting in Junos OS Release 15.1R2, you can disable DHCP snooping filters
for an address family in the routing context in which snooping is configured.

When you first enable DHCP snooping, all DHCP traffic is snooped by default and only

DHCPpackets associatedwith subscribers (or their creation)will be handled, all other

DHCP packets will be discarded. You can optionally modify this dropping behavior

based on the type of interface—configured interfaces, non-configured interfaces, or

all interfaces. All snooped DHCP traffic is still forwarded to the routing plane in the

routing iInstance, and in some cases, this results in excessive DHCP traffic being sent

to the routing plane for snooping The no-snoop statement disables snooping filters

for DHCP traffic that can be forwarded directly from the hardware control plane, such

as Layer 3 unicast traffic with a valid route, preventing that DHCP traffic from being

forwarded to the slower routing plane of the routing instance.

• Enhanced subscriber management support for source class usage in firewall filters
(MX Series with MPCs)—Starting in Junos OS Release 15.1R3, you can configure the
source-class and source-class-exceptmatch conditions in a firewall filter that you

create as part of a dynamic profile for use with enhanced subscriber management.

Defining a firewall filter with matching based on source classes allows you to monitor

the traffic of specific subscribers from specific network zones.

To configure a firewall filter term that matches an IPv4 or IPv6 source address field to

one or more source classes, use the source-class class-namematch condition at the

[edit dynamic-profiles profile-name firewall family family-name filter filter-name term

term-name from] hierarchy level. To configure a firewall filter term that does notmatch

the IP source address field to the specified source classes, use the source-class-except

class-namematch condition at the same hierarchy level.

This feature enables you to dynamically configure firewall filters with the source-class

and source-class-exceptmatch conditions as part of the same dynamic profile that

activates services forasubscriberusingenhancedsubscribermanagement. Inprevious

releases, you had to statically define the firewall filter outside of the dynamic profile

used for service activation, which was amore time-consuming task andmuch less

efficient
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• Enhanced subscriber management support for configuring routing protocols in
dynamic profiles(MX Series with MPCs)—Starting in Junos OS Release 15.1R3, you
can configure routing protocols (also known as routing services) on enhanced

subscriber management interfaces as part of a dynamic profile. To do so, youmust

use the routing-services statement at the [edit dynamic-profiles profile-name

interfaces “$junos-interface-ifd-name” unit “$junos-underlying-interface-unit”]

hierarchy level.

Whenyouenableenhancedsubscribermanagement, the routing-services statement

is required to configure all routing protocols except IGMP and MLD on dynamically

created subscriber interfaces. The IGMP and MLD routing protocols are natively

supported on enhanced subscriber management interfaces, and therefore do not

require you to specify the routing-services statement.

When a dynamic profile containing the routing-services statement is instantiated,

the router creates an enhanced subscriber management logical interface, also

referred to as a pseudo logical interface, in the form demux0.nnnn (for example,
demux0.3221225472). Any associated subscriber routes or routes learned from a

routing protocol running on the enhanced subscribermanagement interface use this

pseudo interface as the next-hop interface.

• New commands for verifying andmanaging enhanced subscriber management
(MX Series with MPCs)—Starting in Junos OS Release 15.1R3, , you can use the
following operational commands to verify andmanage enhanced subscriber

management interfaces:

• Todisplay statistics informationaboutenhancedsubscribermanagement interfaces,

use the show system subscriber-management statistics command. In addition to

displaying basic packet statistics, you can use the available command options to

view statistics specific to DHCP (dhcp), dynamic VLAN (dvlan), PPP (ppp), and

PPPoE (pppoe) subscriber configurations.

• To reset all statistics counters to zero, use the clear system subscriber-management

statistics command.

• Todisplay informationabouthowroutesaremapped tospecific enhancedsubscriber

management interfaces, use the show system subscriber-management route

command. You can customize and filter the output by including one ormore options

in a single command.

• Access Node Control Protocol agent support and limitations—Starting in Junos
OS Release 15.1R3, the Access Node Control Protocol (ANCP) agent requires

enhancedsubscribermanagement tobeenabled,but support for theagent is limited

toapplyingANCPdata toCoStraffic shaping fordynamicPPPoEandDHCP IPdemux

subscribers.

The ANCP agent does not support the following:

• Static or dynamic VLAN or VLAN demux interfaces.

• Static or dynamic interface-sets, including but not limited to agent circuit identifier

(ACI) VLANs and VLAN-tagged interface-sets.

• RADIUS authentication or accounting.
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• Universal CAC for IPTV and VOD onMX Series Routers—Starting in Junos OS
Release 15.1R3, universal call admission control (CAC) is supported for multicast

IPTV and unicast video on demand (VOD) traffic on MX Series routers. Universal

CAC provides enhanced bandwidth management and prevents interface

oversubscription to ensure high quality output by using dedicated and shared video

bandwidth pools to limit the amount of traffic on subscriber interfaces.

To configure universal CAC, include the access-cac statement at the [edit dynamic

profiles profile name] hierarchy level. You can then configure dedicated video

bandwidth pools for IPTV by including the multicast-video-bandwidth statement,

shared video bandwidth pools for IPTV and VOD by including the video-bandwidth

statement, andmulticast video policies by including the multicast-video-policy

statement at the [edit dynamic profiles profile name access-cac]hierarchy level.

• SNMPsupport forenhancedsubscribermanagementdynamic interfaces—Starting
in Junos OS Release 15.1R3, SNMP support is available for enhanced subscriber

management dynamic interfaces such as VLAN, PPP, and so on. An extension has

been added to the Juniper Networks enterprise-specific Interface MIB to map

enhanced subscriber management interfaces to logical route-mapping interfaces

and to collect information about enhanced subscriber management interfaces. By

default, data about enhanced subscriber management interfaces is not collected

in the interfaces tables such as ifTable, ifXTable, and ifStackTable.

To enable querying of enhanced subscriber management interfaces through the

InterfaceMIB, the InterfaceMIBmust be configured at the interface level by enabling

the interface-mib statement at the [edit dynamic-profiles profile name interfaces

interface-name] hierarchy level. A link trap is sent for an enhanced subscriber

management interface only if the interface name is present in ifTable and traps are

enabled.

• Enhanced subscriber management supported on theMultiservices Modular
Interfaces Card (MS-MIC) and theMultiservices Modular PIC Concentrator
(MS-MPC) (MX Series)—Starting in Junos OS Release 15.1R3, the Carrier-Grade
Network Address Translation (CGNAT) and inline flowmonitoring services available

with enhanced subscriber management support MS-MPCs and MS-MICs.

• Captive portal content delivery (HTTP redirect) supported on theMultiservices
Modular InterfacesCard(MS-MIC)andtheMultiservicesModularPICConcentrator
(MS-MPC), and the Routing Engine (MX Series)—Starting in Junos OS Release
15.1R3, you can configure the captive portal content delivery (HTTP redirect) service

package for installation using the set chassis operational mode command. You can

deployHTTP redirect functionalitywith a local server or a remote server. TheRouting

Engine-based captive portal supports awalled gardenas a firewall service filter only.
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• Effectiveshaping rateandCoSadjustmentcontrolprofilesonenhancedsubscriber
management interfaces (MX Series)—Starting in Junos OS Release 15.1R3, CoS
adjustment control profiles that determine the applications and algorithms that can

modify a subscriber’s shaping characteristics after a subscriber is instantiated are

supported for enhanced subscriber management interfaces. Also, the effective

shaping rate capability, which enables the actual downstream traffic rate to be

computed and displayed, is also supported for enhanced subscriber management

interfaces for accounting purposes.

When you configure CoS adjustment profiles and effective shaping rate on your

router, the enhanced subscriber management interfaces that are defined as part of

a dynamic profile at the [edit dynamic-profiles profile-name interfaces

“$junos-interface-ifd-name” unit “$junos-underlying-interface-unit”] hierarchy level

are considered for these functionalities. Only Ethernet interfaces are supported for

these functionalities.Onlydynamic subscribers are supportedandstatic subscribers

on enhanced subscriber management interfaces are not supported. Only the

downstream shaping rate is validated and the upstream shaping rate is set to the

advisory rate. Byte adjustments are not included in the effective shaping-rate.When

cell-mode is specified, the Juniper Networks router adjusts rates (such as the

shaping-rate) to “rate * 48/53” to account for 5-byte ATM AAL5 headers and does

not account for cell padding.

• Enhanced subscriber management support for ACI-based PPPoE subscriber
session lockout (MX Series)—Starting in Junos OS Release 15.1R3, enhanced
subscriber management supports identification and filtering of PPPoE subscriber

sessions by either the agent circuit identifier (ACI) value or the uniquemedia access

control (MAC) source address. You can use this feature when you configure PPPoE

subscriber session lockout on static or dynamic VLAN and static or dynamic VLAN

demux underlying interfaces.

ACI-based or MAC-based PPPoE subscriber session lockout prevents a failed or

short-lived PPPoE subscriber session from reconnecting to the router for a default

or configurable time period. ACI-based PPPoE subscriber session lockout is useful

for configurations such as PPPoE interworking in which MAC source addresses are

not unique on the PPPoE underlying interface.

To configure ACI-based PPPoE subscriber session lockout for enhanced subscriber

management, use the sameprocedure that youuse toconfigure it ona routerwithout

enhanced subscriber management enabled.
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• Support for enhanced subscriber management subscriber logical interfaces or
interface sets over MPLS pseudowires for a CoS scheduler hierarchy (MX
Series)—Starting in Junos OS Release 15.1R3, you can enable a CoS scheduling
hierarchy for enhanced subscriber management subscriber logical interfaces or

interface sets over MPLS pseudowire logical interfaces to function as a Layer 2 node

inaCoShierarchical scheduler. A subscriber logical interface is considered tooperate

at Layer 2 only if you configure three-level hierarchical scheduling on the logical

tunnel anchor point on the physical interface (the IFD). An MPLS pseudowire is a

virtual device that is stackedabove the logical tunnel anchor point. Implicit hierarchy

processes the interface stack properly in such a setup.

To configure three-level hierarchical scheduling, include the implicit-hierarchy

statementat the [edit interfaces“$junos-interface-ifd-name”hierarchical-scheduler]

or [edit interfaces lt-device hierarchical-scheduler] hierarchy level.

• Support for enhanced subscriber management subscriber logical interfaces or
interface setsover underlying logical interfaces for aCoSscheduler hierarchy (MX
Series)—Starting in Junos OS Release 15.1R3, you can enable a CoS scheduling
hierarchy for enhanced subscriber management subscriber logical interfaces or

interface sets over underlying logical interfaces. In previous releases of Junos OS, an

interface set could be either at Layer 2 or Layer 3 levels of the CoS three-level

hierarchical scheduler. You can now enable an enhanced subscriber management

subscriber logical interface, such as an underlying logical interface, to function as a

Layer 2 node in a CoS hierarchical scheduler. To configure three-level hierarchical

scheduling, include the implicit-hierarchy statement at the [edit interfaces

$junos-interface-ifd-name hierarchical-scheduler] or [edit interfaces lt-device

hierarchical-scheduler] hierarchy level.

• Changes in enhanced subscriber management support for allocating shared
memory space (MX Series with MPCs)—Starting in Junos OS Release 15.1R3, the
first time you enable enhanced subscriber management, youmust configure

max-db-size for 400MB or less (300MB is recommended). Themax-db-size

command can be found at the [edit system configuration-database] hierarchy level,

and is used toallocated theamountof sharedmemoryavailable to the configuration

database.

• Enhanced subscriber management onMX Series routers with MPCs—Starting in
JunosOSRelease 15.1R3, youcanconfigureandenable JunosOSenhancedsubscriber

management. Enhanced subscriber management is a next-generation broadband

edge software architecture for wireline subscriber management. With enhanced

subscriber management, you can take advantage of optimized scaling and

performance for configurationandmanagementof dynamic interfacesand services.
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Configuring enhanced subscriber management consists of the following high-level

tasks:

1. Download and install Junos OS Release 15.1R3, and reboot the router.

NOTE: Because unified in-service software upgrade (unified ISSU)
is not supported when you upgrade to Junos OS Release 15.1R3, all
subscriber sessions and subscriber state are lost after the upgrade.

2. Configure enhanced IP network services on the router.

3. Enable enhanced subscriber management.

4. Configure the maximum amount of sharedmemory (400MB or less) used to

store the configuration database for enhanced subscriber management.

5. (Optional)EnablegracefulRoutingEngine switchover (GRES)andnonstopactive

routing (NSR).

6. Commit the configuration and reboot the router.

After you configure and enable enhanced subscriber management, you can use

dynamic profiles as usual for creating andmanaging dynamic subscriber interfaces

and services.

• Support for a static unnumbered interface with $junos-routing-instance (MX
Series)—Starting in JunosOSRelease 15.1R3, youcanconfigurea static logical interface
as theunnumbered interface inadynamicprofile that includesdynamic routing instance

assignment by means of the $junos-routing-instance predefined variable.

NOTE: This configuration fails commit if you also configure a preferred
sourceaddress,eitherstaticallywiththepreferred-source-addressstatement

ordynamicallywiththe$junos-preferred-source-addresspredefinedvariable.

NOTE: The static interfacemust belong to the routing instance; otherwise
the profile instantiation fails.

In earlier releases, when the dynamic profile includes the $junos-routing-instance

predefined variable, youmust do both of the following, else the commit fails:

• Use the$junos-loopback-interface-addresspredefinedvariable todynamically assign

an address to the unnumbered interface. You cannot configure a static interface

address.

• Use the $junos-preferred-source-address predefined variable to dynamically assign

a secondary IP address to the unnumbered interface. You cannot configure a static

preferred source address.
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• Extended hardware support for L2TP inline IP reassembly (MX Series)—Starting in
JunosOSRelease 15.1R3, L2TP inline IP reassembly support is extended to the following

MPCs:

MPC5E-40G10GMPC2E-3D-NG

MPC5EQ-40G10GMPC2E-3D-NG-Q

MPC5E-100G10GMPC3E-3D-NG

MPC5EQ-100G10GMPC3E-3D-NG-Q

• Monitoring only ingress traffic for subscriber idle timeouts—Starting in Junos OS
Release 15.1R3, you can specify that only ingress traffic is monitored for subscriber idle

timeout processing. When you Include the client-idle-timeout-ingress-only statement

at the [edit access-profile profile-name session-options] hierarchy level, subscribers

are logged out or disconnected if no ingress traffic is received for the duration of the

idle timeout period. Egress traffic is not monitored. When you do not include this

statement, both ingress and egress traffic are monitored during the timeout period to

determine whether subscribers are logged out or disconnected.

• Support for service session termination causes (MX Series)—Starting in Junos OS
Release 15.1R3, new internal identifiers are available that identify the reasons that

authd initiates termination of individual service sessions. In earlier releases, the

termination cause for a service session is the same as that for the parent subscriber

session.

The service termination causes map to default code values that are reported in the

RADIUS Acct-Terminate-Cause attribute (49) in Acct-Stopmessages for the service.

You can use the new service-shutdown option with the terminate-code aaa statement

at the [edit access] hierarchy level to remap any of the new termination causes to any

number in the range 1 through 4,294,967,295:

• network-logout—Termination was initiated by deactivation of one family for a

dual-stack subscriber, typically triggered by termination of the corresponding Layer

3 access protocol. Default code value is 6.

• remote-reset—Termination was initiated by an external authority, such as a RADIUS

CoA service-deactivation. Default code value is 10.

• subscriber-logout—Overrides the default inheritance of the subscriber session value

with a different value when youmap it to a different value. Default code value is 1,

meaning that it inherits the terminate cause from the parent subscriber session.

• time-limit—Service time limit was reached. Default code value is 5.

• volume-limit—Service traffic volume limit was reached. Default code value is 10.

The show network-access aaa terminate-code aaa detail command displays the new

termination causes and their current code values.

• New option for service type added to test aaa commands (MX Series)—Starting in
Junos OS Release 15.1R4, you can include the service-type optionwith the test aaa ppp
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user and test aaa dhcp user commands to test the AAA configuration of a subscriber.

You can use this option to distinguish a test session from an actual subscriber session.

The option specifies a value for the Service-Type RADIUS attribute [6] in the test

Access-Requestmessage; when you do not include this option, the test uses a service

typeof Framed. You can specify a number in the range 1 through 255, or you can specify

one of the following strings that corresponds to an RFC-defined service type; the

numbers are the values that are carried in the RADIUS attribute to specify the service:

callback-nas-prompt (9)administrative (6)

framed (2)authenticate-only (8)

login (1)call-check (10)

nas-prompt (7)callback-admin (11)

outbound (5)callback-framed (4)

–callback-login (3)

When theService-TypeRADIUSattribute [6] is received inanAccess-Acceptmessage,

it overrides the value inserted in the Access-Request message by this command.

• Newpredefined variable for dynamic underlying interfaces (MXSeries)—Starting in
Junos OS Release 15.1R4, you can use the Juniper Networks predefined variable,

$junos-underlying-ifd-name, to reference the underlying physical interface when you
configure CoS properties for an underlying logical interface in a dynamic profile. The

newvariable is usefulwhen the$junos-interface-ifd-name variablealready references
a different physical interface, such as in configurations with stacked logical interfaces.

For example, in a PPPoE session where the PPP logical interface is stacked over a

demux VLAN logical interface, $junos-interface-ifd-name is set to the pp0 physical
interface. In this case you can specify the $junos-underlying-ifd-name predefined
variable with the interfaces statement at the [edit dynamic-profiles profile-name

class-of-service] hierarchy level to reference the underlying physical interface.

• Increase in rangeforRADIUSserveraccounting-retrystatement(MXSeries)—Starting
in Junos OS Release 15.1R4, you can configure the router to make amaximum of 60

attempts to send interimaccountingmessages to theRADIUSaccounting serverwhen

it has received no response. In earlier releases, the maximum number of attempts is

30.

BESTPRACTICE: Werecommendthatyoudonotconfigurea retryduration
greater than or equal to 30 accounting retries times 90 seconds per
accounting timeout period. Configure fewer retries, a shorter timeout, or
both.

• Newpredefined variables and JuniperNetworksVSAs for family any interface filters
(MX Series)—Starting in Junos OS Release 15.1R4, you can use the
$junos-input-interface-filterand$junos-output-interface-filterpredefinedvariables
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to attach a filter to a dynamic interface created for family any. The filter names are

derived from the Juniper Networks VSAs, Input-Interface-Filter (26-191) and

Output-Interface-filter (26-192). These VSAs are conveyed in the following RADIUS

messages: Access-Request, Acct-Start, Acct-Stop, and Acct-Interim-Interval. You can

specify the variables as the filter names with input and output statements at the [edit

dynamic-profiles profile-name interfaces interface-name unit logical-interface-number

filter] hierarchy level.

• New predefined variable to group subscribers on a physical interface (MX
Series)—Starting in JunosOSRelease 15.1R4, youcanspecify thenewJuniperNetworks
predefined variable, $junos-phy-ifd-interface-set-name, with the interface-set
statement at the [edit dynamic-profiles profile-name interfaces] hierarchy level to

configurean interface setassociatedwith theunderlyingphysical interface inadynamic

profile. This predefined variable enables you to group all the subscribers on a specific

physical interface so that you can apply services to the entire group of subscribers.

Another use case is optimizing CoS level 2 node resources by grouping residential

subscribers into an interface set associated with the physical interface in a topology

where residential and business subscribers share the interface, enabling the use of

CoS level 2 nodes for the interface set rather than for each residential interface.

• Configuring default values for routing instances (MX Series)—Starting in Junos OS
Release 15.1R4, you can define a default value for the Juniper Networks predefined

variable, $junos-routing-instance. This value is used in the event RADIUS does not
supply a value for $junos-routing-instance. To configure a default value, use the
predefined-variable-defaults statement at the [edit dynamic-profiles] hierarchy level.

For example, to set the default value to RI-default:

[edit dynamic-profiles profile-name]
user@host# set predefined-variable-defaults routing-instance RI-default

• Hot-standby support for VPLS redundant PWs—Starting in Junos 15.1R4, Junos OS
enables you to configure redundant pseudowires (PWs). If a primary PW fails, Junos

OS switches service to a preconfigured redundant PW.

The time required for the redundantPWto recover traffic fromtheprimaryPWdepends

on the number of PWs and the option configured for PW redundancy. There are three

options:

• Backup redundancy

• Standby redundancy

• Hot-standby

The hot-standby option enables Junos OS to reduce the amount of traffic it discards

during a transition fromaprimary to redundant PW. Both the active and standby paths

are keptopenwithin theLayer 2domain.Nowyoucanconfigure thehot-standbyoption

to configure PWs for virtual private LAN services (VPLS) running the Label Distribution

Protocol (LDP).

• EnhancedDHCPdual-stacksupport(MXSeries)—Starting in JunosOSRelease 15.1R4,
subscriber management supports a single-session DHCP dual-stack model that

provides amore efficient configuration andmanagement of dual-stack subscribers.
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The single-session dual-stack model addresses session-related inefficiencies that

exist in the traditional dual-stack—for example, thenewmodel requires single sessions

for authentication and accounting, as opposed to multiple sessions that are often

needed in a traditional dual-stack configuration. The single-session dual-stackmodel

also simplifies router configuration, reduces RADIUSmessage load, and improves

accounting session performance for subscriber households with dual-stack

environments.

See Single-Session DHCP Dual-Stack Overview.

• DHCPv6 subscriber identification criteria and automatic logout—Starting in Junos
OS Release 15.1R5, the DHCPv6 local server and the DHCPv6 relay agent can identify

a DHCPv6 client by the incoming-interface option in addition to the client identifier.

The incoming interface allows only one client device to connect on the interface. If the

client device changes—that is, if DHCPv6 receives a Solicit message from a client

whose incoming interfacematches the existing interface—DHCPv6automatically logs

out the existing client without waiting for the normal lease expiration. It deletes the

existing client binding and creates a binding for the newly connected device.

For DHCPv6 local server, include the client-negotiation-match incoming-interface

statementat the [edit systemservicesdhcp-local-serverdhcpv6overrides], [edit system

servicesdhcp-local-serverdhcpv6groupgroup-nameoverrides], or [edit systemservices

dhcp-local-serverdhcpv6groupgroup-name interface interface-nameoverrides]hierarchy

levels.

For DHCPv6 relay agent, include the client-negotiation-match incoming-interface

statement at the [edit forwarding-options dhcp-relay dhcpv6 overrides], [edit

forwarding-options dhcp-relay dhcpv6 group group-name overrides], or [edit

forwarding-options dhcp-relay dhcpv6 group group-name interface interface-name

overrides] hierarchy levels.

• DHCP rate adjustment (MXSeries)—Starting in JunosOSRelease 15.1R6, you can use
DHCP tags to modify the CLI-configured and RADIUS-configured shaping rate values

after a subscriber is instantiated. The new values are conveyed in DHCP option 82,

suboption 9 discovery packets. Suboption 9 contains the Internet Assigned Numbers

Authority (IANA) DSL Forum VSA (vendor ID 3561).

Configure the shaping rate adjustment controls by including the dhcp-tags statement

at the [edit class-of-service adjustment-control-profiles profile-name application]

hierarchy level. Specify the desired rate-adjustment algorithmand set a priority for the

DHCP Tags application in the adjustment control profile.

System Logging

• System logmessages to indicate checksum errors on the DDR3 interface—Starting
in Junos OS Release 13.3 R9, two new system logmessages,

XMCHIP_CMERROR_DDRIF_INT_REG_CHKSUM_ERR_MINOR and

XMCHIP_CMERROR_DDRIF_INT_REG_CHKSUM_ERR_MAJOR, are added to indicate

memory-related problems on the interfaces to the double data rate type 3 (DDR3)

memory. These error messages indicate that an FPC has detected a checksum error,

which is causing packet drops.
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The following error threshold values classify the error as amajor error or a minor error:

• Minor error— 6-254 errors per second

• Major error—255 andmore errors per second

User Interface and Configuration

• Support for displaying configuration differences in XML tag format (MSeries, MXSeries,

and T Series)—Starting with Junos OS Release 15.1, you can use the show compare |

display xml command to compare the candidate configuration with the current

committed configuration and display the differences between the two configurations

in XML tag format.

[See Understanding the show | compare | display xml Command Output.]

VPNs

• Leveraging DPCs for EVPN deployment (MX Series routers with DPCs)—Starting
with Junos OS Release 15.1, DPCs can be leveraged to provide support for Ethernet

VPN (EVPN) functionality. Earlier, the EVPN functionality was provided by MX Series

routers with MPC and MIC interfaces only.

The DPC support for EVPN is provided with the following considerations:

• DPCs provide support for EVPN in the active/standbymode of operation including

support for the following:

• EVPN instance (EVI)

• Virtual switch (VS)

• Integrated routing and bridging (IRB) interfaces

• DPCs intended for providing the EVPN active/standbymode support should be the

customer edge (CE)device-facing line card. Theprovider edge (PE)device interfaces

in the EVPN domain should use only MPC and MIC interfaces.

[See EVPNMultihoming Overview.]

•

NOTE: Although present in the code, the Ethernet VPN (EVPN)
active/activemultihoming feature is not supported in Junos OS Release
15.1R2.

Active/activemultihoming support for EVPNs (MX Series routers with MPCs and
MICs only)—The Ethernet VPN (EVPN) solution on MX Series routers with MPC and
MIC interfaces is extended to provide multihoming functionality in the active/active

redundancymode of operation. This feature enables load-balancing of Layer 2 unicast

traffic across all the multihomed links on and toward a customer edge device, and

provides link-level and node-level redundancy along with effective utilization of

resources.
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• Enhanced Group VPNv2member features (MX10, MX20, MX40, MX80, MX240,
MX480, MX960)—Starting in Junos OS Release 15.1, Group VPNv2member features
have been enhanced to include the following:

• Accept group domain of interpretation (GDOI) pushmessages from Cisco group

controller/key server (GC/KS) as per RFC 6407.

• Support for group associated policy (GAP) payload, including activation time delay

(ATD) and deactivation time delay (DTD), in pushmessages from Cisco GC/KS as

per RFC 6407.

• Support standardized push ACKmessages fromMX Series groupmember router to

Cisco GC/KS as per IETF draft RFC

http://www.ietf.org/id/draft-weis-gdoi-rekey-ack-00.txt .

• IPDeliveryDelayedDetectionProtocol. Time-basedanti-replay protection forGroup

VPNv2 data traffic on MX Series groupmember routers as per IETF draft RFC

http://tools.ietf.org/html/draft-weis-delay-detection-00 .

• Support for SHA-256 HMAC algorithm for authentication.

• Support partial fail open for business-critical traffic.

• Support for control-planedebug tracespermember IPaddressandserver IPaddress.

• Same gateway formultiple groups, wherein the same local and remote address pair

is used for multiple groups.

[See Group VPNv2 Overview.]

• Segmented inter-area P2MP LSP (MSeries, MXSeries, and TSeries)—Starting with
Junos OS Release 15.1, P2MP LSPs can be segmented at the area boundary. A

segmentedP2MPLSPconsists of an ingressarea segment(ingressPE router orASBR),

backbone area segment (Transit ABR), and egress area segment (egress PE routers

or ASBRs). Each of the intra-area segments can be carried over provider tunnels such

as P2MP RSVP-TE LSP, P2MPmLDP LSP, or ingress replication. Segmentation of

inter-area P2MP LSP occurs when the S-PMSI auto-discovery routes are advertised,

which triggers the inclusion of a new BGP extended community or inter-area P2MP

segmented next-hop extended community in the ingress PE router or ASBR, transit

ABR, and egress PE routers or ASBRs.

[See Example: Configuring Segmented Inter-Area P2MP LSP.]

• EVPNwith VXLAN data plane encapsulation (MX Series)—Starting in Junos OS
Release 15.1R3, MX Series routers can use EVPNwith VXLAN encapsulation to provide

Layer 2 connectivity for end stations within a Virtualized Network (VN) created by the

Contrail virtualization software. The end stations consist of virtual hosts connected to

the virtualized server, and non-virtualized baremetal servers connected to top-of-rack

platforms. MX Series routers also function as default gateways for the inter-VN traffic

among end stations that belong to different VNs. EVPN is used as a Layer 2 overlay

solution to provide Layer 2 connections over the IP underlay for the endpoints within

a VNwhenever Layer 2 connectivity is required by an end station.

• MVPN source-active upstreammulticast hop selection and redundant source
improvements–Starting in Junos OS Release 15.1R3, you can use new configuration
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statements available at the [edit protocolsmvpn] hierarchy level to influence the

source-active upstreammulticast hop selection process. You can use the

umh-selection-additional-input statement to influence the upstreammulticast hop

selection by making the MVPN consider some combination of route preference and

RSVP tunnel status. You can use the source-redundancy statement so that the MVPN

acts on all redundant sources sending to a specific group address as the same source.
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Authentication, Authorization and Accounting

• Statement introduced to enforce strict authorization—Starting in Junos OS Release
15.1R2, customers canuse the setsystemtacplus-optionsstrict-authorization statement

to enforce strict authorization to the users. When a user is logging in, Junos OS issues

two TACACS+ requests—first is the authentication request and then the authorization

request. By default, when the authorization request is rejected by the TACACS+ server,

Junos OS ignores this and allows full access to the user. When the set system

tacplus-options strict-authorization statement is set, Junos OS denies access to the

user even on failure of the authorization request.

Class of Service (CoS)

• Change to CoS shaping rate fallback behavior (MX Series)—Starting in Junos OS
Release 15.1, when a CoS service profile is deactivated, the traffic shaping rate falls

back in the following order: ANCP shaping rate, PPPoE IA tag rate, or shaping rate

configured in the traffic control profile. In earlier releases, the traffic shaping rate falls

back to the ANCP adjusted rate or the traffic control profile value.

Nowwhen an ANCP shaping rate adjustment is removed, the rate falls back to the

PPPoE IA tag rate or the traffic control profile value. In earlier releases, the rate falls

back to the traffic control profile value.

[See CoS Adjustment Control Profiles Overview.]

• CLIcommitchecknotperformedforguaranteed-rateburstsize(MXSeries)—Starting
in Junos OS Release 15.1, the CLI no longer performs a commit check to determine

whether the statically configured guaranteed-rate burst size exceeds the shaping-rate

burst size. A system log is generated when the guaranteed-rate burst size is higher,

whether it is configured statically, dynamically with predefined variables, or by means

of a change of authorization request. In earlier releases, a CLI commit check prevents

a static configuration from being used; no checks are performed for the other

configuration methods.

General Routing

• commit synchronize statement is not allowed in batchmode—When you attempt to

execute commit atomic in configure batchmode, a warning message is displayed:

warning: graceful-switchover is enabled, commit synchronize should be used. This is

because commit synchronize is not allowed to be given in configure batchmode. In

this case, issue the set system commit synchronize command followed by commit.

• Modifiedoutputof theclearservicessessions |displayxmlcommand(MXSeries)—In
Junos OS Release 14.1X55-D30, the output of the clear services sessions | display xml

command is modified to include the <sess-marked-for-deletion> tag instead of the
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<sess-removed> tag. In releases before Junos OS Release 14.1X55-D30, the output of

this command includes the <sess-removed> tag. The replacement of the

<sess-removed> tag with the <sess-marked-for-deletion> tag aims at establishing

consistency with the output of the clear services sessions command that includes the

field Sessionsmarked for deletion.

High Availability (HA) and Resiliency

• VRRP adjusted priority can go to zero (M Series, MX Series, and T Series)—Starting
in Junos OS Release 15.1, the adjusted priority of a configured VRRP group can go to

zero (0). A zero (0) priority value is used to trigger one of the backup routers in a VRRP

group to quickly transition to the master router without having to wait for the current

master to timeout. Prior to Junos OS Release 15.1, an adjusted priority could not be

zero. This change in behavior prevents the VRRP group from blackholing traffic.

[See Configuring a Logical Interface to Be Tracked for a VRRP Group or Configuring a

Route to Be Tracked for a VRRP Group.]

• Acheckoption isaddedforcommand requestchassis routing-enginemaster—Starting
in Junos OS Release 15.1, a check option available with the switch, release, and acquire

options checks the GRES status of the standby Routing Engine before toggling

mastership. The force option is also removed.

[See request chassis routing-enginemaster.]

• GRES readiness is part of show system switchover output (M Series, MX Series, and
T Series)—Starting in Junos OS Release 15.1, switchover readiness status is reported
aspart of the output for the operationalmode command showsystemswitchover. This

is true for the TXMatrix Plus platform as well.

[See show system switchover.]

• Improved command output for determiningGRES readiness in anMXSeries Virtual
Chassis (MXSeries routerswithMPCs)—Starting in JunosOSRelease 15.1, the request
virtual-chassis routing-enginemaster switch check command displays the following

output when themember routers in a Virtual Chassis are ready to perform a graceful

Routing Engine switchover (GRES):

{master:member0-re0}

user@host> request virtual-chassis routing-enginemaster switch check
Switchover Ready

In earlier releases, the request virtual-chassis routing-enginemaster switch check

command displays no output to confirm that themember routers are ready for GRES.

Theoutputof the requestvirtual-chassis routing-enginemasterswitchcheckcommand

has not changed when themember routers are not yet ready for GRES.

[See Determining GRES Readiness in a Virtual Chassis Configuration.]

•

NOTE: The changes to global switchover behavior in an MX Series Virtual
Chassis are not supported in JunosOSRelease 15.1. Documentation for this
feature is included in the Junos OS 15.1 documentation set.
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Changes to global switchover behavior in anMX Series Virtual Chassis (MX Series
routerswithMPCs)—Starting in JunosOSRelease 15.1, performing a global switchover
by issuing the request virtual-chassis routing-enginemaster switch command from the

master Routing Engine in theVirtual Chassismaster router (VC-M) has the same result

as performing a local switchover from the VC-M.

After aglobal switchover, theVirtualChassismaster router (VC-M)becomes theVirtual

Chassis backup router (VC-B), and the VC-B becomes the VC-M. In addition, a global

switchover now causes the local roles (master and standby, orm and s) of the Routing

Engines in the former VC-M to change, but does not change the local roles of the

Routing Engines in the former VC-B.

In earlier releases, a global switchover in a Virtual Chassis caused the VC-M and VC-B

to switch global roles, but did not change themaster and standby local roles of the

Routing Engines in either member of the Virtual Chassis.

[See Switchover Behavior in an MX Series Virtual Chassis.]

• Newunified ISSUwarningmessageforVCCV-BFDNSRnotbeingsupported—Starting
in Junos OS Release 15.1R2, 15.1F2, and later releases, the Junos OS CLI displays a

warning message (when you perform a unified in-service software upgrade (ISSU))

about NSR not being supported for Bidirectional Forwarding Detection (BFD)support

for virtual circuity connectivity verification (VCCV). Youmust enter a “yes” or “no” to

confirm whether you want to proceed with the ISSU operation or not.

IPv6

• IPv6addresseswithpaddedzeros inMICorMS-MPCsystemlogmessages(MSeries,
MX Series, and T Series)—Starting with Junos OS Release 15.1R2, all system log

messages originating fromMIC or MS-MPC line cards displays padded zeros in IPv6

addresses to make them compatible with MS-DPC line cards. Earlier, the system log

messages fromMIC or MS-MPC line cards displayed IPv6 addresses with ’::’ instead

of padded zeros.

Junos OS XML API and Scripting

• Escaping of special XML characters required for request_login (MSeries,MXSeries,
and T Series)—Beginning with Junos OS Release 15.1R2, youmust escape any special
characters in theusernameandpasswordelementsofa request_loginXMLRPCrequest.

The following five symbols are considered special characters: greater than (>), less

than (<), single quote (’), double quote (“), and ampersand (&). Both entity references

and character references are acceptable escape sequence formats. For example,

&amp; and &#38; are valid representations of an ampersand. Previously no escaping

of these characters was required.

• XML output change for show subscribers summary port command (MX
Series)—Starting in Junos OS Release 15.1R5, the display format has changed for the
show subscribers summary port command tomake parsing the output easier. The

output is now displayed as in the following example:

user@host> show subscribers summary port | display xml
<rpc-reply xmlns:junos="http://xml.juniper.net/junos/16.1R2/junos">
    <subscribers-summary-information 
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xmlns="http://xml.juniper.net/junos/16.1R2/junos-subscribers">
        <counters junos:style="port-summary">
            <port-name>ge-1/2/0</port-name>
            <port-count>1</port-count>
         </counters>
        <counters junos:style="port-summary">
            <port-name>ge-1/2/1</port-name>
            <port-count>1</port-count>
         </counters>
</rpc-reply>

In earlier releases, that output is displayed as in the following example:

user@host> show subscribers summary port | display xml
<rpc-reply xmlns:junos="http://xml.juniper.net/junos/16.1R2/junos">
    <subscribers-summary-information 
xmlns="http://xml.juniper.net/junos/16.1R2/junos-subscribers">
        <counters junos:style="port-summary">
            <port-name>ge-1/2/0</port-name>
            <port-count>1</port-count>
            <port-name>ge-1/2/1</port-name>
            <port-count>1</port-count>
        </counters>
</rpc-reply>
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Layer 2 Features

• Support for configuringMACmove parameters globally (MX Series)—Starting in
JunosOSRelease 15.1R4, youcanconfigureparameters formediaaccesscontrol (MAC)

address move reporting by including the global-mac-move statement and its

substatements at the [edit protocols l2-learning] hierarchy level.When aMAC address

appears on a different physical interface or within a different unit of the same physical

interface and this behavior occurs frequently, it is considered a MACmove. You can

configure the router to report aMACaddressmovebasedon the following parameters:

the number of times aMACaddressmoveoccurs, a specified periodof timeoverwhich

theMACaddressmoveoccurs, and thespecifiednumberof timesaMACaddressmove

occurs in one second.

Layer 2 VPNs

• Support for hot standby pseudowire for VPLS instances with LDP (MX
Series)—Starting with Junos OS Release 15.1R2, you can configure a routing device
running a VPLS routing instance configuredwith the Label Distribution Protocol (LDP)

to indicate thatahot-standbypseudowire isdesireduponarrival ofaPW_FWD_STDBY

status-tlv. Include the hot-standby-vc-on statement at the [edit routing instances

routing-instance-name protocols vplsmesh-groupmesh-group-name neighbor address

pseudowire-status-tlv] hierarchy level.

Management

• Support for status deprecated statement in YANGmodules (M Series, MX Series,
andTSeries)—Startingwith JunosOSRelease 15.1R5, JuniperNetworksYANGmodules
include the status deprecated statement to indicate configuration statements,

commands, and options that are deprecated.

MPLS

• Deselectingactivepathonbandwidth reservationfailure(MXSeries)—LSPdeselects
the current active path if the path is not able to reserve the required amount of

bandwidthand there is anotherpath that is successful andcapableofbecomingactive.

If the current active path is not deselected, then it continues tobeactive despite having

insufficient bandwidth. If none of the paths are able to reserve the required amount of

bandwidth, then the tear-lsp option brings down the LSP.

[See deselect-on-bandwidth-failure.]

Multicast

• Disabling igmp-snooping on VPLS (MX Series)–In order to make configuration and
debugging easier, starting in Junos OS Release 15.1, multiple Group VPNv2 groups can

use the same gateway. The commit check for a unique tuple of <local_address,

remote_address, routing_instance> across groups has been removed. The same tuple

is now checked for uniqueness across all gateways. This allowsmultiple groups to

share the same gateway for their Group VPNv2 traffic.
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NetworkManagement andMonitoring

• Enhanced service type information in an SNMPMIBwalk operation for
jnxSpSvcSet—Starting with releases 13.3R7, 14.1R6, 14.2R4, and 15.1R2, Junos OS
provides enhanced service type (SvcType) information in a MIB walk operation for the

jnxSpSvcSetMIB table. Stateful firewall, NAT, and IDS service sets are nowcategorized

under the SFW/NAT/IDS service type. IPsec services are categorized as IPSEC service
type, while all other services are grouped as EXT-PKG.

In Junos OS Release 13.3R6 and earlier, the show snmpmibwalk command for the

jnxSpSvcSet MIB table displays the service type as EXT-PKG for all services.

• SNMP proxy feature (M Series, MX Series, and T Series)—Starting with Junos OS
Release 15.1R2, youmust configure the interface <interface-name> statement at the

[edit snmp] hierarchy level for the proxy SNMP agent. Earlier, configuring an interface

for the proxy SNMP agent was not mandatory.

• Change in howusedmemory is calculated in JunosOSwith upgraded FreeBSD (MX
Series)—Starting in Junos OS Release 15.1, for platforms running Junos OSwith
upgraded FreeBSD, theway usedmemory is calculated has changed. Inactivememory

is no longer included in the calculation for memory utilization. This change is reflected

in thevaluegiven formemoryutilization in theoutput for the showchassis routing-engine

command. This change also affects the SNMP representation of this value at

jnxOperatingBuffer.

[For platforms that run JunosOSwith upgraded FreeBSD, seeUnderstanding JunosOS

with Upgraded FreeBSD.]

• Change in the output of snmpmibwalk of the jnxVpnIfStatusMIB object (M Series,
MX Series, and T Series)—Starting with Junos OS Release 15.1R4, the show snmpmib

walk jnxVpnIfStatuscommandprovides informationof all interfaces, except the Juniper

Networks specific dynamic interfaces.

• New64-bit counter of octets for interfaces (M Series, MX Series, and T
Series)—Starting with Release 15.1R3, Junos OS supports two new Juniper Networks

enterprise-specific Interface MIB Extension objects—ifHCIn1SecOctets and

ifHCOut1SecOctets—thatact as64-bit counters of octetspassing throughan interface.

• Enhancement for SONET interval counter (M Series, MX Series, and T
Series)—Starting with Junos OS Release 15.1R3, only the Current Day Interval Total
output field in the show interfaces interval command for SONET interfaces is reset

after 24 hours. In addition, the Previous Day Interval Total output field displays the last

updated time in hh:mm.

[See show interfaces interval.]

Platform and Infrastructure

• Egress Multicast Replication—Starting with Junos OS Release 16.1, you can enable
egress multicast replication to optimize multicast traffic in a Junos Fusion. In egress

multicast replication, multicast traffic is replicated on satellite devices, rather than on

the aggregation device. If you have a large number of multicast receivers or high

multicast bandwidth traffic, enabling egress multicast replication reduces the traffic
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on cascade port interfaces and reduces the load on the aggregation device. This can

reduce the latency and jitter in packet delivery, decrease the number of problems

associated with oversubscription, and prevent a traffic storm caused by flooding of

unknown unicast packets to all interfaces.

This feature is disabled by default. To enable egress multicast replication, use the

local-replication statement in the the [edit forwarding-options satellite] hierarchy level.

When you enable this feature, local replication is enabled on all satellite devices that

are connected to the aggregation device. You cannot enable local replication for just

a few selected satellite devices, specific bridge domains, or specific route prefixes.

Egress multicast replication does not take effect with the following features (Junos

Fusion replicatesmulticast traffic on the aggregation device andothermulticast traffic

will continue to be replicated on satellite devices):

• Multicast support on pure layer 3 extended ports

• MLD snooping on an IPv6 network

Egress multicast replication is incompatible with the following features (the feature

will not work together with egress multicast replication and youmust choose either

to enable egress multicast replication or to use the feature):

• VLAN tagmanipulations, such as VLAN tag translations, VLAN tag stacking, and

VLAN per port policies. This can result in dropped packets caused by unexpected

VLAN tags.

• Multicast support for theextendedportson theedgesideofPseudowire connections

in VPLS networks.

• Multicast support for the extended ports on the edge side of EVPNs.

• Multicast VPN deployments.

• MPLS/BGP VPN deployments.

• Features that perform egress actions on individual extended ports, such as egress

local-port mirroring.

Use the following new operational commands to display information related to this

feature:

• show bridge flood next-hops satellite

• show bridge flood next-hops satellite nexthop-id nexthop-identifier

• show bridge flood satellite

• show bridge flood satellite bridge-domain-name domain-name

• show bridge satellite device

• showmulticast ecid-mapping satellite

• showmulticast next-hops satellite

• showmulticast snooping next-hops satellite nexthop-id nexthop-identifier

• showmulticast snooping route satellite
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• showmulticast snooping route satellite bridge-domain-name domain-name

• showmulticast snooping route satellite group group-id

• showmulticast statistics satellite

• showmulticast summary satellite

Routing Policy and Firewall Filters

• Command completion for the [show firewall prefix-action-stats filter filter-name

prefix-action] hierarchy on all compatible platforms–In releases earlier than Junos
OS Release 15.1, you could not utilize the command completion feature at the [show

firewall prefix-action-stats filter filter-name prefix-action] hierarchy level. This meant

that you had to know the nameof the prefix-action in order to complete any command

at that hierarchy level. This involved running a show configuration command, getting

the prefix-action name, and using it in the command.

Starting in Junos OS Release 15.1, command completion is available so that pressing

the Tab key at the [show firewall prefix-action-stats filter filter-name prefix-action]

hierarchy level lists all currently configured prefix-action names.

• Support for logical queue-depth in the Packet Forwrading Engine for IP options
packets for agivenprotocol (MSeries,MXSeries, andTSeries)—Startingwith Junos

OS Release 15.1R4, you can configure logical queue-depth in the Packet Forwrading

Engine for IP options packets for a given protocol. The queue-depth indicates the

number of IP options packetswhich canbe enqueued in thePacket Forwrading Engine

logical queue, beyond which it would start dropping the packets.

Routing Protocols

• Enhanced show isis overview command (M Series, MX Series, and T
Series)—Beginningwith JunosOSRelease 15.1, the showisisoverviewcommanddisplay
output includesdetails, suchasHostname,Sysid, andAreaid. Thisadditional information

facilitates troubleshooting IS-IS adjacency issues.

[See show isis overview.]

• RPD refreshes the route record database only if there is a new update (MX
Series)—Beginningwith JunosOSRelease 15.1,whenyoucommitaminorconfiguration
change, the rpd sends only AS paths that are active routes to the FPCs. Not all known

AS paths are sent to the FPC, thereby considerably reducing the memory and CPU

usage, resulting in a faster route record database update. Route record now keeps

track of configuration and reconfiguration times. At client startup, all the routes are

sent to the client, but at reconfiguration, route record now checks the timestamp of

the route.

In earlier JunosOS releases, when a configuration changewas committed, the Routing

Engine CPU usage and the FPC CPU usage would go high for an extended period of

time. This occurred even if there was aminor change to the configuration. The FPCs

and the client were running out of memory due to the high number of AS paths sent

by route record. This was especially evident in very large-scale configurations where

the number of AS paths and the number of routes were large. This took a lot of CPU
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time andmemory to process because at reconfiguration, route record sent all routes

to the client again, even if there were no route changes.

• BGP hides a route receivedwith a label block size greater than 256 (M Series, MX
Series, and T Series)—Starting in Junos OS Release 15.1, when a BGP peer (running
Junos OS) sends a route with a label block size greater than 256, the local speaker

hides the route and does not re-advertise this route. The output of the show route

detail/extensive hidden/all displays the hidden route and states the reason as label

block size exceedsmax supported value. In earlier Junos OS releases, when a peer sent

a route with a label block size greater than 256, the routing protocol process (rpd)

terminated abnormally.

• Newoption to removepeer loop check (MSeries,MXSeries, andTSeries)—Starting
in Junos OS Release 15.1, a new option no-peer-loop-check to remove the peer loop

check for private AS numbers is available under the remove-private statement at the

following hierarchy levels:

[edit logical-systems logical-system-name protocols bgp]
[edit protocols bgp]
[edit routing-instances routing-instance-name protocols bgp]

• BGP link state valuemodified to 29 (M Series, MX Series, and T Series)—Starting in
Junos OS Release 14.2R3, the value of the BGP LINK-STATE (LS) path attribute is

modified to 29, which is IANA's officially assigned value. In earlier Junos OS releases,

the LINK-STATE path attribute had a private value of 99 that was used for

interoperability testing with other vendors. The previous versions of BGP LS are not

compatible with this new value of BGP LS. Therefore, BGP LS users cannot use unified

ISSUwith the BGP LS value of 29.

• DSCPbitnotcopied into IPv6 ICMPreplypackets (MXSeries)—Beginningwith Junos
OS Release 15.1, the Differentiated Services code point (DSCP) field from the IPv6

header of the incoming ICMP request packet is copied into the ICMP reply packet. The

value of the DSCP field represents the class of service, and transmission of packets is

prioritized based on this value. In earlier Junos OS releases, the value of the DSCP field

was set to0,which is undesirablebecause the classof service information is lost. Junos

OS now retains the value of the DSCP field in the incoming packet and copies it into

the ICMP reply packet.

• New IS-IS adjacency holddown CLI command (MX Series)—Beginning with Junos
OSRelease 15.1, anewoperational commandshowisisadjacencyholddown is introduced

to display the adjacency holddown status. This command is useful to verify whether

the adjacency holddown is enabled and facilitates troubleshooting when there are

adjacency issues due to IS-IS adjacency holddown.

[See show isis adjacency holddown.]

• Eliminate fe80::/64direct routes fromRIB for IPv6 interfaces—Beginningwith Junos
OS Release 15.1, the fe80::/64 direct routes for IPv6 addresses are not installed in the

routing table. Therefore, when you issue a show route command, the fe80::/64 routes

for IPv6 addresses are not displayed in the output. In earlier releases, Junos OS added

the fe80::/64 direct routes to the routing table when inet6 family was enabled on an

interface. These fe80::/64 direct routes are neither routable nor used for routing

decisionsandhence their absence in the routing tabledoesnot impactany functionality.
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• Configure and establish targeted sessions with third-party controllers using LDP
targeted neighbor (M Series andMX Series)—Starting with Junos OS Release 15.1,

you can configure LDP targeted neighbor to third-party controllers for applications

such as route recorder that wants to learn label-FEC bindings of an LSR. LDP targeted

neighbor helps to establish a targeted session with controllers for a variety of

applications.

• Enable forwarding IPv6 solicited router advertisements as unicast—Beginning with
Junos OS Release 15.1, you can configure devices to send router advertisements as

unicast in response to the router solicitation message sent by IPv6 routers. In earlier

Junos OS releases, IPv6 router advertisements were sent as periodic multicast, which

caused a battery drain in all the other devices. A new configuration statement

solicit-router-advertisement-unicast is introduced at the [edit protocols

router-advertisement interface interface-name] hierarchy level.

[See solicit-router-advertisement-unicast.]

• EnhancedBGP logmessagewhenprefix limit is exceeded—Beginningwith JunosOS
Release 13.3, BGP generates an enhanced log message when the prefix limit exceeds

the configured limit. The log message now includes the instance name in addition to

the peer address and address family.

[See prefix-limit.]

• BGP route is hiddenwhenASpath length ismore than the configuredmaximumAS
size—Beginning with Junos OS Release 13.2, BGP hides a route when the length of the
AS path does not match the number of ASs in the route update. In earlier Junos OS

releases when a route with AS path size over 2048 was advertised, it could cause

session flapsbetweenBGPpeersbecauseof themismatch.Therefore, toavoid session

flaps, such routes are now hidden by Junos OS. You can see this behavior when

bgp-error-tolerance is configured.

If you want BGP to advertise the hidden route to an OSPF neighbor, we recommend

to add the AS path statically in the default route configuration. For example:

[edit routing-instances instance-name routing options]
user@host# set aggregate route 0.0.0.0/0 as-path path 1267

• Configure and establish targeted sessions with third-party controllers using LDP
targeted neighbor (M Series andMX Series)—Starting with Junos OS Release 15.1,

you can configure LDP targeted neighbor to third-party controllers for applications

such as route recorder that wants to learn label-FEC bindings of an LSR. LDP targeted

neighbor helps to establish a targeted session with controllers for a variety of

applications.

• Optimization of link-state packets (LSPs) flooding in IS-IS (MXSeries)—Starting in
Junos OS Release 15.1R5, flooding of LSPs in IS-IS no longer occurs as a result of the

commitment of configuration changes unrelated to IS-IS. Now, when the router is not

in the restart state, every time a new LSP is generated after a CLI commit, the contents

of the new LSP are compared to the contents of the existing LSP already installed in

the link-state database (LSDB) between Intermediate Systems. When the contents

of the two LSPs do not match, the system does not process the new LSP or install it

in the LSDB, and consequently does not flood it through the IS-IS network. The new
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behavior does not affect the rebuilding of LSPs after they refresh in the LSDB. No

configuration is required to invoke the new behavior.

In earlier releases, IS-IS generates new LSPs evenwhen the configuration changes are

not related to IS-IS. Because the new LSPs are flooded across the network and

synchronized in the LSDB, this flooding process is time-consuming and CPU intensive

in a scaled network environment.

• Support forRFC5492,CapabilitiesAdvertisementwithBGP-4—Beginningwith Junos
OS Release 15.1R4, BGP sessions can be established with legacy peers that do not

support optional parameters, such as capabilities. In earlier Junos OS releases from

15.1R1 through 15.1R3and 15.1F1 through 15.1F4,BGPsessionswith legacy routerswithout

BGP capabilities was not supported. Starting with Junos OS Release 15.1R4, support

for BGP sessions with legacy routers without BGP capabilities is restored.

Security

• Packet types added for DDoS protection L2TP policers (MX Series routers with
MPCs, T4000 routerswith FPC5)—Starting in JunosOSRelease 15.1R6, the following
eight packet types have been added to the DDoS protection L2TP protocol group to

provide flexibility in controlling L2TP packets:

scccncdn

sccrqhello

stopccniccn

unclassifiedicrq

Previously, no individual packet types were available for this protocol group and all

L2TPpacketswerepoliced the samebasedon theaggregatepolicer value. Thedefault

values for the bandwidth and burst policers for all packet types is 20,000 pps. The

default recover-time is 300 seconds for each of the L2TP packet types.

[See protocols (DDoS).]

• Changes to distributed denial of service (DDoS) protection protocol groups and
packet types (MX Series, T4000with FPC5)—Starting in Junos OS Release 15.1, the
following syntax changes have beenmade:

• Themlp protocol group has beenmodified as follows to provide DDoS protection

with full control of the bandwidth:

• The aging-exc, packets, and vxlan packet types have been removed from themlp

protocol group.

• The add, delete, and lookup packet types have been added to themlp protocol

group. These packets correspond to the MAC learning command codes.

• The keepalive protocol group has been renamed to tunnel-ka.
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• The firewall-host protocol group and themcast-copy packet type in the unclassified

protocol groups have been removed from the CLI. They are now classified by the

internal host-bound classification engine on the line card.

• Changes to distributed denial of service (DDoS) protection default values for MLP
packets (MX Series, T4000with FPC5)—Starting in Junos OS Release 15.1, the
following default bandwidth (pps) and burst (packets) values apply for MLP packets

by line card:

MPC3, MPC4, and FPC5MPC1, MPC2, MPC5, andMPC6Policer

BurstBandwidthBurstBandwidth

10,000500020,00010,000aggregate

4096204881924096add

4096204881924096delete

102451220481024lookup

51251210241024unclassified

• Changes to distributed denial of service (DDoS) protection flow detection defaults
(MX Series, T4000with FPC5)—Starting in Junos OS Release 15.1, flow detection

defaults to disabled for the following protocol groups and packet type, because they

donot have typical Ethernet, IP, or IPv6headers. Global flowdetectiondoesnot enable

flow detection for these groups and the packet type.

• Protocol groups: fab-probe, frame-relay, inline-ka, isis, jfm,mlp,pfe-alive,pos, services.

• Packet type: unclassified in the ip-opt protocol group.

• Changes to show ddos-protection protocols command output (MX Series, T4000
with FPC5)—Starting in Junos OS Release 15.1, when you disable DDoS protection
policers on the Routing Engine or on an FPC for a specific packet type, an asterisk is

displayed next to that field in the CLI output. For example, if you issue the following

statements:

user@host# set system ddos-protection protocolsmlp lookup disable-routing-engine
user@host# set system ddos-protection protocolsmlp lookup fpc 1 disable-fpc

the fields are marked as in the following sample output:

user@host> show ddos-protection protocolsmlp lookup
Currently tracked flows: 0, Total detected flows: 0
   * = User configured value

   Protocol Group: MLP

     Packet type: lookup (MLP lookup request)
       Individual policer configuration:
         Bandwidth:        1024 pps
       ...
       Routing Engine information:
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         Bandwidth: 1024 pps, Burst: 2048 packets, disabled*
         Policer is never violated
         Received:  0                   Arrival rate:     0 pps
         Dropped:   0                   Max arrival rate: 0 pps
           Dropped by aggregate policer: 0
       FPC slot 1 information:
         Bandwidth: 100% (1024 pps), Burst: 100% (2048 packets), disabled*
         Policer is never violated
         Received:  0                   Arrival rate:     0 pps
         Dropped:   0                   Max arrival rate: 0 pps
           Dropped by aggregate policer: 0
           Dropped by flow suppression:  0

Services Applications

• Support for configuring TWAMP servers on routing instances (MXSeries)—Starting
in Junos OS Release 15.1, you can specify the TWAMP servers on specific routing

instances, instead of associating the TWAMP server at the system level. To apply the

TWAMP server to a routing instance configured on a router, include the

routing-instance-list instance-name port port-number statement at the [edit services

rpm twamp server] hierarchy level. The port number of the specified routing instance

is used for TWAMP probes that are received by a TWAMP server. The default routing

instance is Internet routing table inet.0. If you do not specify a routing instance, the

TWAMP probe applies to all routing instances. To apply the TWAMP probe to only the

default routing instance, youmust explicitly set the value of instance-name to the

default. If an interface is not part of any routing instance, the default port is used for

TWAMP probes. You can configure up to 100 routing instances for a TWAMP server.

• Optional inclusion of Flags field in DTCP LISTmessages (MX Series)—Starting in
Junos OS Release 15.1, the Flags field is not a required parameter in the DTCP LIST

message. The LIST request is not rejected if the LISTmessage does not contain the

Flags field. If the DTCP LISTmessage contains the Flags field, the value of that field

is processed. If the LISTmessage does not contain the Flags field, the CRITERIA field

parameter is used for the Flags field.

• Change in support for service options configuration on service PICs at theMS and
AMS interface levels (MX Series)—Starting in Junos OS Release 15.1, when a
multiservices PIC (ms- interface) is a member interface of an AMS bundle, you can

configure the service options to be applied on the interface only at thems- interface

level or the AMS bundle level by including the services-options statement at the [edit

interfaces interface-name] hierarchy level at a point in time. You cannot define service

options for a service PIC at both the AMS bundle level and at thems- interface level

simultaneously.When youdefine the service options at theMS level or theAMSbundle

level, the service options are applied to all the service-sets, on thems- interface or the

AMS interface defined atms-fpc/pic/port.logical-unit or amsN, respectively.

• Changes in the format of session open and close system logmessages (MX Series
routers with MS-MICs andMS-MPCs)—Starting with Junos OS Release 15.1, with the
Junos OS Extension-Provider packages installed and configured on the device for

MS-MPCs and MS-MICs, the formats of the MSVCS_LOG_SESSION_OPEN and

MSVCS_LOG_SESSION_CLOSE system logmessages aremodified to toggle the order

of the destination IPv4 address and destination port address displayed in the log
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messages tobe consistent anduniformwith the formats of the session openand close

logs of MS-DPCs.

• Support forbouncingservicesets fordynamicNAT(MXSeries routerswithMS-MPCs
andMS-MICs)—Starting in Junos OS Release 15.1, for service sets associated with
aggregatedmultiservices (AMS) interfaces, you can configure the

enable-change-on-ams-redistribution statement at the [edit services service-set

service-set-name service-set-options] hierarchy level to enable the service set to be

bounced (reset) for dynamic NAT scenarios (dynamic NAT, NAT64, andNAT44)when

amember interface of an AMS bundle rejoins or a member interface failure occurs.

When amember interface fails, the application resources (NAT pool in the case of

dynamic NAT scenarios) and traffic load need to be rebalanced. For application

resources to be rebalanced, which is the NAT pool for dynamic NAT environments, the

NAT pool is split and allocated by the service PIC daemon (spd).

• ChangedrangeformaximumlifetimeforPCPmapping—Starting in JunosOSRelease
15.1, the range for the maximum lifetime, in seconds, for PCPmapping that you can

configure by using themapping-lifetime-maxmapping-lifetime-max statement at the

[edit services pcp] hierarchy level is modified to be from 0 through 4294667, instead

of the previous range from 0 through 2147483647.

• Change in the test-interval range for RPM tests (MX Series)—Starting in Junos OS
Release 15.1R2, theminimumperiod for which the RPM client waits between two tests

(configured by using the test-interval interval statement at the [edit services rpmprobe

owner test test-name] hierarchy level is modified to be 1 second instead of 0 seconds.

Also, if you do not configure the test interval, the default value is 0 seconds. A test

interval of 0 seconds causes the RPM test to stop after one iteration.

• Change to show services nat pool command output—Starting in Junos OS Release
15.1R3, the show services nat pool command output includes this new field: AP-P port

limit allocation errors. When AP-P is configured, this field indicates the number of

out-of-port errors that are due to a configured limit for the number of allocated ports

in the limit-ports-per-address statement at the [edit services nat pool nat-pool-name]

hierarchy level.

• Classpcp-logsandalg-logsarenotconfigured forms-interface(MXSeries)—Starting
with Junos OS release 15.1R3, for multiservices (ms-) interfaces, you cannot configure

system logging for PCP and ALGs by including the pcp-logs and alg-logs statements

at the [edit services service-set service-set-namesysloghosthostnameclass]hierarchy

level. An error message is displayed if you attempt to commit a configuration that

contains the pcp-logs and alg-logs options to define system logging for PCP and ALGs

for ms- interfaces.

• Support for deterministic NAPT (MX Series)—You can configure deterministic port
block allocation for Network Address Port Translation (NAPT) on MX Series routers

with MS-MPCs or MS-MICs. By configuring deterministic NAPT, you ensure that

translationof the internal host IP(private IP topublic IP and vice versa) is deterministic,

thus eliminating the need for address translation logging for each connection. To use
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deterministic port block allocation, youmust specify deterministic-napt44 as the

translation type in your NAT rule.

• Anycast address 0/0must not be accepted in the from-clause of Detnat rule (MX
Series)—Starting with Junos OS Release 15.1R4, for multiservices (ms-) interfaces,
anycast configuration is not allowed as the source-address when translation type is

deterministic NAT.

Subscriber Management and Services (MX Series)

• Support for specifying preauthentication port and password (MX Series)—Starting
in Junos OSRelease 15.1, you can configure a router that operates as the RADIUS client

to contact a RADIUS server for authentication and preauthentication requests on two

different UDP ports and using different secret passwords. Similar to configuring the

port numbers for authenticationandaccounting requests, you candefineauniqueport

number that the router uses to contact the RADIUS server for logical line identification

(LLID) preauthentication requests. You can also define a unique password for

preauthentication requests. If you do not configure a separate UDP port or secret for

preauthentication purposes, the same UDP port and secret that you configure for

authentication messages is used.

To configure a unique UDP port number and the password to be used to contact the

RADIUS server for pre-authentication requests, include the preauthentication-port

port-number and preauthentication-secret password statements, respectively, at the

[editaccess radius-serverserver-address]or [editaccessprofileprofile-name radius-server

server-address] hierarchy level.

[See Configuring a Port and Password for LLID Preauthentication Requests.]

• Addition of pw-width option to the nas-port-extended-format statement (MX
Series)—Starting in Junos OS Release 15.1, you can configure the number of bits for
thepseudowire field in theextended-formatNAS-Portattribute forEthernet subscribers.

Specify the valuewith thepw-widthoption in thenas-port-extended-format statement

at the [edit access profile profile-name radius options] hierarchy level. The configured

fieldsappear in the followingorder in thebinary representationof theextended format:

aggregated-ethernet slot adapter port pseudo-wire stacked-vlan vlan

The width value also appears in the Cisco NAS-Port-Info AVP (100). In addition to

Junos OS Release 15.1, the pw-width option is available in Junos OS Release 13.3R4; it

is not available in Junos OS Release 14.1 or Junos OS Release 14.2.

[See CoS Adjustment Control Profiles Overview.]

• Enhancedsupport forCalling-Station-ID(RADIUSattribute31)(MXSeries)—Starting
in Junos OS Release 15.1, you can specify optional information that is included in the

Calling-Station-ID that is passed to the RADIUS server. You can now include the

following additional information when configuring the calling-station-id-format

statement at the [edit access profile profile-name radius options] hierarchy level:

• interface-text-description—Interface description text string

• stacked-vlan—Stacked VLAN ID

• vlan—VLAN ID
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[See Configuring a Calling-Station-ID with Additional Attributes.]

• Unique RADIUS NAS-Port attributes (MX Series)—Starting in Junos OS Release 15.1,
you can configure unique values for the RADIUS NAS-Port attribute (attribute 5), to

ensure that a single NAS-Port attribute is not used bymultiple subscribers in the

network. You can create NAS-Port values that are uniquewithin the router only, or that

are unique across all MX Series routers in the network. To create unique NAS-Port

attributes for subscribers, the router uses an internally generated number and an

optional unique chassis ID, which you specify. The generated number portion of the

NAS-Port provides uniqueness within the router only. The addition of the optional

chassis ID configuration ensures that the NAS-Port is unique across all MX Series

routers in the network.

[See Enabling Unique NAS-Port Attributes (RADIUS Attribute 5) for Subscribers.]

• RADIUSVSAsupport for IANAPrivateEnterpriseNumber311primaryandsecondary
DNS servers (MX Series)—Starting in Junos OS Release 15.1, the Junos OS AAA
implementation supports RADIUS VSAs that identify the primary and secondary DNS

servers for IANA private enterprise number 311 (Microsoft Corporation). The two VSAs

are shown in the following list, andaredescribed inRFC2548,MicrosoftVendor-specific

RADIUS Attributes:

• MS-Primary-DNS-Server (VSA 26-28)—The 4-octet address of the primary Domain

Name Server. This VSA can be included in Access-Accept and Accounting-Request

packets.

• MS-Secondary-DNS-Server (VSA 26-29)—The 4-octet address of the secondary

Domain Name Server. This VSA can be included in Access-Accept and

Accounting-Request packets.

[See RADIUS Support for Microsoft Corporation VSAs for DNS Server Addresses.]

• Filters for duplicate RADIUS accounting interim reports (MX Series)—Starting in
Junos OS Release 15.1, subscriber management provides a duplication filter feature

that enables you to specify which accounting servers receive RADIUS accounting

interim reports when RADIUS accounting duplicate reporting is active. You configure

the filters in theAAAaccessprofile, and the router thenapplies the filters to subscribers

associated with that profile.

Subscriber management supports the following filtering for RADIUS accounting

duplicate reporting:

• Duplicated accounting interimmessages

• Original accounting interimmessages

• Excluded RADIUS attributes

Subscriber management also provides additional attribute support for the exclude

statement at the [edit access profile profile-name radius attributes] hierarchy level.

[See Configuring Duplication Filters for RADIUS Accounting Duplicate Reporting.]

• LAC configuration no longer required for L2TP tunnel switching with RADIUS
attributes (MX Series)—Starting in Junos OS Release 15.1, when you use Juniper
Networks VSA 26-91 to provide tunnel profile information for L2TP tunnel switching,
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you no longer have to configure a tunnel profile on the LAC. In earlier releases, tunnel

switching failed when you did not also configure the LAC, even when the RADIUS

attributes were present.

[See Configuring L2TP Tunnel Switching and L2TP Tunnel Switching Overview.]

• Changes toANCP triggering of RADIUS immediate interimaccounting updates (MX
Series)—Starting in Junos OS Release 15.1, the AAA daemon immediately sends a
RADIUS interim-accounting request to the RADIUS server when it receives notification

of ANCP actual downstream or upstream data rate changes, even when the

update-interval statement is not included in the subscriber session access profile. In

earlier releases, the update-interval statement is required. This feature still requires

that the ancp-speed-change-immediate-update statement is included in the access

profile.

[SeeConfiguring Immediate InterimAccountingUpdates toRADIUS inResponse toANCP

Notifications.]

• DHCP behavior when renegotiating while in bound state (MX Series)—Starting in
Junos OS Release 15.1, DHCPv4 and DHCPv6 local server and relay agent all use the

same default behavior when receiving a DHCPv4Discover or DHCPv6 Solicit message

withamatchingclient ID,while inaboundstate. In thedefaultbehavior,DHCPmaintains

the existing client entry when receiving a new Discover or Solicit message that has a

client ID that matches the existing client. In Junos OS releases prior to 15.1, DHCPv6

local server and DHCPv6 relay agent use the opposite default behavior, and tear down

the existing client entry when receiving a Solicit message with amatching client ID,

while in a bound state.

Youuse thedelete-binding-on-renegotiationstatement tooverride thedefaultbehavior

and configure DHCP local server and relay agent to delete the existing client entry

when receiving a Discover or Solicit message while in a bound state.

[See DHCP BehaviorWhen RenegotiatingWhile in Bound State.]

• OptionalCHAP-Challengeattributeconfiguration (MXSeries)—Starting in JunosOS
Release 15.1, you can configure the router to override the default behavior and insert

the random challenge generated by the NAS into the Request Authenticator field of

Access-Request packets. In the default behavior, the authd process sends the random

challenge as the CHAP-Challenge attribute (RADIUS attribute 60) in Access-Request

packets.

The optional behavior requires that the value of the challengemust be 16 bytes. If the

challenge is not 16 bytes long, authd ignores the optional configuration and sends the

challenge as the CHAP-Challenge attribute.

Toconfigure theoptionalbehavior, youuse thechap-challenge-in-request-authenticator

statement at the [edit access profile profile-name radius options] hierarchy level.

[See Configuring RADIUS Server Options for Subscriber Access.]

• NAS-Port-ID string values and order (MX Series)—Starting in Junos OS Release 15.1,
you can specify additional optional information in the NAS-Port-ID (RADIUS attribute

87),which identifies thephysical interfaceused toauthenticate subscribers. In addition,
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you can override the default order in which the optional values appear in the

NAS-Port-ID and specify a customized order for the optional values.

You can now include the following additional information when configuring the

nas-port-id-format statement at the [edit access profile profile-name radius options]

hierarchy level:

• interface-text-description—interface’s description string

• postpend-vlan-tags—VLAN tags using :<outer>-<inner>

Use the order option at the [edit access profile profile-name radius options

nas-port-id-format]hierarchy level to specify thenon-default order inwhich theoptional

information appears in the NAS-Port-ID string.

[See Configuring a NAS-Port-ID with Additional Options.]

• Changes toLACconnect speedderivation (MXSeries)—Starting in JunosOSRelease
15.1, the following changes are made to themethods that specify a source for the LAC

to derive values for the Tx-Connect-Speed and Rx-Connect-Speed that it sends to

the LNS in AVP 24 and AVP 38:

• The staticmethod is no longer supported for specifying a source, but it is still

configurable for backward compatibility. If the staticmethod is configured, the LAC

falls back to the port speed of the subscriber access interface.

• The default method has changed from static to actual.

• The actualmethod now has the highest preference whenmultiple methods are

configured; in earlier releases, the ancpmethod has the highest preference.

• When the pppoemethod is configured and a value is unavailable in the PPPoE IA

tags for the Tx speed, Rx speed, or both, the LAC falls back to the port speed. In

earlier releases, it falls back to the staticmethod.

• Change to show services l2tp tunnel command (MX Series)—Starting in Junos OS
Release 15.1, the show services l2tp tunnel command displays tunnels that have no

active sessions. In earlier releases, the command does not display tunnelswithout any

active sessions.

• Support for LAC sending AVP 46 (MX Series)—Starting in Junos OS Release 15.1,
when the LAC terminates a PPP session, it generates a PPP disconnect cause and

includes this information in the PPP Disconnect Cause Code (AVP 46) when it sends

a Call-Disconnect-Notify (CDN)message to the LNS. The code value is 0, which

indicates a global error with no information available.

• New option to limit themaximum number of logical interfaces (MX Series routers
withMS-DPCs)—Starting in JunosOSRelease 15.1, youcan include the limited-ifl-scaling
optionwith the network-servicesenhanced-ip statement at the [edit chassis]hierarchy

level to impose a limitation on themaximumnumber of logical interfaces onMXSeries

routers with MS-DPCs to be 64,000 for enhanced IP network services mode. Using

the limited-ifl-scaling option prevents the problem of a collision of logical interface

indices that can occur in a scenario in which you enable enhanced IP services mode

and an MS-DPC is also present in the same chassis. A cold reboot of the router must

be performed after you set the limited-ifl-scaling option with the network-services
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enhanced-ip statement. When you enter the limited-ifl-scaling option, none of the

MPCs are moved to the offline state. All the optimization and scaling capabilities

supported with enhanced IPmode apply to the limited-ifl-scaling option.

• Local DNS configurations available when authentication order is set to none (MX
Series)—Starting in JunosOSRelease 15.1R2, subscribers get theDNSserver addresses
when both of the following are true:

• The authentication order is set to none at the [edit access profile profile-name

authentication-order] hierarchy level.

• A DNS server address is configured locally in the access profile with the

domain-name-server, domain-name-server-inet, or domain-name-server-inet6

statement at the [edit access profile profile-name] hierarchy level.

In earlier releases, subscribers get an IPaddress in this situation, but not theDNSserver

addresses.

• Change in support for L2TP statistics-related commands (MX Series)—Starting in
Junos OS Release 15.1R2, statistics-related show services l2tp commands cannot be

issued in parallel with clear services l2tp commands from separate terminals. In earlier

releases, you can issue these show and clear commands in parallel. Nowwhen any of

these clear commands is running, youmust press Ctrl+c to make the clear command

run in the background before issuing any of these show commands. The relevant

commands are listed in the following table:

show services l2tp destination extensiveclear services l2tp destination

show services l2tp destination statisticsclear services l2tp session

show services l2tp session extensiveclear services l2tp tunnel

show services l2tp session statistics

show services l2tp summary statistics

show services l2tp tunnel extensive

show services l2tp tunnel statistics

NOTE: Youcannot runmultipleclearservices l2tpcommands fromseparate

terminals. This behavior is unchanged.

• Improvedresultcodereporting instopCCNandCDNmessages(MXSeries)—Starting
in Junos OS Release 15.1R3, the LAC provides more accurate result codes and always

includes errormessages in the Result-Error Code AVP (1) included in the stopCCN and

CDNmessages that it sends to the LNS. Packet captures display the relevant

information in the Result code, Error code, and Error Message fields of the AVP.
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In earlier releases, the result code is does not provide sufficient information about the

cause of the event and the error message is omitted for some result codes.

• Including termination reason for user logout events (MX Series)—Starting in Junos
OS Release 15.1R2, when the you enable the user-access flag at the [edit system

processes general-authentication-service traceoptions] hierarchy level, the system log

messages generated for authd include a termination reason for user logout events. In

earlier releases, the log does not report any termination reasons.

Sample output before the behavior change:

Aug  2 15:10:28.181293 UserAccess:zf@example.com session-id:19 state:log-out 
ge-1/1/0.100:100-1

Sample output after the behavior change:

Aug  6 21:15:55.106031 UserAccess:zf@example.com session-id:3 state:log-out 
ge-1/2/0.1:1 reason: ppp lcp-peer-terminate-term-req
Aug  6 21:16:42.654181 UserAccess:user234@example.com session-id:4 state:log-out
 ge-1/2/0.1:1 reason: ppp lower-interface-down
Aug  6 21:17:43.991585 UserAccess:duser9five@example.com session-id:5 
state:log-out ge-1/2/0.1:1 reason: aaa shutdown-session-timeout

• Change in displayed value of LCP State field for tunneled subscriber sessions (MX
Series)—Starting in Junos OS Release 15.1R3, when a subscriber session has been
tunneled from the LAC to the LNS, the LCPState field displayed by the show interfaces

pp0.unit command has a value of Stopped, which correctly reflects the actual state of

the LCP negotiation (because at this stage LCP is terminated at the LNS).

In earlier releases, this field incorrectly shows a value ofOpened, reflecting the state

of LCPnegotiationbefore tunneling started. In earlier releases, youmust issue the show

ppp interface.unit command to display the correct LCP state.

• Change in Routing Engine-based CPCD (MX Series)—Starting in Junos OS Release
15.1R3, youmust specify a URL with the redirect statement. Youmust also specify

destination-address addresswith the rewrite statement. In earlier releases, you can

successfully commit the configuration without these options.

• Increasedmaximum limits for accounting and authentication retries and timeouts
(MX Series)—Starting in Junos OS Release 15.1R3, you can configure a maximum of

100 retry attempts for RADIUS accounting (accounting-retry statement) or

authentication (retry statement). In earlier releases, the maximum value is 30 retries.

You can also configure a maximum timeout of 1000 seconds for RADIUS accounting

(accounting-timeout statement) or authentication (timeout statement). In earlier

releases the maximum timeout is 90 seconds.

NOTE: Themaximumretryduration(thenumberof retries times the length
of the timeout)cannotexceed2700seconds.Anerrormessage isdisplayed
if you configure a longer duration.

• Support for longer CHAP challenge local names (MX Series)—Starting in Junos OS
Release 15.1R3, the supported length of the CHAP local name is increased to 32

characters. In earlier releases, only 8 characters are supported even though the CLI

allows you to enter a longer name. You can configure the namewith the local-name
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statement at the [edit dynamic-profiles profile-name interfaces pp0 unit

“$junos-interface-unit” ppp-options] or [edit dynamic-profiles profile-name interfaces

"$junos-interface-ifd-name" unit “$junos-interface-unit” ppp-options] hierarchy levels.

Themaximum length of the local name for PAP authentication remains unchanged

at 8 characters.

• Change to test aaa commands (MXSeries)—Starting in JunosOSRelease 15.1R4, the
following changes have beenmade to the test aaa ppp user, test aaa dhcp user, and

test aaa authd-lite user commands:

• Attributes not supported by Junos OS no longer appear in the output.

• The Virtual Router Name and Routing Instance fields have been combined into the

new Virtual Router Name (LS:RI) field. The value of this field matches the Juniper

Networks Virtual-Router VSA (26-1), if present; otherwise the field displays

default:default.

• The value for any attribute that is not received (except for 26-1), or set locally,is

displayed as <not set>.

• The Redirect VR Name field has been renamed to Redirect VR Name (LS:RI).

• In the CLI output header section, the Attributes area has been renamed to User

Attributes.

• Supported attributes now always appear in the display, even when their values are

not set.

• The IGMP field has been renamed to IGMP Enable.

• The IGMP Immediate Leave and the MLD Immediate Leave default values have

changed from disabled to <not set>.

• The Chargeable user identity value has changed from an integer to a string.

• The Virtual Router Name field has been added to the display for the DHCP client.

• Change to using the UID as part of a variable expression (MX Series)—Starting in
Junos OS Release 15.1R4, you cannot use the UID (the unique identifier of variables

defined in dynamic profiles) as part of a variable expression, because the hierarchy of

evaluation is as follows:

• The user variable expressions are first evaluated for the UIDs to be resolved.

• If the expression contains UIDs, it might result in unpredictable results.

Using a variable expression with a UID now results in a commit check failure.

• Subscriber management 64-bit mode support (MX Series)—Starting in Junos OS
Release 15.1R4, subscriber management is now supported when the routing protocol

daemon (rpd) is running in 64-bit mode. In earlier releases, subscriber management

support required rpd to run in 32-bit mode.

• Subscriber secure policies and service change of authorization requests (MX
Series)—Starting in Junos OS Release 15.1R4, a subscriber secure policy cannot be
instantiated by a CoA that includes any other subscriber service activation or

deactivation. Use a separate CoA to apply a subscriber secure policy.
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• Configuration support for L2TP hashing (MX Series)—Starting in Junos OS Release
15.1R4, you can enable or disable the inclusion of the L2TP tunnel ID and session ID in

the L2TP packet header in the hash computation for L2TP data packets on an

aggregatedEthernet interface tomore accurately balance the traffic loadovermultiple

active links. By default, tunnel and session IDs are not considered. To enable the IDs

to be used, include the l2tp-tunnel-session-identifier statement at the [edit

forwarding-options enhanced-hash-key family inet] hierarchy level. To disable the

inclusion of the IDs, remove the statement from your configuration.

In earlier releases, tunnel and session IDs are included by default for L2TP hashing over

aggregated Ethernet links and cannot be disabled.

• Extended range for RADIUS request rate (MX Series)—Starting in Junos OS Release
15.1R4, the range for the request-rate statement at the [edit access radius-options]

hierarchy level has been extended to 100 through 4000 requests per second. In earlier

releases, the range is 500 through 4000 requests per second. The default value is

unchanged at 500 requests per second.

• VLAN demux interfaces over pseudowire interfaces (MX Series)—Starting in Junos
OS Release 15.1R3, VLAN demux interfaces are supported over pseudowire subscriber

logical interfaces.

• Error messages generated for L2TP access concentrator (LAC) logins can be
prevented from appearing in the syslogs—Starting with Junos OS Release 15.1R4,
setting the syslogs log level toWARNING or higher prevents errormessages generated

for Layer 2 Tunneling Protocol (L2TP) subscribers from appearing in the syslogs. The

syslogs are L2TP packet statistics counters (Rx/Tx) that are displayed every minute.

If no packets are received or L2TP is not configured, these messages do not appear in

the syslogs.

In earlier releases, the severity of the log level was ERROR, which now has changed to

NOTICE. The errormessages are filtered out if the log level is set toWARNINGor higher

(ERROR, CRITICAL, ALERT, or EMERGENCY). Setting the log level to NOTICE or lower

(INFORMATIONAL or DEBUG) allows the error messages to appear in the syslogs.

• Configuring a pseudowire subscriber interface for a logical tunnel (MX
Series)—Starting in JunosOS release 15.1R4, youcanconfigureapseudowire subscriber
interface and anchor it to a logical tunnel interface without explicitly specifying the

tunnel bandwidth. In earlier releases, if you do not explicitly specify the tunnel

bandwidth, or the tunnel bandwidth is anything other than 1G or 10G, the pseudowire

interface is not created.

• L2TPstatisticsnowincluded intheoutputof theshowsystemsubscriber-management

statistics command—Starting in Junos OS Release 15.1R4, a new option displays the

L2TPpluginstatistics in theoutputof theshowsystemsubscriber-managementstatistics

command.

The possible completions for the show system subscriber-management statistics

command are:

• <[Enter]> executes this command

• all—Displays all statistics
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• dhcp—Displays the DHCP statistics

• dvlan—Displays the DVLAN statistics

• l2tp—Displays the L2TP statistics

• ppp—Displays the PPP statistics

• pppoe—Displays the PPPoE statistics

• /—Pipes through a command

• Changestothetestaaapppusercommand(MXSeries)—Starting in JunosOSRelease
15.1, the following changes have beenmade to the test aaa ppp user command:

• Subscriber management supports only the default logical system.

• Two contexts that now need to be considered:

• AAA context:

• The context (LS:RI) is used to authenticate the subscriber.

The Virtual Router Name and the Routing Instance attributes have been

combined into a single attribute in the (LS:RI) notation.

• The test aaa ppp command specified on the command line has the following

possible completions:

• agent-remote-id—Tests the DSL Forum Agent Remote Id (VSA 26-2)

• l2tp-terminate-code—Tests the L2TP terminate code associated subscriber

termination

• logical-system—Tests the logical system in which the user is authenticated

• password—Tests the password associated with the username

• profile—Tests the access profile name associated with the user

• routing-instance—Tests the routing instance inwhich theuser is authenticated

• service-type—Tests the Service type (1-255)

• terminate-code—Tests the PPP terminate code associated with subscriber

termination

• user—Tests the username

• Subscriber context:

• The context (LS:RI) in which the subscriber is placed. This is established by

either Juniper Networks VSA Virtual-Router (26-1) or Juniper Networks VSA

Redirect-VRouter-Name (26-25) using (LS:RI) notation, where the routing

instancemay be different than the AAA context routing instance.

• Both contexts perform subscriber placement, but the redirect re-authenticates

with the RADIUS server in the subscriber context (for example, for L3 wholesale)

andmay be used for duplicate accounting.

• Changed items:
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• The Chargeable user identity value has changed from int to string.

• All not set, NULL, and Null outputs have been changed to <not set>.

• Almost all display attributes now show <not set>when no value exists and zero

is not a valid value for those attributes.

• Both of the IGMP_Immediate_Leave and MLD Immediate Leave default values

have changed from disabled to <not set>.

• TheRedirect VRNamedisplay format for PPP clients has been changed to (LS:RI)

notation.

• The Virtual Router Name display format for PPP clients has been changed to

(LS:RI) notation.

• Added items:

• Virtual Router Name has been added to the display for the DHCP client.

• Removed items:

• The Routing Instance display has been removed from the output.

• The Ignore_DF_Bit display has been removed from the output.

• Both Ingress Statistics and Egress Statistics have been removed from the output.

• Renamed items:

• The IGMP display has been renamed to IGMP Enable.

• Attributes has been renamed User Attributes.

• RADIUSVSAsupport for IANAPrivateEnterpriseNumber311primaryandsecondary
DNS servers (MX Series)—Starting in Junos OS Release 15.1, the Junos OS AAA
implementation supports RADIUS VSAs that identify the primary and secondary DNS

servers for IANA private enterprise number 311 (Microsoft Corporation). The two VSAs

are shown in the following list, andaredescribed inRFC2548,MicrosoftVendor-specific

RADIUS Attributes:

• MS-Primary-DNS-Server (VSA 26-28)—The 4-octet address of the primary Domain

Name Server. This VSA can be included in Access-Accept and Accounting-Request

packets.

• MS-Secondary-DNS-Server (VSA 26-29)—The 4-octet address of the secondary

Domain Name Server. This VSA can be included in Access-Accept and

Accounting-Request packets.

[See RADIUS Support for Microsoft Corporation VSAs for DNS Server Addresses.]

• Support deprecated for retainingDHCPsubscriber bindingduring interfacedeletion
(MX Series)—Starting in Junos OS Release 15.1R4, when enhanced subscriber
management is enabled, theMXSeries routersno longer support the retentionofDHCP

bindingsduringan interfacedeletion.Themaintain-subscriber stanzaat the [edit system

services subscriber-management] hierarchy level is deprecated for MX Series routers.
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• Automatic limit set for transmit window size (MX Series)—Starting in Junos OS
Release 15.1R5, when the LAC receives a receive window size of more than 128 in the

Start-Control-Connection-Reply (SCCRP)message, it sets the transmit window size

to 128 and logs an Error level syslog message.

In earlier releases, the LAC accepts any value sent in the ReceiveWindow Size

attribute-valuepair (AVP10) fromanL2TPpeer.Some implementationssenda receive

window size as large as 65530. Accepting such a large value causes issues in the L2TP

congestion/flow control and slow start. The router may run out of buffers because it

can support only up to amaximum of 60,000 tunnels.

• Change inPPPkeepalive interval for inlineservicessubscribers(MXSeries)—Starting
in JunosOSRelease 15.1R5, you can configure the PPP keepalive interval for subscriber

services in the range 1 second through 600 seconds. Subscriber PPP keepalives are

handled by the Packet Forwarding Engine. If you configure a value greater than 600

seconds, the number is accepted by the CLI, but the Packet Forwarding Engine limits

the interval to 600 seconds. The interval is configured in a PPP dynamic profile with

the interval statement at the [edit dynamic-profiles profile-name interfaces pp0 unit

$junos-interface-unit keepalives] hierarchy level.

In earlier JunosOS releases, the range is from 1 second through60seconds. ThePacket

Forwarding Engine limits any higher configured value to an interval of 60 seconds.

PPP keepalives for non-subscriber services are handled by the Routing Engine with an

interval range from 1 second through 32,767 seconds.

System Logging

• System logmessage for key encryption key (KEK)creation or activation—Starting
with Junos OS Release 15.1, messages similar to the following system logmessage are

generated by the gkmd process when a KEK is created or deleted:

root@host> show logmessages | grep "Created KEK"
May 16 13:42:01 host gkmd[25450]: Created KEKwith SPI {283f0f68 95739eb6 -
37a72054 d775ccde} for group vpn vpn-group6-srx

clear group security on the server:
root@host> show logmessages | grep "Deleted KEK"
May 16 14:00:41 host gkmd[25450]: Deleted KEKwith SPI {283f0f68 95739eb6 -
37a72054 d775ccde} for group vpn vpn-group6-srx

• New JSERVICES system logmessages (MXSeries)—In JunosOSRelease 15.1 R3, you
can configure MX Series routers with MS-MPCs to log the following messages:

Table 2: JSERVICES System Logs

SeverityDescriptionSystem Log MessageName
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Table 2: JSERVICES System Logs (continued)

LOG_NOTICEA FTP data
connection from
client to server is
established. The
matching packet
contains the
indicated information
about its protocol
name, application,
source (logical
interface name, IP
address, and port
number), and
destination (IP
address and port
number). If the flow
requires Network
Address Translation
(NAT) services, NAT
information appears
in the message.

softwire-string src-ip:src-port
[xlated-src-ip:xlated-src-port]->[xlated-dst-ip:
xlated-dst-port]dst-ip:dst-port (protocol-name)

JSERVICES_ALG_FTP_ACTIVE_ACCEPT

LOG_NOTICEA FTP data
connection from
server to client is
established. The
matching packet
contains the
indicated information
about its protocol
name, application,
source (logical
interface name, IP
address, and port
number), and
destination (IP
address and port
number). If the flow
requires Network
Address Translation
(NAT) services, NAT
information appears
in the message.

softwire-string src-ip:src-port
[xlated-src-ip:xlated-src-port]->[xlated-dst-ip:
xlated-dst-port]dst-ip:dst-port (protocol-name)

JSERVICES_ALG_FTP_PASSIVE_ACCEPT

LOG_NOTICEThe session with the
indicated
characteristics is
removed and it had
drop flow. The NAT
data is available in
the message if the
session requires
Network Address
Translation (NAT).

softwire-string src-ip:src-port
[xlated-src-ip:xlated-src-port]->[xlated-dst-ip:
xlated-dst-port]dst-ip:dst-port (protocol-name)

JSERVICES_DROP_FLOW_DELETE
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Table 2: JSERVICES System Logs (continued)

LOG_NOTICEThe ICMP error
packet was dropped
because it did not
belong to an existing
flow.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_ICMP_ERROR_DROP

LOG_NOTICEThe ICMPpacketwas
discarded because
the length field in the
packet header was
shorter than the
minimum 8 bytes
required for an ICMP
packet.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_ICMP_HEADER_LEN_ERROR

LOG_NOTICEThe ICMPpacketwas
discarded because
thepacketcontained
fewer than 48 bytes
or more than 576
bytes of data.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_ICMP_PACKET_ERROR_LENGTH

LOG_NOTICEThe packet and all
related IP fragments
previously received
were discarded
because all
fragments did not
arrive within the
reassembly timeout
period of four
seconds.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_FRAG_ASSEMBLY_TIMEOUT

LOG_NOTICEThe packet was
discarded because
the contents of two
fragments
overlapped.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_FRAG_OVERLAP

LOG_NOTICEThe packet was
discarded because
checksumwas
incorrect.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_CHECKSUM_ERROR

LOG_NOTICEThe packet was
discardedbecause its
destination address
was either a
multicast address or
was in the range
reserved for
experimental use
(248.0.0.0 through
255.255.255.254).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_DST_BAD
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Table 2: JSERVICES System Logs (continued)

LOG_NOTICEThe packet was
discarded because
the length of a
fragmentwas invalid.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_FRAG_LEN_INV

LOG_NOTICEThe IP packet is
discarded because
packet length was
invalid.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_INCORRECT_LEN

LOG_NOTICEThe packet was
discardedbecause its
source and
destination address
for the packet were
thesame(referredas
land attack).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_LAND_ATTACK

LOG_NOTICEThe packet was
discardedbecause its
source and
destination address
for the packet were
the sameandalso its
source and
destination ports
were same (referred
as land port attack).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_LAND_PORT_ATTACK

LOG_NOTICEThe packet version
was not IP version 4
(IPv4).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_NOT_VERSION_4

LOG_NOTICEThe packet version
was not IP version 6
(IPv6).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_NOT_VERSION_6

LOG_NOTICEThe packet was
discarded because it
used invalid IP
protocol.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_PROTOCOL_ERROR

LOG_NOTICEThe packet was
discardedbecause its
source address was
one of the following:
(1) a multicast
address (2) a
broadcast address
(3) in the range
248.0.0.0 through
255.255.255.254,
which is reserved for
experimental use.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_SRC_BAD
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Table 2: JSERVICES System Logs (continued)

LOG_NOTICEThe packet with the
indicated
characteristics is
discarded because
the packet had a
time-to-live (TTL)
value of zero.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_TTL_ERROR

LOG_NOTICEThe packet was
discarded because
thepacketcontained
more than 64
kilobytes (KB) of
data (referred to as a
ping-of-death
attack).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_TOO_LONG

LOG_NOTICEThe packet did not
contain theminimum
amount of data
required.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_IP_PACKET_TOO_SHORT

LOG_NOTICEPacket received was
not an IPv4 or IPv6
packet.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_NO_IP_PACKET

LOG_NOTICEThe packet with the
indicated
characteristics was
discarded because
the Transmission
Control Protocol
(TCP) handshake
that is used to
establish a session
did not complete
within the set time
limit. The time limit is
set by the
'open-timeout'
statement at the
[edit interfaces
<services-interface>
services-options]
hierarchy level. If the
time limit is not set,
the session uses the
default timeout
value.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_SYN_DEFENSE
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Table 2: JSERVICES System Logs (continued)

LOG_NOTICEThe stateful firewall
receivedpacketswith
the indicated source
and destination
addresses.Therewas
nomatching policy
for the traffic.

source-ip:destination-ip No policyJSERVICES_SFW_NO_POLICY

LOG_NOTICEThe stateful firewall
discarded the packet
with the indicated
characteristics,
because the packet
did not match any
stateful firewall rules.
In this case, the
default action is to
discard the packet.
Thediscardedpacket
contained the
indicated information
about its protocol
(numerical identifier
and name), source
(logical interface
name, IP address,
and port number),
and destination (IP
address and port
number).

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_SFW_NO_RULE_DROP

LOG_NOTICEThe packet was
discarded because
the flags in the
packet were set in
one of the following
combinations: (1) FIN
andRST(2)SYNand
one or more of FIN,
RST, and URG.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_TCP_FLAGS_ERROR

LOG_NOTICEThe packet was
discarded because
the length field in the
packet header was
shorter than the
minimum 20 bytes
required for a TCP
packet.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_TCP_HEADER_LEN_ERROR

LOG_NOTICEThe TCP packet was
discarded because it
was the first packet
in the TCP session
but the SYN flag was
not set.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_TCP_NON_SYN_FIRST_PACKET
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Table 2: JSERVICES System Logs (continued)

LOG_NOTICEThe packet was
discarded because
the source or
destination port
specified in the
packet was zero.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_TCP_PORT_ZERO

LOG_NOTICEThe packet was
discarded because
the packet's
sequence number
waszeroandno flags
were set.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_TCP_SEQNUM_AND_FLAGS_ZERO

LOG_NOTICEThe packet was
discarded because
the packet's
sequence number
was zero and one or
moreof theFIN,PSH,
and URG flags were
set.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_TCP_SEQNUM_ZERO_FLAGS_SET

LOG_NOTICEThe UDP packet was
discarded because
the length field in the
packet header was
shorter than the
minimum 8 bytes
required for an UDP
packet.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_UDP_HEADER_LEN_ERROR

LOG_NOTICEThe UDP packet was
discarded as the
source or destination
port specified in the
packet was zero.

proto protocol-id (protocol-name),
source-interface-name:source-address:source-port
-> destination-address:destination-port,
event-description

JSERVICES_UDP_PORT_ZERO
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SystemManagement

• Changetoprocesshealthmonitorprocess(MXSeries)--Starting in JunosOSRelease
15.1R2, the process health monitor process (pmond) is enabled by default on the

Routing Engines of MX Series routers, even if no service interfaces are configured. To

disable thepmondprocess, include thedisable statementat the [edit systemprocesses

process-monitor] hierarchy level.

User Interface and Configuration

• Space character not a valid name or value in CLI—Starting in Junos OS Release 15.1,
you cannot create a name or value in the CLI using only single or multiple space

characters. Existing configurations that include names or values consisting of only the

space character cannot upgrade to Junos OS Release 15.1. The space character can

still beusedaspart of anameor value in theCLI, as longasother characters arepresent.

• New flag to control errors when executingmultiple RPCs through a REST interface (M

Series, MX Series, and T Series)—Starting with Junos OS Release 15.1, you can stop on

an error when executing multiple RPCs through a REST interface by specifying the

stop-on-error flag in the HTTP POSTmethod.

[See Submitting a POST Request to the REST API.]

• ChangedavailableREST interfacecipher suiteswhen JunosOS is inFIPSmode(MSeries,

MXSeries, andTSeries)—Startingwith JunosOSRelease 15.1, when JunosOS is in FIPS

mode, you can only configure cipher suites with a FIPS-compliant hash algorithm for

the REST interface to the device. To configure a cipher suite, specify the cipher-list

statement at the [edit system services rest https] hierarchy level.

[See cipher-list (REST API).]

• New command to view disk space usage in configuration database (M Series, MX
Series, and T Series)—Starting in Junos OS Release 15.1, you can use the show system

configurationdatabaseusage command to seehowmuchof thedisk space is allocated

for storing previous versions of the committed configurations and howmuch space is

used by the configuration data.

[See show system configuration database usage.]

• Newwarningmessage for the configurational changes to extend-size (MSeries, MX
Series, and T Series)—Starting with Junos OS Release 15.1R2, any operation on the
systemconfiguration-databaseextend-sizeconfiguration statement, suchasdeactivate,

delete, or set, generates the following warning message:

Change in 'system configuration-database extend-size' will be effective at next reboot

only.
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Virtual Chassis

• SNMPMIBwalkonMXseriesVirtualChassis—Startingwith JunosOSRelease 15.1R3,
snmpmibwalkoperationsno longer return invalidPCMCIAcard information forRouting

Engines on MX Series Virtual Chassis.

VLAN Infrastructure

• ACI and ARI fromPADImessages included in Access-Requestmessages for VLAN
authentication (MX Series)—Starting in Junos OS Release 15.1R5, when the PPPoE
PADImessage includes the agent circuit identifier (ACI), agent remote identifier (ARI),

or both, these attributes are stored in the VLAN shared database entry. If the VLAN

needs to be authenticated, then these attributes are included in the RADIUS

Access-Request message as DSL Forum VSAs 26-1 and 26-2, respectively (vendor ID

3561). The presence of these attributes in the Access-Request enables the RADIUS

server to act based on the attributes.

VPNs

• Group VPNv2member devices allowmultiple Group VPNv2 groups to share the
same gateway (MX Series)–In order to make configuration and debugging easier,
starting in Junos OS Release 15.1, multiple Group VPNv2 groups can use the same

gateway. The commit check for a unique tuple of <local_address, remote_address,

routing_instance> across groups has been removed. The same tuple is now checked

for uniqueness across all gateways. This allowsmultiple groups to share the same

gateway for their Group VPNv2 traffic.

Related
Documentation

New and Changed Features on page 74•

• Known Behavior on page 156

• Known Issues on page 160

• Resolved Issues on page 177

• Documentation Updates on page 276

• Migration, Upgrade, and Downgrade Instructions on page 282

• Product Compatibility on page 292

Known Behavior

This sectioncontains theknownbehavior, systemmaximums, and limitations inhardware

and software in Junos OS Release 15.1R5 for the M Series, MX Series, and T Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Hardware on page 157

• MPLS on page 157

• Network Management and Monitoring on page 157
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• Subscriber Management and Services (MX Series) on page 157

• System Logging on page 159

• VPNs on page 160

Hardware

• Support for MIC-3D-8OC3-2OC12-ATMRevision 22 and
later—MIC-3D-8OC3-2OC12-ATM Revision 22 is supported only by the following

Junos OS releases:

• Junos OS Release 12.3—12.3R9 and later

• Junos OS Release 13.3—13.3R6 and later

• Junos OS Release 14.1—14.1R4 and later

• Junos OS Release 14.2—14.2R3 and later

• Junos OS Release 15.1 and later

Youmust upgrade to a supported Junos OS release to useMIC-3D-8OC3-2OC12-ATM

Revision 22 and later.

• The options alarm low-light-alarm andwarning low-light-warningmight not work
(MXSeries)—The alarm low-light-alarm andwarning low-light-warning options at the

[edit interfaces interface-name optics-options] hierarchy level might not work for the

10-Gigabit Ethernetand 100-Gigabit Ethernet interfacesofMPC3,MPC4,MPC5,MPC6,

MPC7E, MPC8E, and MPC9E on MX Series 3D Universal Edge Routers. These options

might not work on MPC3E-3D-NG, MPC3E-3D-NG-Q, MPC2E-3D-NG, and

MPC2E-3D-NG-Q if they are installed with Junos Continuity software.

This is a known behavior and has no impact on the performance of these line cards.

MPLS

• Removal of SRLG details from the SRLG table only on the next reoptimization of
the LSP–If an SRLG is associated with a link used by an ingress LSP in the router, then
on deleting the SRLG configuration from that router, the SRLG gets removed from the

SRLG table only on the next reoptimization of the LSP. Until then, the output displays

Unknown-XXX instead of the SRLG name and a nonzero srlg-cost of that SRLG for run

showmpls srlg command.

NetworkManagement andMonitoring

• SpecifiedMIBS are not supported in Junos OS (MXSeries)—As of Junos OS Release
15.1, the following MIBS are not supported in Junos OS: CfmMepErrorCcmLastFailure,

CfmMepXconCcmLastFailure, CfmMepCcmSequenceErrors, and

ieee8021CfmMaCompNumberOfVids.

Subscriber Management and Services (MX Series)

• Junos OS Release 15.1R3 provides feature parity with the Junos OS Release 13.3R1

subscriber management feature set with the following exceptions:
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• Subscriber management is supported in the default logical system only.

• TCP connections terminated by the router are supported for statically configured

logical interfaces only. These connections are not supported on dynamically

configured logical interfaces (for example, those using broadband edge

dynamic-profiles).

• Bandwidth provisioning based on DHCP option82 is not supported.

• The dscp-code-point statement at the [edit class-of-service host-outbound-traffic]

hierarchy level is not supported.

• Youcannotuse thesubscribermanagementconfigurationused formulticastdynamic

cos-adjustwith previous versions of Junos OS.

• Reverse outgoing interface (OIF) mapping, which enables the router to propagate

the multicast state of the shared interface to the customer interfaces and enables

per-customer accounting and QoS adjustments, is not available.

• Fast update filters for dynamic profiles, which you can use to incrementally add,

remove, or update filter terms, are not supported.

• Lawful intercept of multicast traffic is not supported.

• Advisory speed reporting to a RADIUS server and to an L2TP network server (LNS)

is not supported.

• Access Node Control Protocol (ANCP) is not supported.

• The use of the per-unit-scheduler statement at the [edit interfaces interface-name]

hierarchy level is not supported for subscribers. Subscribers associated with this

option do not appear.

• C-VLAN logical interfaces do not inherit the EthernetOperation, Administration, and

Maintenance (OAM) statuses from the associated S-VLAN logical interfaces.

MS-DPCs are not supported.

• Static PPPoE interfaces are not supported.

• N-Way active targeting over aggregated Ethernet member links is not supported.

• Targeted distribution of static or dynamic interface sets over aggregated Ethernet

is not supported.

• The show ppp interface interface-name extensive and show interfaces pp0 commands

display different values for the LCP state of a tunneled subscriber on the LAC. The

show ppp interface interface-name extensive command displays STOPPEDwhereas

the show interfaces pp0 command displays OPENED (which reflects the LCP state

before tunneling).Asaworkaround, use the showppp interface interface-nameextensive

command to determine the correct LCP state for the subscriber.

• OnMX Series routers, when you configure the subscriber-awareness statement on a

service set by committing the set services service-set service-set-name

service-set-optionssubscriber-awareness statement, theservice sessions fail tocreate.

To avoid this issue, on MX Series routers that support the Service Control Gateway

solution, ensure that the JunosOSMobility package software is installed on the router.
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TheServiceControlGatewaysolution is supportedonly in 14.1X55 releases. For JunosOS

Releases 14.2, 15.1, and 16.1 ensure that the subscriber-awareness statement is not set.

• Support for multicast groupmembership in Enhanced Subscriber Manager (MX
Series)— In Junos OS Release 15.1R3, enhanced subscriber management does not

support the use of dynamic profiles for the static configuration of multicast group

membership for subscribers. Instead, subscribers must send an IGMP JOINmessage

to receive the multicast stream. More specifically, the following command is not

supported in this release:

set dynamic-profiles client profile protocols igmp interface $junos-interface-name static

group 224.117.71.1

• Dynamic provisioning in Layer 2 wholesaling (MX Series)—Starting with Release
15.1R3, Junos OS does not support dynamic VLANmapping into VPLS instances. (You

can still configure static VLAN interface mapping to VPLS instances.) By extension,

dynamic provisioning for Layer 2 wholesaling is also not supported in this release.

The following example shows the statements that are not currently available

(encapsulationvlan-vplsand familyvplsat the [editdynamic interfaces]hierarchy level):

interfaces {     
         "$junos-interface-ifd-name" {
         unit "$junos-interface-unit" {
   encapsulation vlan-vpls
             vlan-id "$junos-vlan-id";
   family vpls;
             }
     }
 }

• PreventingLinkAggregationControlProtocol link reversion inascaledconfiguration
(MX Series)—By default, LACP link protection is revertive. This means that after the
current link becomes active, the router switches to a higher-priority link if one becomes

operational or is added to the aggregated Ethernet bundle. In a highly scaled

configuration over aggregated Ethernet, we recommend that you prevent the router

from performing such a switch by including the non-revertive statement at the [edit

chassis aggregated-devices ethernet lacp link-protection] hierarchy level. Failure to do

somay result in some traffic loss if a MIC on which amember interface is located

reboots. Using the non-revertive statement for this purpose is not effective if both the

primary and secondary interfaces are on the MIC that reboots.

• Support for stacked IFL configurations (MX Series)— Junos OS release 15.1R4 does

not provide complete support for the interface variable, $junos-interface-ifd-name,

with stacked IFL configurations such as PPPoE. Juniper recommends using Junos OS

release 15.1R5 or later if you need to referencemore than one IFD within a dynamic

profile (in other words, to stack IFLs in support of certain CoS configurations in

conjunction with subscriber management).

System Logging

• Text string deprecated in syslogmessages that are converted to SNMP traps (M
Series,MXSeries, and TSeries)—In the syslogmessages that are converted to SNMP
traps for event policies, the "trap sent successfully" text string is deprecated.
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• OnMX Series routers, when you configure a rate limit for system logmessages by

setting themessage-rate-limit statement for amultiservices interface, ensure that the

syslog host option for that interface is configured. This configuration ensures that the

system log statistics reflect the rate limit set for the interface.

VPNs

• Default export EVPN policy has been removed (MX Series)—Starting in Junos OS
Release 15.1R5 and forward, the hidden default EVPN export policy statement

(evpn-pplb) has been removed. To enable and configure load balance per packet for

EVPN and PBB-EVPN, use the existing policy statements:

• set routing-options forwarding-table export evpn-pplb

• set policy-options policy-statement evpn-pplb from protocol evpn

• set policy-options policy-statement evpn-pplb then load-balance per-packet

NOTE: TosupportEVPNmultihoming, youmustconfigure the load-balance

per-packet statement.

Related
Documentation

New and Changed Features on page 74•

• Changes in Behavior and Syntax on page 123

• Known Issues on page 160

• Resolved Issues on page 177

• Documentation Updates on page 276

• Migration, Upgrade, and Downgrade Instructions on page 282

• Product Compatibility on page 292

Known Issues

This section lists the known issues in hardware and software in Junos OS Release 15.1R5

for the M Series, MX Series, and T Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Class of Service (CoS) on page 161

• Forwarding and Sampling on page 161

• General Routing on page 162

• Infrastructure on page 166

• Interfaces and Chassis on page 166

• J-Web on page 168

• Junos Fusion Provider Edge on page 168
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• Layer 2 Features on page 168

• MPLS on page 169

• Network Management and Monitoring on page 169

• Platform and Infrastructure on page 170

• Routing Protocols on page 172

• Services Applications on page 174

• Subscriber Access Management on page 175

• User Interface and Configuration on page 175

• VPNs on page 176

Class of Service (CoS)

• COSDmemory will leak when we walk / get-next jnxCosIfqStatsTable or

jnxCosQstatTable. PR1012412

• When the "chained-composite-next-hop" feature is enabled for L3VPN routes, MPLS

CoS rewrite rules attached to the core-facing interface for "protocol

mpls-inet-both-non-vpn" are applied not only to non-VPN traffic (as it should) but

also to L3VPN traffic -- that is, bothMPLS and IP headers in L3VPN traffic receive CoS

rewrite. PR1062648

Forwarding and Sampling

• WhenVRRP is configured onMXSerieswithMPCs/MICs interfaces, Staticmac entries

are installed on Packet Forwarding Engine in the MAC-DB as part of the mac-filter

installations. mib-walk on some oid will trigger a walk over the MACMIB entry(Walk

over the static mac entries with no OIDs) causes the error message. During the walk,

it is expected that no entries are read from static mac-db entries, however the EODB

is not set to indicate MAC-DB walk has ended. This error log does not have any

functional impact on themib-walk. mib2d[xxx]: MIB2D_RTSLIB_READ_FAILURE:

check_rtsock_rc: failed in reading mac_db: 0 (Invalid argument) mib2d[xxx]:

SNMP_GET_ERROR1: macStatsEntry getnext failed for interface: index1 ge-*/*/*

(Invalid argument) The following oid might trigger the issue: 1/ Rpf related oid 2/

AtmCos related oid 3/Mac related oid , such as jnxMacStatsEntry 4/ PMon related oid

5/ jnxSonetAlarmTable 6/ Scu related oid 7/ jnxCmRescueChg 8/

jnxCmCfgChgEventLog 9/ jnxIpv4AdEntReasmMaxSize PR1042610

• If bandwidth-percent based policer is applied on aggregated Ethernet (AE) bundle

without the "shared-bandwidth-policer" configuration statement, trafficwill hit policer

even if the traffic is notexceeding theconfiguredbandwidth.Asaworkaround, configure

the "shared-bandwidth-policer" configuration statement under the policer. PR1125071

• The “default-arp-policer” is applied to every relevant IFL to rate limit the ARP traffic.

You can disable the “default-arp-policer” by running the above hidden command “set

firewall disable-arp-policer”. Note that improper application leads to the Routing

Engine over loaded with a bulk of ARP traffic leading to a typical DOS scenario. The

issuewas that evenafter disabling the “default-arp-policer”, it still affected IFL in some

scenario such as after DUT reboot or when a new IFL is created. The issue is fixed in
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this PR so thatwherever “set firewall disable-arp-policer” is configured, in all scenarios

“default-arp-policer” will not get applied to IFL. PR1198107

General Routing

• In subscriber management environment, changing the system time to the past (for

example, overoneday)maycause thedaemons (for example, pppoed, andautoconfd)

that use the time to become unresponsive. PR1070939

• DuringGRESormanual Routing Engine switch-over, newmaster Routing Engine needs

to re-construct subscriber database from scratch. Depending on subscriber scale, this

may take substantial amount of time (several minutes). During this period, no DHCP

control messages are processed on Routing Engine. Hence, there is a possibility to

loose DHCP subscribers when aggressive lease timers are configured. This issue is not

applicable to Junos OS Release 14.1X51, 15.1 and later releases which provide BNG

hot-standby capability. PR1100037

• Log sdb_free_snapshot_handle: trying to free an already freed snapshot appearing in

messages log after upgrade to Junos OS Release 13.3R7. This message was intended

to be a trace message but wasmistakenly written to the messages log. There is no

impact associated with this log message. PR1116795

• In Service profile, we have same variable used by filter and CoS, for example in profile

RLinternet, variable OutFilter is used by out filter and CoS TCP. This is wrong concept

as filter and CoS should have different variables. To fix the issue, we need to do the

following: 1. In service profiles, add variable for CoS TCP, for example, in profile

RLinternet, add OutTcp for TCP 2. In JSRC, add value for TCP varible OutTcp, for

example, ?OutTcp:any="1M"' 3. In JSRC, change value of out filter to distinguish from

TCP, for example, 'OutFilter:any="1M-out" 4. Modify out filter name, for example, from

"1M" to "1M-out" PR1154982

• cosd, dcd or rpd cores can be generated in subscriber management deployment using

dynamic profiles and Radius authentication. PR1168327

• In themulticast environment, if PIMstaticRP is configuredwith local interfaceaddress,

the PIM encapsulation interface (interface on the first-hop RP that encapsulates

packets destined for the RP router) deletion and recreation continuously. This lead to

memory leak and exhaustion over a period of time, and the FPCmight crash. In

additional to the above condition, any deletion of logical interfacewith flood next-hop

(e.g. utilizing L2multicast address) will cause memory leak. PR845550

• When both Routing Engines in a dual-Routing Engine system reboot too quickly with

GRES enabled, 'ipsec-key-management' process would require a manual restart.

PR854794

• The IFL count is incorrect and will not be repaired until a PIC restart. PR882406

• This isaproduct limitation.NecessarydocumentationcanbedoneasnecessaryRelease

Notes or Enhancement Requests and assigned accordingly. PR882695

• Syslog 'rate limit' value is always shownas zero in "showservices service-sets statistics

syslog". This is a display issue. PR900301
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• With "chassis maximum-ecmp 64" configured, when there is a route having 64 ECMP

LSP next-hops and CoS-based forwarding (CBF) is enabled with 8 forwarding class

(64*8=512next-hops), notall next-hopswill be installedonPacket ForwardingEngine

due to crossing the boundary in the kernel when number of ECMP next-hops is larger

than 309. PR917732

• There is a 50 Kpps drop in performance due to addition of new functionality over

previous release. PR935393

• On a router which does a MPLS label POP operation (penultimate hop router for

example) if the resulting packet (IPv4 or IPv6) is corrupted then it will be dropped.

PR943382

• When BCM0 interface goes down, Routing Engine should switch over on M320.

PR949517

• Traceroute through an interface-services style AMS service-set fails under some

configurations. PR966171

• If the ICMP echo response is sent with a wrong sequence number, flow lookup passes

and the counter increments, but the packet is discarded by the ICMP ALG. PR971871

• ovsdb/nsx: traffic still passing when deactivate protocol ovsdb PR980577

• When a MACmoves from one VTEP to another VTEP, it is not learnt behind the new

VTEPun till the oldVTEPagesout thisMAC. Thiswill cause traffic for thisMAC toblack

hole till it ages out on the old VTEP. PR988270

• An NSX controller occasionally overrides an existing local MACwith a remote MAC of

the same address. If a hardware VTEP in a Junos OS network detects such a condition

(that is, it receives a remote MAC from the NSX controller that conflicts (matches)

with an existing local MAC), the hardware VTEP in a Junos OS network accepts the

remote MAC and stops publishing the local MAC to the NSX controller. PR991553

• OnMX Series Virtual Chassis with the no-split-detection configured, in some rare

circumstances, the transit traffic might get dropped if all of the virtual chassis ports

(VCP) go down and come up quickly (within few seconds). PR1008508

• The routing protocol daemon (rpd) might crash continuously with core-dumps upon

adding a sub-interfacewith "disable" configuration to aMC-LAG interface.PR1014300

• There isanexistingoptimization inRoutingEnginekernelwhere theadd IPCsof interface

objects (IFD/IFL/IFF/IFA) are not sent to the FPCs (i.e. these IPCs get suppressed)

when the corresponding IFD no longer has IFDF_PRESENT flag set. The idea is that

since Chassisd has already removed this flag from the IFD, all daemons will start

cleaning up the whole hierarchy and soon DCDwill delete IFAs/IFFs/IFLs under it,

before deleting the IFD itself. Kernel keeps track of which object's add IPC was

suppressed for which FPC peer (it is a per object bit vector), and it suppresses the

delete IPC too if the addwas suppressed. This logic doesn't exist for RTandNHobjects

so sometimes it may happen that FPCs receives a NH IPC for which the parent IFL got

suppressed in the kernel, hence it complains. It's a day-1 issue. There is nowork around

for this issue.TheseerrormessagesareharmlessasDCDwouldhavedeletedeverything

once scheduled. PR1015941
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• In MPLS L3VPN scenario, if the ingress is MX Series with MPCs/MICs-based line card

and the egress is hosted on M120, M7i/M10i with E-CFEB/Enhanced, E3-FPC in M320

orMXADPC/E line cards, the packetswill be truncated if anMPLSexperimental (EXP)

rewrite rule isappliedwith "mpls-inet-both-non-vpn"or "mpls-inet-both"configuration

on the egress and the "chained-composite-next-hop" Configuaration Statement is

configured. PR1018851

• On Offline/Online cycle of a 40GE QSFP card, a 40GE interface port Physical Link

might remain down. Few events which will result into the Offline/Online cycle of a

40GEQSFPcardare router reboot, FPC reboot, or chassis-control restart or 40GECard

offline request followed by a 40GE Card online request. PR1026088

• OnMPC5E line card, if a firewall filter with large-scale terms (more than 1300 etc.) is

attached to an interface, traffic dropmight be seen. PR1027516

• In the scenario when one interfaces having same IP addresses with a RSVP strict path

en-routed interface IPaddress (for example, subscribed interfaceborrows the loopback

interface IP address scenario, or where one of PE-CE interface inside a VPN instance

has the same IP address of the routerÂ’s uplink RSVP interface in master instance),

RSVP-TE would send PathErr to ingress router due to matching to wrong interface

which is not RSVP interface but having same IP addresswith the RSVP interfacewhen

checking the explicit route object (ERO). PR1031513

• In rare cases, when a child link flap within an aggregate bundle happens twice within

a short period of time (that is, if the child interface becomes up within a short period

of timeafter it hasgonedown), there is aprobability thata raceconditionmighthappen.

The result is to have the child NHwithin the aggregate NH to be in "Replaced" state

on the FPC, thereafter leading to traffic blackholing. PR1032931

• On EX Series switches that run Enhanced Layer 2 Software (ELS), when an interface

is removed from a private VLAN (PVLAN) and then added back, the corresponding

MAC entry might not be deleted from the Ethernet table. PR1036265

• For MLPPP interface on MX Series with MPCs/MICs based line card, in some very rare

conditions, the received fragmented packets might be dropped. PR1041412

• Time taken to rebootT series boxeshasgoneup. TSeries(Standalone) 14.2 - 3minutes

39 seconds 15.1 - 4 minutes 18 seconds (Difference - 40 seconds) TXMatrix

(Multichassis) 14.2 - 5 minutes 17 seconds 15.1 - 7 minutes 18 seconds (Difference - 2

minutes) PR1049869

• Whenusing the 'mpls-ipv4-template' sampling template fornon-IP trafficencapsulated

in MPLS, log messages such as this one can be seen frequently (depending upon the

rate of traffic - it could in the range of fewmessages to 2000-3000messages per

minute) Feb 18 09:28:47 Router-re0 : %DAEMON-3: (FPC Slot 2, PIC Slot 0) ms20

mspmand[171]: jflow_process_session_close: Could not get session extension:

0x939d53448sc_pid: 5Dependingupon the frequencyof themessagesper sec, eventd

(daemon) utilization can shoot up processing these syslogs at the Routing Engine.

Eventually high CPU utilization is observed at Routing Engine which can by checked

by thecommands "showchassis routing-engine"or the freebsd "Top"commandunder

the shell. CPU states: % user, % nice, % system,% interrupt, % idle <<<<< user cpu

% (top command) "show chassis routing-engine" Routing Engine status: <> CPU
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utilization:Userpercent<<<<<<<<<<<<<BackgroundpercentKernelpercent Interrupt

percent Idle percent PR1065788

• The configuration done by customer is logically forming a loop . BGP tries to use inet.3

to perform nexthop resolution. With the current configuration (next-table), it is asking

to perform resolution from the inet.0 again. Now, from a packet flow point of view, the

packet lookup happens on inet.0, then, it gets a "next-table inet.0" instruction which

simply means that we need to start from inet.0 to do the lookup again, which is the

step 1 of the lookup. This is causing the loop. PR1068208

• OnMXSeries routerswithMPCbased line cards in a setup involvingPacket Forwarding

Engine fast reroute (FRR) applications, when BFD session flaps the next-hop program

in the Packet Forwarding Engine may get corrupted. It may lead to incorrect selection

of next-hop or traffic blackhole. PR1071028

• For Junos OS Release 13.3R5, 14.1R1, and later, the MX-VC inter-chassis TCP control

flows are changed to VC high priority, so high volume of VC inter-chassis TCP control

flowmight impact VC stability and responsiveness to external protocol events. Now

with the fix, the priority of VC inter-chassis TCP control flow has been reverted.

PR1074760

• OnMX Series platformwith MS-MPC/MS-MIC, memory leaks will be seen with

jnx_msp_jbuf_small_oc object, upon sending millions of PPTP control connections

(3-5M) alone at higher CPS (> 150K CPS). This issue is not seen upto 50K control

connections at 10K-30K CPS. PR1087561

• SFB2 offline/online with 20 line cards takes 9minutes 52 seconds whereas for SFB it

takes 42 seconds. PR1097338

• OnMX Series platform, when using DHCPv6 Prefix Delegation (DHCPv6-PD) and

DHCPv6 subscriber sessions are layered over an underlying PPPoE subscriber session,

due to the fact that the value of the UDP checksum in Echo reply messagemay get

incorrectly set to all zero (i.e. "0x0000"), a small number (for example, on a 1 to 5

subscribers out of 10000 subscribers basis) of subscribers may fail to renew the IPv6

addresses in each lease time circle. PR1103349

• OnMX Series platform, agentd daemon causes high disk (e.g. SSD) Input/Output

activity (e.g. about 25MB/s I/O activity) due to new feature of SDN-telemetry (as

known as agentd) added in Junos OS Release 14.2 onward and fabric statistics sensor

is per default enabled updating the Database every 2 seconds. As more FPCs are

installed in the system as higher the database record update rate. The CLI command

"set system processes SDN-Telemetry disable" is not working and could not be used

to disable the process. PR1130475

• Starting fromJunosOSRelease 16.1, the syntax for the "showancpneighbor" command

has changed. The ip-address and system-name options are mutually exclusive and

cannot be issued together. In earlier releases, they were not mutually exclusive. As a

workaround, we should either use ip-address or system-name option. PR1140865

• The speed konb auto-10m-100m allows to auto negotiate the speedmaximum to

100mbps. PR1155196

• Stacked ifl and the underlying ifl cannot be part of the same iflset. PR1162805
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• OnMS-MIC, starting from15.1R3onwards, the J-Flow/Sampling scaling is comingdown

to 12.5 million active flows. PR1163976

• It is possible to see a bbe-smgd core on the standby after a Packet Forwarding Engine

restart with certain specific configurations, if new renews or logins take place before

the states for Packet Forwarding Engine has not been restored completely. Since the

core is on the standby no disruption in service is expected and system recovers from

this condition. PR1194144

• Problem - In case of Local source and with asmMoFRR enabled, the default MDT

traffic loops back to the originating router on the MoFRR backup interface, thereby

causing continous IIF_mismatches.MoFRRbehavior after fix -With the currentMoFRR

code ? Since the source is Local, SPT BIT is set by default, hence we send an (S,G,rpt)

PRUNE out of MoFRR Active interface. But we don?t send an (S,G,rpt) PRUNE out of

MoFRR Backup interface (Missing Code). With the new fix ?Wewill have (S,G,rpt)

PRUNE sent over the MoFRR backup path also (if there is already an (S,G,rpt Prune)

going out of the MoFRR Active Path) in order to avoid IIF_Mismatches. PR1206121

Infrastructure

• RE0 crashed. PR997229

• WhenperformingaRoutingEngine switchover (includingduringunified ISSU), a ksyncd

core might be generated. PR1078894

Interfaces and Chassis

• MX's chassis-control interrupt stormmaybe falsely reportedwhenaFieldReplaceable

Unit (FRU) is removed, inserted, or FPM button pushed. A FRUmay not be

recognized/booted, resulting in chassis operational failure. PR823969

• The internal management Ethernet interfaces (em-) may fail auto-negotiation after

a reboot if oneof theem interfaces is in a linkdowncondition. Itmaycause the linecards

to not boot after a Routing Engine reboot and kernel memory keep increasing. Any

platform using "em" interfaces may experience a kernel memory leak of "devbuf"

buffers when the interface is administrativelymarked up, but the physical link is down.

Once the kernel "devbuf" allocationsexceedan internal thresholdwarningswill appear

in the messages file: "kernel: kmem type devbuf using <X> K, exceeding limit <Y> K"

These logs will remain until the Routing Engine is restarted. See PR workaround for

how to stop further kernel "devbuf" memory from leaking. PR829521

• Re-configuring lT- interface causes dcdmemory leak. PR879949

• If the dynamic VLAN subscriber interface is over a physical interface (IFD), and there

are active subscribers over the interface, when you deactivate the dynamic

VLAN-related configuration under the IFD and add the IFD to an aggregated Ethernet

(AE) interface thathasLACPenabled, theRoutingEnginemight crashandget rebooted.

PR931028

• OnMX Series routers with MPCs/MICs linecards or T4000 routers with type5 FPCs,

when the “hardware-assisted-timestamping” option is enabled, the MPCmodules

might crash and generate a core file. You can view the core files by executing the show

system core-dumps command. PR999392
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• On an MC-LAG, if an ARP for a host is learned on the MC-LAG interface and the host

changes its MAC address without sending a gratuitous ARP, traffic loss might occur.

PR1009591

• On dual Routing Engine platforms, when adding the logical interfaces (IFLs) and

committing, the device control process (dcd) on the backup Routing Enginemight fail

to process the configuration and keep it in the memory. In some cases, it might be

observed that thememory of the dcd keeps increasing on the backup Routing Engine.

PR1014098

• OnMX Series platforms with large-scale PPPoE subscribers (more than 60,000)

connected, the PPP client process (jpppd) might crash and generate core files when

performing Routing Engine switchover. PR1018313

• Configuring ODU FRR under otn-options for the 2x100GDWDMPIC is an unsupported

command on the PTXSeries router. Adding such a configuration could result in an FPC

crash and restart. PR1038551

• Using PPP authenticationwith a specifically crafted PAPAuthenticate-Requestmight

cause the Juniper Networks PPP daemon (jpppd) to crash and restart. After PPPoE

discovery and LCP phase are successfully negotiated, when the crafted PAP

Authenticate-Request is received, jpppd crashes and no response is sent by the

broadband edge router to the subscriber. The jpppd continues to crash every time the

subscriber resends the PAP Authenticate-Request. PR1040665

• When the IQ2 or IQ2E PIC are working in tunnel-only mode, rebooting the tunnel PIC

while the traffic is passing through the tunnel might cause the tunnel PIC to stop

transferring traffic. PR1041811

• The jpppddaemon ran out ofmemorywhen subscriber login failed because ofmissing

CoS parameters. When subscriber login fails, the followingmessages are seen: Nov 16

12:19:21 jtac-host jpppd: Semantic check failed for profile=PPPoE-1-QoS, error=301 Nov

16 12:19:21 jtac-host jpppd: dyn_prof_send_request: add pre_processing failure, error=301

Nov 16 12:19:21 jtac-host jpppd: Profile: PPPoE-1-QoS variable: $junos-cos-shaping-rate

value: failed semantic check. PR1042247

• In a subscribermanagement environment, the PPP client process (jpppd)might crash

as a result of a memory allocation problem. PR1056893

• In a PPP-based subscriber management environment, after performing scaling

subscribers login/logout, the subscriber status might get stuck in terminating and

terminated states because logout requests are not processed properly. In addition,

theSessionDatabase (SDB)might eventually get exhaustedafter thenumber of stuck

subscribers exceeds 256,000. PR1073146

• The kernel might log amessage when NTP is making adjustments to the clock that

need to be reflected. The following messages do not indicate an error. They are

generated with log level set to “notice”.Jun 11 04:44:13 RE-re0 /kernel:

hw.chassis.startup_time update to 1428444172.696277 Jun 11 05:40:44 RE-re0 /kernel:

hw.chassis.startup_time update to 1428444172.696274 Jun 11 07:40:46 RE-re0 /kernel:

hw.chassis.startup_time update to 1428444172.696256 Note that the

hw.chassis.startup_time is used for accounting purposes only in this scenario. As such,

if NTP adjusts the clock, the startup_time needs to be adjusted so that the accounting
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correctly reflects the actual time that the subscriber sessions were active. This point

is important because the accounting time is a delta from the startup_time and needs

to be added to the startup_time to convert it to an absolute time. PR1086140

• During failure notification of the state machine, CFM does not correctly transit from

DEFECT CLEARING state to RESET once the error indication has been cleared. As a

consequence, all the forthcoming errors will be considered post errors and will be

reported rightawaywithout incurring the fngAlarmTime.This isonlyacosmeticproblem.

PR1096346

• In an L2TP subscriber management condition with LTS/LNS configured or when a

heapmemory violation occurs, the jpppd crashes and generates a core file.PR1140981

• When trying to scale total numbers of subscribers on a chassis beyond 375K with 4

MPC5E-Q cards in an MX 480/960 chassis, the clients might get rejected due to

memory threshold being exceeded. The resource monitoring output shows incorrect

value for expansion memory. The systemwill still allow 128K subscribers to be scaled

on a single MPC5 cards. PR1210122

J-Web

• When you open a J-Web interface session using HTTPS, enter a username and a

password, and thenclick theLoginbutton, the J-Web interface takes20seconds longer

to launch and load the Dashboard page than it does if you use HTTP. PR549934

• When the J-Web interface is launchedusingHTTPS, the time shown in theViewEvents

page (Monitor >Events And Alarms > View Events) differs from the actual time in the

switch. As a workaround, set the correct time in the box after the J-Web interface is

launched. PR558556

Junos Fusion Provider Edge

• In a Junos FusionProvider Edge topology, if you configure Junos Fusion on anMXSeries

aggregation device, corresponding system logmessages might not be received by a

remote syslog server. PR1134269

• In a Junos Fusion Provider Edge topology, if a cascade port transitions down and up,

and thediagnostics data sent froma satellite device exceeds 25 kilobytes, theSatellite

PlatformManagement process (spmd)might generate a core file. PR1175591

Layer 2 Features

• After Routing Engine switchover as part of GRES, sometimes youmight see a

momentary flood of data frames because of a delay in reconvergence of xSTP (VSTP,

MSTP, RSTP) topology. PR1064225

• IPv4 and IPv6 long Virtual Router Redundancy Protocol (VRRP) convergence delay

andunexpectedpacket lossmightoccurwhenaMACmove for the IRB interfaceoccurs

(for example, when flapping the Layer 2 interface, which is the under-interface of IRB

on themaster VRRP). PR1116757
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MPLS

• If the edit->protocols->mpls->traffic-engineering statement is configured, you cannot

downgrade from a Junos OS release 14.2 to a pre-14.2 release. In order to downgrade,

the user is required to delete the "traffic-engineering” stanza and re-configure it after

downgrade. PR961717

• In an l2circuit scenario with an LDP session established between a Juniper Networks

provider edge and a Cisco PE device, if the Cisco PE device is not sending a label

withdraw for the l2circuit Forwarding Equivalence Class (FEC) before advertising a

new label for it, and later, when the Cisco PE device tries to change the l2circuit

parameters, the rpd process might crash on the Juniper PE device. This issue does not

occur in a Junos OS only environment a label withdraw is always sent before

advertisement of new label. PR1016270

• When configuring point-to-multipoint (P2MP) Label Distribution Protocol (LDP)

label-switched paths (LSPs), the labels will never be freed even they are no longer

needed. This could lead to MPLS label exhaustion eventually. To clear the state, the

rpd process will restart and generate core files. PR1032061

• On the P2MP LSP transit router with link-protection enabled, if the LSP is the last

subLSP, tearing the last subLSP (for example, a RESV tear message is received from

downstream router) might crash the routing process (rpd). PR1036452

• Whenusingmplstraffic-engineeringbgp-igp-both-ribswithLDPandRSVPbothenabled,

CSPF for inter-domain RSVP LSPs cannot find the exit ABR when there are two or

more such ABRs. This causes inter-domain RSVP LSPs to break. RSVP LSPs within

the same area are not affected. Asworkaround, you can either run RSVP only onOSPF

ABR or ISIS L1/L2 routers and switch RSVP off on other OSPF area 0/ISIS L2 routers

or you can avoid using LDP and only use RSVP. PR1048560

• Themulti-instance RSVP feature might not work in specific scenarios on MX Series

devices with MPC cards when the core facing interface of the virtual routing instance

andVPLSpseudowire termination is simultaneously configuredon themaster instance.

As a workaround, configure the import-label-route statement at the [edit

routing-instances <routing instance name> protocols vpls] hierarchy level. PR1080714

• LDP route delete is always communicated to resolver before resolver unresolves BGP

next hop through the LDP tunnel. In this particular scenario, LDP route delete occurs

but resolver is not aware of it. Resolver accesses the deleted LDP route entry, which

means it accesses theLDP routepointer that is already freed.Asa result, RPDgenerates

a core file.PR1097642

• Beginning error messages can occur when new interfaces or line cards are brought up.

These are only cosmetic and can be ignored. PR1136033

NetworkManagement andMonitoring

• The snmpd process becomes unresponsive for approximately 30minutes after

performing GRES when SNMPv3 notify type is configured to be "inform". PR1021943

• On rareoccasions,wheneventd receivesanewsignalwhen it is still processinganother

signal, it might generate a core file. The eventd uses event library for signal handling.
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This core file is causedbya race conditionor synchronization issue in event librarywhile

handling signals. Event library is not signal safe and thus is vulnerable to such issues.

The eventd handles several different signals. If one signal handler is preempted by

another signal handler, WaitList structures are adversely affected. As a result, a core

file is generated. PR1122877

Platform and Infrastructure

• An 'LMEM data error' is commonly the result of a transient error in one of the PPE

memories. When this is encountered, messages such as below are logged.

fpc4 LU 0 PPE_0 Errors lmem data error 0x00000042 fpc4 PPE PPE HW Fault Trap:

Count 757685325, PC 6115, 0x6115: handle_gauge_init_qsys_mq1_mq2. PR614054

• The route record fields of certain flows can be incorrect, if these flows are received in

an interface while IIF lookup terminates in a non-leaf node. PR737472

• When next-ip is defined as the action and there is no ARP for the IP address specified

under next-ip, the traffic is not forwarded. As a workaround, a manual ping must be

initiated. PR864861

• Under certain timing conditions, before MPC/TFEB is fully booted/UP/ONLINE, when

it receive the firewall filter configuration, MPC/TFEBwill crash and generate a core file.

Next,MPC/TFEBwill rebootand reloadorgo intoaboot loop.This scenario is applicable

to Firewall filters on aggregate/loopback interfaces. PR928713

• Permissionsmust be set in the class to ensure that deny and allow configurations that

are configured in the class take effect. If permissions are not set, the default set of

permissions are given to the user and the deny and allow configurations will not take

effect. PR938376

• When there is huge logical interface (IFL) scaling on AE (500 ormore) withmore than

32member links andwhen all FPCs are restarted one by one, followed bymember link

addition to the link aggregation group (LAG), the state dependency evaluation in the

kernel will take a long time. As a result, the FPCs will not get all the states from the

Routing Engine (RE). PR938592

• OnMXSeries routerswithMPCs/MICs linecards in a setup involvingPacket Forwarding

Engine (PFE) fast reroute (FRR) applications, if an interface is down formore than the

ARP timeout interval or if ARP entries are cleared by CLI commands, then after the

interface isupagain, packet forwarding issuesmightbeseen for trafficbeing forwarded

over that interface. PR980052

• Ona routerwith thepoint-to-point (P2P)SONET/SDH interface,whenaP2P interface

is disabled, the corresponding host route might still be kept in the forwarding table, if

a ping operation is performed. Instead of returning the message "No route to host,"

the message "Can't assign requested address" might be seen.PR984623

• In scaling IPFIX environments or a scaling router scenario, because of a bug in the Out

of Memory (OOM) condition detection code, the Packet Forwarding Engine might

prematurely conclude and run out of memory. As a result, FPC crashes and reboots.

As a workaround, you can reduce the scale of IPFIX environments or routes. The best

option would be to implement a script that monitors memory usage and warns the

userwhenthescale isbeingapproached.OnanLU-basedsystem(MPC1,MPC2,MPC3,
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MPC4, T-FPC5), it is hard to reach this limit. Thus it is likely that a simple script run at

boot time will protect the system from this issue, with nomonitoring required. On

XL-based systems (MPC5,MPC6), it is easier to reach this limit becausemorememory

is available. Therefore monitoring is required. PR1019229

• The overhead values need to be represented with 8 bits to cover the range "-120..124",

but the microcode is only using the last 7 bits. PR1020446

• When TCP authentication is enabled on a TCP session, the TCP sessionmight not use

the selective acknowledgement (SACK) TCP extensions. PR1024798

• JunosOS reserves theprefix "junos-" for the identifiers of configurationsdefinedwithin

the junos-defaults configuration group. User-defined identifiers cannot start with the

string "junos-". Due to a defect, prior to Junos OS Release 13.3R1, if you configured

user-defined identifiers through the CLI using the reserved prefix, the commit would

incorrectly succeed. This issue is fixed in Junos OS Release 13.3R1 and later releases.

Configurations that currently contain the reserved prefix for user-defined identifiers

other than junos-defaults configuration group identifiers will now correctly result in a

commit error in theCLI. But these different behaviorswill block software upgrade from

Junos OS releases before 13.3R1 to Junos OS Release 13.3R1 or above. With the new

fix, the behavior would be changed to display a warning when a reserved identifier is

configured. But commit would go through as follows: user@router# set applications

application junos-tcp protocol tcp warning: Modifying reserved identifier junos-tcp is

deprecated [edit] user@router# commit complete. PR1032119

• Port-Scheduler:Queuesare starvingwith thescheduleron theegressport inWAN-PHY

mode. PR1035988

• OnMX Series routers with MPCs/MICs based platforms, when using inline Two-Way

ActiveMeasurement Protocol (TWAMP) server (the server address is the inline service

interfaceaddress), theTWAMPservermight incorrectly calculate thepacket checksum,

and the packet might get dropped on the TWAMP client. PR1042132

• IPv6 packet loss and traffic degrades occurs as a result of the MX Series platform

restrictive rate limit on ICMPv6 ("packet too big").. PR1042699

• Once the Traffic Offload Engine (TOE) thread is stalled because of a memory error at

the lookup chip, all statistics collection from the interfaces hosted by this Packet

Forwarding Engine are not updated anymore. PR1051076

• In configurationswith IRB interfaces, during times of interface deletion, such as an FPC

reboot, the Packet Forwarding Engine might log errors stating

"nh_ucast_change:291Referenced l2ifl not found". This condition should be transient,

with the system reconverging on the expected state. PR1054798

• Prior to the fix, Juniper VSA length above 2000 bytes was not supported. Using

authorization parameters above this length would result in an incorrect authorization

setting for the user. After the fix, TACACSmessage length is now increased to 0xFFFF.

PR1072356

• When deleting some uncommitted configurations on active Routing Engine, the rpd

process on the backup Routing Engine might restart because of this error: "Unable to

proceed with commit processing due to SIGHUP not received. Restarting to recover".

PR1075089
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• InXM-basedmulti-LU(lookupchip) systems(MXSeriesplatformwithMPC3E,MPC4E,

MPC5E, MPC6E, NG-MPC3, NG-MPC2 or T4000with T4000-FPC5-3D linecard),

multiple LUs represent the same Packet Forwarding Engine complex. In this scenario,

the BFD processing is designated to a dedicated LU (LU 0), called an anchor LU, and

the rest of the LUs (LU 1, LU 2, LU 3) are called non-anchor LUs. When the Inline BFD

packets are punted from the non-anchor LU to the anchor LU, 'interface-group' is not

populated in the packet context, so the packets might not bematched by the related

filter term. PR1084586

• The showmulticast route extensive command takes more than 2minutes to display

the output when there are more than 1000 routes. PR1084983

• OnMXSerieswithMPCs/MICs basedplatform, theBidirectional ForwardingDetection

(BFD) session over the integrated routing and bridging (IRB) interface, with a static

client, might not come up with a Virtual Router Redundancy Protocol (VRRP)

configuration. PR1085599

• When the large-scale firewall filter (for example, with 10,000 terms on input/output)

is configured on either FPC5 or MPC3/4/5/6, traffic dropmight occur because of the

allocation limit. PR1093275

• Under large-scale setup, VPLSMACmight not be aged-out from the remote Packet

Forwarding Engine when the local Packet Forwarding Engine is

MPC3/MPC4/MPC3E/MPC4E, and unknown-unicast frames floodwill be seen on the

local Packet Forwarding Engine. PR1099253

• Servicechainingof Inline softwireandNAT isnot supported.However,whenyoucommit

the configuration with softwire rule and NAT rules under the same service-set on the

SI interface, the commit is successful. PR1136717

• Whenyouconfiguremore than 1024SCs (for example, 1025SCs), youwill seeacommit

error message. A maximum of 1024 software concentrators are supported with

inline-63rd. . PR1153092

• In a subscriber management configuration that has a very large number of address

pools (64,000 or more), synchronizing the two Routing Engines after one GRES

switchover can take a long time, preventing a second graceful switchover. This issue

is not expected in configurations with smaller address pool scale. PR1159972

• Several files are copied between Routing Engines during the ffp synchronize phase of

the commit (for example, /var/etc/mobile_aaa_ne.id, /var/etc/mobile_aaa_radius.id).

These files are copied even if there was no corresponding change in the configuration,

thereby thus unnecessarily increasing commit time. PR1210986

Routing Protocols

• Themulticast next hop showmulticast nexthop shown for the master and backup

Routing Engine for the same flow could be different if the next hop is hierarchy MCNH.

WhendoingNSRswitch, however, there is no traffic loss causedby this show difference.

PR847586

• In rare cases, the rpd process might generate a core file with signature

"rt_notbest_sanity: Path selection failure on ..." The core is “soft,” which means there

should be no impact to traffic or routing protocols. PR946415
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• In Multiprotocol Label Switching (MPLS) label-switched path (LSP) protection

scenarios, Packet Forwarding Engine local repair is configured. The interface down

message could bemisinterpreted and traffic could bepushedback over the failed path

until the protocols detect the connectivity loss. This issue results in high convergence

time and traffic loss. PR964993

• For FEC 129 VPLS (also known as LDP VPLS with BGP-based autodiscovery), if

abandonedVRFandVPLS instancesare left after all of theotherpiecesof configuration

are removed, and the BGP protocol is deactivated in the master instance, the rpd

process might crash continuously when committing a new configuration. As a

workaround, remove all the unused VRF and VPLS instances. PR1006689

• When the same PIM RP address is learned in multiple VRFs, with NSR configured, rpd

on the backup Routing Engine might crash because of memory corruption by the PIM

module. PR1008578

• When using BGPmultipath andmultiple levels of IBGP route/next-hop recursion, the

rpd process might crash and generate a core file during IBGP route churn. PR1014827

• In scaled configurations toggling from64-bit to 32-bit rpd at the same time that Rosen

MVPNrouting instancesaredeleted, a kernel core filemightbegeneratedon thebackup

Routing Engine. PR1022847

• Themulticast traffic might be pruned with a static IGMP join configuration upon

receiving an IGMP leave groupmessage when the interface is not a querier on the

corresponding interface. PR1034270

• The Routing Protocol Daemon (rpd)might crash when static reverse-path forwarding

(RPF) selection is configured and the upstream interface in VRF routing instance is

disabled. PR1054913

• The static/static access routes pointing to an unnumbered interface are getting added

in the routing table even if the interface is down. In this case, if graceful Routing Engine

switchover (GRES) is disabled, these types of routeswill never be added in the routing

table after Routing Engine switchover. PR1064331

• Whenmultiple addresses are configured on an interface, if the interface has

interface-type p2p configured under OSPF and the router does not receive any OSPF

packets from one of the IFAs, the OSPF state will not go down for the corresponding

adjacency. It should have no impact on route learning, but it might cause confusion for

troubleshooting, when peering with Cisco devices, which havemultiple addresses

configured as secondary addresses. PR1119685

• A few seconds of traffic loss is seen on some of the flows when the PE-CE interface

comesupand thePEdevice starts learning 70,000 IPv4prefixesand400 IPv6prefixes

from the CE device during L3VPN convergence. PR1130154

• In amulticast environment,when the rendezvous point (RP) is a first-hop router (FHR)

with MSDP peers, when the rpf interface on the RP is changed to an MSDP-facing

interface, traffic loss is seen. The loss occurs because themulticast traffic is still on

the old rpf interface, so amulticast discard route is installed.PR1130238

• Whenapplyingadd-pathprefix-policy to theneighbor level, all neighborsare separated

into different update groups. This is not expected behavior. There is no service impact.
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However, if all the neighbors are configured under one peer group, with a large number

of peer groups, the scaling/performance will go down. PR1137501

• Generate route does not inherit the next hop from the contributing route in L3VPNcase

when the contributing route is learned through MP-BGP. The next hop remains as

rejected for the generated route. PR1149970

• Junos OSmarks hidden routes with a negative route preference. The router

policy-statement explicitly sets a preference value for the BGP routes, including the

hidden routes, while the routes are imported into the VRF routing table, overriding the

negative one, but not checking for AS_PATH loops within the VRF context. This results

in the hidden routes becoming active in the VRF routing table. PR1165781

• When L1 is disabled for Lo0 {master}[edit] labroot@Apollo# run show isis interface

IS-IS interface database, this result is seen: Interface L CirID Level 1 DR Level 2 DR L1/L2

Metric lo0.0 3 0x1 Disabled Passive 0/0. When L2 is disabled for Lo0 {master}

labroot@Apollo> show isis interface IS-IS interface database, this result is seen:

Interface L CirID Level 1 DR Level 2 DR L1/L2Metric lo0.0 3 0x1 Passive Disabled 0/0.

PR1202216

Services Applications

• WhenanMS-DPCPIC reboots due to a crash ormanual intervention, itmight get stuck

in a booting loop if the MS-DPC up-time is more than 49 days and 17 hours. After 5

consecutive boot failures, the MS-DPC PIC will go offline automatically and give the

following error message: [ 15:21:22.344 LOG: Err] ICHIP(0): SPI4 Training failed while

waiting for PLL to get locked, ichip_sra_spi4_rx_snk_init_status_clk [ 15:21:22.344 LOG:

Err]CMSPC: I-Chip(0)SPI4RxSink init statusclock failed,cmsdpc_spi4_init [ 15:21:22.344

LOG: Err] CMX: I(0) ASIC SPI4 init failed [ 15:21:22.379 LOG: Err] Node for service control

ifl 68, is already present [ 15:21:23.207 LOG: Err] ASER0 SPI-4 XLR source core OOF did

not go low in 20ms. [ 15:21:23.208 LOG: Err] ASER/XLR0 spi4 stop src train failed! [

15:21:23.208LOG:Err]ASER0XLRSPI-4sinkcoreDPA incomplete in20ms. [ 15:21:23.208

LOG: Err] ASER/XLR0 spi4 sink core init failed! [ 15:21:24.465 LOG: Err] ICHIP(0): SPI4

Stats Unexpected 2'b 11 Error, isra_spi4_parse_panic_errors [ 15:21:24.465 LOG: Err]

ICHIP(0): SPI4 Tx Lost Sync Error, isra_spi4_parse_panic_errors. In order to recover from

this state, the whole MS-DPC needs to be rebooted. PR828649

• The SIP ALG does not recognize or translate the rare rtcp attribute in the SDP payload.

As a result, nonsequential RTP and RTCP ports are not supported. Although the RTP

flowwill be unaffected, the RTCP control flow will be affected. PR880738

• In an L2TP scenario, when the LNS is flooded by a high rate of L2TPmessages from

LAC, the CPU on the Routing Enginemight become too busy to bring up new sessions.

PR990081

• WithRealTimeStreamingProtocol (RTSP)ApplicationLayerGateway (ALG)enabled,

thePICmight crashwhen the transport header in the status reply fromthemedia server

is larger than 240 bytes. PR1027977

• OnMX Series platforms, when using the MS-DPCwith MPSDK to support the captive

portal content delivery (CPCD) service, the MACmight get stuck on the FPC when a

high rate of packets (for example, 5-kpps HTTP traffic) is processed. . In addition,
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reloading the affected FPCmight only temporarily resolve the issue; it might reappear

when scaling up. PR1037143

• In the NAT environment, the jnxNatSrcPoolName OID is not implemented in

jnxSrcNatStatsTable. PR1039112

• When the tunnel between the L2TP access concentrator (LAC) and the L2TP network

server (LNS) is destroyed, the tunnel information will be maintained until

destruct-timeout expires (if destruct-timeout is not configured, the default value is

300 seconds). If the same tunnel is restarted within the destruct-timeout expiration,

the LNS will use the previously negotiated nondefault UDP port, which might lead to

tunnel negotiation failure. PR1060310

• Spacemightbemissing in the tnp.bootpd logmessageoutput string. There is noknown

operational impact. PR1075355

• In an L2TP tunnel-switching scenario, if a tunnel-switched tunnel is cleared with the

clear services l2tp tunnel peer-gateway command and an incoming ICRQ is received

simultaneously from the LAC side destined for this tunnel-switched tunnel, jl2tpd

crashes. This defect has been corrected. PR1088355

• When performing a GRES on a loaded router (for example, 1000+ IPsec tunnels, 100+

BGP sessions, 1+ Mln routes), some IPsec tunnels might fail to come up. PR1162385

Subscriber AccessManagement

• When a BNG router is processing session "idle timeout", the following error message

might be seen: ./../../../../src/junos/usr.sbin/authd/acc/authd_aaa_acc.cc:1273 Failed

toprocessthe IdleTimeout forsession-id:10. Pleasenote thatnoserviceswill beaffected.

PR1041654

• In a subscriber management scenario, if you are using CoS schedular parameters

pushed from RADIUS, whenmore than one subscriber shares the same VLAN, you

might seememory leak in theauthdprocessduring concurrent subscriber login/logout.

PR1052825

User Interface and Configuration

• Selecting the Monitor port for any port in the Chassis Viewer page takes you to the

common Port Monitoring page instead of the corresponding Monitoring page of the

selected port. PR446890

• On the J-Web interface, the Configure > Routing> OSPF> Add> Interface Tab shows

only the following interfaces by default: - pfh-0/0/0.16383 - lo0.0 - lo0.16385 To

overcome this issue and to configure the desired interfaces to associated OSPF

area-range, perform the following operation using the CLI: - set protocols ospf area

10.1.2.5 area-range 12.25.0.0/16 - set protocols ospf area 10.1.2.5 interface fe-0/3/1.

PR814171

• On the HTTPS service, J-Web is not launching the chassis Viewer page with Internet

Explorer 7. PR819717
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• In J-Web, for Configure > clitools >Point and click >System>Advanced, theNooption

for Save Core Context does not work. PR888714

• The basic value entry format error check is not present in Configure >Security > IPv6

Firewall Filters, but it is present for IPv4 firewall filters. However, an error occurs if you

try to commit using the wrong data format. PR1009173

VPNs

• Under certain circumstances, a vrf-import policy's termwith the "accept" action that

matches the BGPVPN route based on the criteria different than the target community

can reject the matching route. PR706064

• (Refer to release note of PR 535844) Future releases of Junos OSwill modify the

default BGP extended community value used for MVPN IPv4 VRF Route Import

(RT-Import) to the IANA-standardized value. Thus, default behavior will change such

that the behavior of the configuration 'mvpn-iana-rt-import' will become the default

and the 'mvpn-iana-rt-import' configuration will be deprecated. PR890084

• Problem Description—The problem is that MSDP is periodically polling PIM for S,G's

to determine if the S,G is still active. This check helps MSDP determine if the source is

active and therefore the SA still be sent. There is a possibility that PIM will return that

the S,G is no longer active which causes MSDP to remove the MSDP state and notify

MVPN to remove the Type 5. One of the checks PIMmakes is to determine if it is the

local RP for the S,G. During a re-configuration period where any commit is done, PIM

re-evaluates whether it is a local RP. It waits until all the configuration is read and all

the interfaces have come up before making this determination. The local rp state is

cleared out early in this RP re-evaluation process, however, which allows for a window

of time where the local RP state was cleared out but it has not yet been re-evaluated.

During this window, PIMmay believe it is not the local rp and return FALSE to MSDP

for the given source. If MSDPmakes the call into PIM during this window after a

configuration change(commit), then it is possible that theSourceActive(Type 5) state

will be removed. Fix — The fix will be to clear out the local rp state right before it is

re-evaluated ie after it reads configuration for all interfaces; to not allow any time gap

where it could be inconsistent. PR1015155

• For a next-generation multicast VPN (NG-MVPN) using ingress replication provider

tunnels, if both IPv4 and IPv6 are configured, when the receiver provider edge (PE)

device advertises different labels for IPv4 and IPv6 in type-1 BGP route, the source PE

device will create two provider tunnels to carry both IPv4 and IPv6 traffic, causing

duplicatedmulticast traffic. PR1128376
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New and Changed Features on page 74•

• Changes in Behavior and Syntax on page 123

• Known Behavior on page 156
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• Product Compatibility on page 292

Resolved Issues

This section lists the issues fixed in the Junos OSmain release and themaintenance

releases.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Resolved Issues: 15.1R5 on page 177

• Resolved Issues: 15.1R4 on page 199

• Resolved Issues: 15.1R3 on page 218

• Resolved Issues: 15.1R2 on page 254

Resolved Issues: 15.1R5

• Class of Service (CoS) on page 177

• Forwarding and Sampling on page 178

• General Routing on page 178

• High Availability (HA) and Resiliency on page 187

• Infrastructure on page 187

• Interfaces and Chassis on page 187

• Layer 2 Ethernet Services on page 188

• Multiprotocol Label Switching (MPLS) on page 189

• Network Management and Monitoring on page 190

• Platform and Infrastructure on page 190

• Routing Policy and Firewall Filters on page 193

• Routing Protocols on page 194

• Services Applications on page 196

• Subscriber Access Management on page 197

• User Interface and Configuration on page 198

• VPNs on page 198

Class of Service (CoS)

• In rare cases, after polling "show snmpmib walk jnxCosQstatTxedBytes", cosd

coredumpmightoccurdue tomemorycorruptionon JunosplatformwithCOSenabled.

PR1199687

• The actual problem seen is IFLs binded toRouting-instance classifier is not seen under

classifier Index inside CFEB. The cause for this Issue was "missing else statement was

leading to data getting overwritten for LSI scenario”. The same has been Corrected.

PR1200785
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Forwarding and Sampling

• Thedfwc(daemonthatperformsas firewall compiler)might fail toget filter information

from the kernel in COMMIT_CHECK (config validation) mode. As a result, the filter

index is regenerated starting from index 1. This will create the mismatch of filter index

as compared to the existing filters in the system. The fix provided will identify and

recover the issue. PR1107139

• Commit gives error as follows when apply-groups is configured under bridge domain.

error: Check-out failed for Firewall process (/usr/sbin/dfwd)withoutdetails.PR1166537

• SRRD(Sampling Route-Record Daemon) process doesn't delete routes when the

DELETE is received from RPD in few configuration cases. This results in build-up of

memory in SRRD daemon and once SRRD reaches the limit, it crashes and restarts

itself. This happens only when one certain family is not configured on all of the FPC

clients (e.g., FPC with inline J-Flow enabled or PIC with PIC-based sampling enabled

is one client). For example, only IPv4 family is configured in all the clients, and IPv6

and MPLS families are not configured for sampling in any of the clients. PR1180158

• Thechanges tosrrd (sampling route reflectordaemon-newarchitecture for sampling)

processbetween 14.2R5.8and 14.2R6.5severely reduceMX80seriesavailablememory

and therefore RIB/FIB scaling. PR1187721

• Starting with Junos Release 14.2R1, FPC offline could trigger Sampling Route Record

(SRRD) daemon restart. PR1191010

• OnMX platformwith "Enhanced Subscriber Management" mode, if default

forwarding-classes are referenced by subscriber filters, commit configuration changes

after GRES will be failed. PR1214040

General Routing

• On dual Routing Engine platformwith GRES and NSR enabled, after RE switchover,

the rpdmight crashwhen trying todestroyaCNHNH(compositenext hop, for example,

it would be created in PIM, L3VPN, MVPN scenario and so on) with valid reference on

it. It is because that during switchover (while backup rpd switches to master), there is

a transitionperiodwhere rpd switched tomastermodebutKRT is still in backupmode.

If KRT (still in backupmode) receives a CNH addition followed by Route additions

using this CNH during this phase, it would result in CNH in KRT with valid route

references yet on expiry queue. It is hard to reproduce, in this case, it occurs after RE

switchovers consecutively at two times. PR1086019

• The configuration support for enabling ingress and egress layer2-overhead is available

in dynamic-profile but the functionality is not supported in 15.1R3 and 15.1R4. For

example, set interfaces ge-4/2/9 unit 0 account-layer2-overhead ingress 30 set

interfaces ge-4/2/9 unit 0 account-layer2-overhead egress 30With the above

configuration, the number of layer2-overhead bytes (30) are not added to the input

bytes in traffic statistics. PR1096323

• During NSR Routing Engine switchover, there might be a control plane black window

for inline BFD causing the BFD session to flap. This is a day-1 issue, and tuning the

retrans timer would solve the problem. But since these timers have to meet RFC

compliance, we cannot really do that. Today we have the retrans timer as 1000
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milliseconds. The workaround would be to configure a higher retrans timer value.

PR1105980

• The rpd fails to respond any new CLI routing commands (for example, showmpls lsp

terse). Rpd is forking a child process while rpd is processing a show command. When

the subprocess tried to exit, it tried to close themanagement socket being used by the

show command. This failuremight cause rpd subprocess to crash and generate a core

file. It also removes the rpd pid file which prevent rpd from processing any new CLI

commands even though original rpd process continues to run normally. PR1111526

• During initial ramp up of an IPSec session, a race conditionmight cause themspmand

process crash in rare circumstances. PR1116487

• OnMX platformwith MS-MPC/MS-MIC in use, due to some reason if the NAT session

is freed/removed but without removing timer wheel entry, then it might cause

MS-MPC/MS-MIC crash. It is a timing issuewhere just before invoking the timer wheel

callback the NAT session extension got freed/removed. PR1117662

• On

FPC-SFF-PTX-P1-A(PTX3000)/FPC-SFF-PTX-T(PTX3000)/FPC-PTX-P1-A(PTX5000)/FPC2

-PTX-P1A(PTX5000), packet loss may be observed in ECMP or AE scenario. That

occurs in a race condition: the unilist is created before ARP learned MAC addresses,

then the selector table is corrupted. PR1120370

• OnMXSeries platforms, theMS-MPC crashmight occur. The exact trigger of the issue

is unknown; normally, this issue might happen over long hours (e.g, within a week) of

traffic run(e.g, runningHTTP/HTTPS/DNS/RTSP/TFP/FTPtrafficprofile).Coredumps

might point to - Program terminated with signal 4, Illegal instruction PR1124466

• The jsscdmight crash in static-subscribers scaling environment (e.g. 112K total

subscribers, 77K dhcp subscribers, 3K static-subscribers, 32K dynamic vlans), when

this issue occurs the subscribers might be lost. abc@abc_RE0> show system

core-dumps -rw-rw---- 1 root field8088852 Jan 1 11:11 /var/tmp/jsscd.core-tarball.0.tgz

PR1133780

• In a multicast virtual private network (MVPN) scenario during route churn, the rpd

processmight crash due to inconsistencymulticast next-hop between rpd and kernel.

PR1138366

• OnMXSeriesplatformswithFPC3, theoctetsof IPv4sourceanddestinationaddresses

in the firewall log are listed reverse; this might affect troubleshooting. The IPv6 log

works fine. This is a minor issue, there is no other service impact. PR1141495

• During route flaps suchas (interface flapsor network instability) thePacket Forwarding

Engine may reboot or Packet Forwarding Engine may notice next-hop corruption.

PR1151844

• If any linecard crashes early during ISSUwarmboot, theCLImight report ISSU success,

resulting in a "silent ISSU failure". PR1154638

• In sampling feature, certain scenarios force handling of the sampled packet at the

interrupt context , which may have chance to corrupt the BMEB packet context , and

lead to BMEB FDB corruption. PR1156464
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• OnMX Series with MPCs/MICs platforms with

MPC2-NG/MPC3-NG/MPC3/MPC4/MPC5/MPC6 installed, in rare cases, a very rare

hardware error - TSTATE Parity error might occur. It can cause FPC getting stuck, but

it will not trigger the error-reporting infra (CMERROR). Fixes have now been provided.

PR1156491

• The default (per-packet load balancing) PPLB export policy created for Ethernet VPN

(EVPN)hasbeen removed fromJUNOS. Itwasused toenableperpacket load-balance

for EVPN routes on certain MX platforms and not all. Now per-packet load balance

needs to be configured explicitly. PR1162433

• On Junos 15.1 and above, after Routing Engine switchover and both Routing Engine

reboot, krt queuemight get stuck. It's because: under this scenario, agentd creates it's

table before rpd reading tables. But after rpd restarting and rebuilding tables, it could

not filter an agentd's table out. It might cause slow route convergence or traffic loss.

This issue would disappear automatically in 30minutes. PR1162592

• OnMX Series router with services PIC (MS-DPC/MS-MPC/MS-MIC), the ICMP time

exceedederror packet is not generatedonan IPsec router on thedecap side.PR1163472

• When the MS-MIC or MS-MPC installed in MX Series router is processing traffic, and

the IPsec policy configuration is changed bymeans of adding or upating a policy,

mspmand process crashmight occur. PR1166642

• Sampled continues logging events in trace option file after trace option for sampled

deactivated. This can be hit if there is no configuration under 'forwarding-options

sampling'butotherconfiguration for sampled ispresent (e.g.port-mirroring).PR1168666

• WhenMS-MPC is used, if any bridging domain related configuration exists (e.g. "family

bridge", "“vlan-bridge"”, "“family evpn", etc), in somecases, continuousMS-MPCcrash

hence traffic loss may occur. PR1169508

• When using Periodic Packet Management process (PPMD, responsible for periodic

transmission of packets on behalf of its various clients) related protocols (e.g. LFM,

CFM, LACP, BFD, etc), during fabric or SIB online process, possibly, the client session

(who establish adjacencies with PPMD to receive/send periodic packets on those

adjacencies, such as LFM, CFM, LACP, etc) of PPMDmay flap due to CPU hog issue.

PR1174043

• On Virtual Tunnel (vt) tunnel environment with forwarding-class, customer is using

AE interface to terminate subscribers on the box and the AE interface has members

on two different FPCs, due to a software defect, themirrored traffic is not going to the

correct forwardingclassasexpected.The issue is also seenwhen terminateSubscribers

and vt tunnel hosted interface are on two different FPCs (Non-AE case). PR1174257

• WhenusingMS-MPCorMS-MICservice cards, a singlepool cannotbeused indifferent

service-sets. Separate pools with different names would then need to be used.

Additionally, pools created automatically by a source-prefix or destination-prefix

statement will not work if the same source-prefix or destination-prefix statement

appears in a different service-set. PR1175664

• MTU discovery may not be working due to luck of VRF info on egress card for BBE

Subscriber traffic. PR1177381
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• This is a display issue and doesn't affect functionality of the power, fixing has been

added tocommands 'showchassispower' and 'showchassisenvironmentpem',when

one of the DC PEM ciruit breaker tripped. PR1177536

• CGNAT-NAT64: Few port leak are observed for the EIM/EIF IPv4 traffic(2M sessions)

from public side. PR1177679

• destination-prefix-list support list added for NAT rule with twice-napt-44 translation.

Customer will be able to define a prefix list andmatch it in the NAT rule while using

twice-napt-44. PR1177732

• If "router-advertisement" protocol is configured in client ppp profile, unsolicited RA

might be sent before the IPv6CP Configuration ACK is received. PR1179066

• After One side PE Junos upgrade from the release before 15.R1 to the release after

15.1R1, due to the construction of es-import-target changed , type 4 routes are not

importedandmissed in table __default_evpn__.evpn.0,whichcausedbothPEs thought

itself is DF router and forwarding BUM frames.This will prevent to upgrade Junos in

production network. PR1179443

• On T-series platforms with 10x10GE Type 4 PIC installed, if an interface in such PIC is

configured withWAN PHYmode, the CoS configuration on the port will be incorrectly

programmed and it might result in unexpected packet drop. PR1179556

• On dual Routing Engine platforms, if interface changes occur on Aggregate Ethernet

(AE) which result in marking ARP routes as down on the AE (e.g. bringing down one of

the member links), due to interface state pending operation issue on backup Routing

Engine, in race condition, the backup Routing Engine may crash and reboot with an

error message (panic:rnh_index_alloc: nhindex XXX could not be allocated err=X).

PR1179732

• In the CGNAT CLI show service alg conversations fails to display parent session status

for ALG conversations. PR1181140

• In case of point to point interfaces andunnumbered interfaces rpd crashmight be seen

in corner cases on configuration changes. There is potential fix given through this PR

to avoid the crash. PR1181332

• When"dynamic-tunnels" is configuredwith configuration statement "gre", performing

Routing Engine switchover might result in rpd crash. PR1181986

• Fragmented ALG control traffic is not supported on the MS-MPC. PR1182910

• With NAT translation-type as napt-44, a few sessions are getting stuck upon

deactivating/activating service-set or corresponding applications at a few times with

traffic running. The same symptom is seen upon deactivating/activating service-set

with traffic running andwith 'deterministic-napt44' translation typeaswell.PR1183193

• CGNAT Pool stats for "Available address" is shown incorrect for destination pool.

Available address shown zero even though destination nat IPs are availablePR1183538

• With BGPadd-path and consistent-hash enabled, when a BGP learnt route prefix with

multiple paths(next-hop) is installed in the forwarding-table, all the next-hops should

be reachable/resolvable at the time of installing the route in the forwarding-table.

However, theremight be a chance that any of the next-hops are not resolvable at that
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time, which will lead Packet Forwarding Engine's incorrect route programming. In this

case, traffic forwarded to this prefix will be affected. PR1184504

• When IPv4 firewall filter have 2625/32 destination in prefix-list , filter attached to

subscriber interface is found broken. PR1184543

• Starting with 15.1F5, the splitting of destination NAT pools across AMSmembers will

be prevented. Currently with AMS interfaces, dnat44 pools do not get split. However,

all twice-NAT destination pools are split. This is not needed and this changemakes it

so (source pools are split or/and hashing is based on source so there is never any

chance of conflict). Please work with Francois to get details. PR1184749

• Continuous reporting of the following messages might be noticed sometimes while

bringing up all IFD/IFL/IFF states at once.

Apr 1 11:16:05mx2020-1 dot1xd[16641]: %-: task_receive_packet_internal: knl Ifstate

packet from zero-len socket 8 truncated. Apr 1 11:16:05mx2020-1 dot1xd[16641]: %-:

Freeallocatedbufp:(a433004)buflen:(16384)task_receive_packet_internal: knl Ifstate

packet from zero-len socket 8 truncated. Apr 1 11:16:05mx2020-1 dot1xd[16641]: %-:

task_receive_packet_internal: knl Ifstate packet from zero-len socket 8 truncated. Apr

1 11:16:05mx2020-1 dot1xd[16641]:%-: task_receive_packet_internal: knl Ifstatepacket

from zero-len socket 8 truncated. Apr 1 11:16:05mx2020-1 dot1xd[16641]: %-: Free

allocated bufp:(a433004) buflen:(16384)task_receive_packet_internal: knl Ifstate

packet from zero-len socket 8 truncated. Apr 1 11:16:05mx2020-1 dot1xd[16641]: %-:

task_receive_packet_internal: knl Ifstate packet from zero-len socket 8 truncated.

During syncing of ifstate dot1xd, try to read all the ifd/ifl/iff state at once. In scale

scenario, the size of these information will be very high. It may exceed demon rlimit /

memory availability.PR1184948

• In IPv6 environment, adding a link local neigbour entry on subscriber interface then

adding a new lo0 address, if delete this neighbour entry and the subscriber interface,

due to software defect, the nexthop info is not cleaned properly, the rpd processmight

crash. The routing protocols are impacted and traffic disruption will be seen due to

loss of routing information. PR1185482

• Whenams-interface isconfigured inwarm-standbymodewithoutaddinganymembers,

configuration commit will lead to rdd core. PR1185702

• AMS redundant interfaces not listed under possible-completions of operational

commands. PR1185710

• In IPv6 environment with graceful Routing Engine switchover (GRES) enabled, when

a new prefix (global address) is added on the donor interface (in this case, loopback

interface), and then perform GRES, the ksyncd process crashmight be observed due

to kernel replication error. PR1186317

• Whenboth AMS-redundant interface andAMS-load-balancing interface is configured

in the system, 'Not a deterministic nat pool' syslog is generated whenever

deterministic-nat show cli command 'show services nat deterministic-nat

nat-port-block' is executed. PR1186723

• JUNOSmight improperly bind Packet Forwarding Engine ukernel application sockets

after ISSUdue to a bug in IP->TNP fallback logic. Because of that bug, threads running
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on the ukernel that relay on UDP sockets can experience connectivity issueswith host,

which in turn can lead to various problems. For instance, sntp (simple network time

protocol) client might fail to synchronize time, which in turn might lead to other

problems such as failure in adjacency formation for HMAC authenticated protocols.

PR1188087

• By default SNMPwill cache SNMP values for 5 seconds. Sometimes kernel will cache

these values for longer duration. This PR will correct the caching behavior. PR1188116

• The command "request system reboot both-routing-engines local' on VC-Mmwill

reboot only one Routing Engine on an MX-VC, with this fix, it will reboot both Routing

Engines of local chassis. In addition, this fix also removes the "set virtual-chassis

member <n> role line-card" configuration option on an MX-VC because this option is

not supported on MX-VC as designed. PR1188383

• OnMX routers, a vulnerability in IPv6 processing has been discovered that may allow

a specially crafted IPv6 Neighbor Discovery (ND) packet to be accepted by the router

rather thandiscarded. Thecraftedpacket, destined to the router,will thenbeprocessed

by the Routing Engine (RE). A malicious network-based packet flood, sourced from

beyond the local broadcast domain, can cause the Routing Engine CPU to spike, or

cause the DDoS protection ARP protocol group policer to engage.When this happens,

the DDoS policermay start dropping legitimate IPv6 neighbors as legitimate ND times

out. Refer to JSA10749 for more information. PR1188939

• Ingress queuing configuration on MPC2ENG is leading to host loopback wedge due to

some bug in the code specific to MPC2ENG; there is a mis-programming in the Junos

code for the lookup chip for this type of card. PR1189800

• When polling an si-interface hosted on an NG-MPC Non-HQoS line card

(MPC2E-3D-NG, MPC3E-3D-NG) ,there always has a 10 sec delay,which might break

SNMP polling. PR1192080

• Asdescribed inRFC7130,whenLACP isusedandconsiders themember link tobe ready

to forward traffic, the member link MUST NOT be used by the load balancer until all

the micro-BFD sessions of the particular member link are in Up state. PR1192161

• If amessage received from LLDP neighbor contains "Port Id" TLVwhich has "Interface

alias" subtypeand is longer than34bytes, subsequent runningof "show lldpneighbors"

might lead to l2cpd crash. PR1192871

• OnMX series with MPC3/MPC4/MPC5/MPC6, the VSC8248 firmware on the MPC

crashes occasionally. This PR enhances the existing VSC8248 PHY firmware crash

detection and recovery, helping recover from a few corner cases where the existing

JUNOSworkaround does not work. PR1192914

• WhenMoFRR activated, multicast source route flapping leads to corresponding

multicast traffic 100% drop. PR1194730

• On Junos OS Release 15.1R3 and later with Tomcat model BBE release, if a subscriber

login/logout which usingmulticast service, then another subscriber login and also use

multicast service, thismaycausebbe-smgdcoreonbackupRoutingEngine.PR1195504

• In inline BFD or distributed BFD (in Packet Forwarding Engine) scenario, Packet

Forwarding Engine fast reroute is not invoked anymore if the remote peer signals BFD
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ADMINDOWNmessage to local node and convergence time is performed based on

protocol signaling. PR1196243

• On platforms running Junos OSwith FreeBSD10, if tracing is enabled, due to the log

file pointer not being handled correctly for log file rotation, the rpd processmight crash

when the log file rotates. PR1196318

• DistributedBFDsessionusing inline-redirectiononMX-VCmightnotwork if theANCHOR

Packet Forwarding Engine is not within the same chassis member as the interface

where the BFD packet is received from peer device PR1197634

• L2VPNs or L2Circuit services along with lengthy interfaces descriptions might lead to

memory leak in variable-sizedmalloc block, which in turn results in RPD crash due to

"out of memory". PR1198165

• Problem: ======== The following continuous error messages are generated during

2X100GECFP2OTNMIC online onMX2K. This errormessagemeansPCI control signal

communication failure between Packet Forwarding Engine onMPC6E and PMCSierra

OTN framer (pm544x) on MIC 2X100GE CFP2 OTN. *** messages *** Jul 25

17:39:04.807 2016 MX2K :%PFE-3: fpc0 cmic_pm544x_hires_periodic: error getting

counters Jul 25 17:39:04.893 2016 MX2K :%PFE-3: fpc0 Failed in function

pm544x_manage_link:2616 Jul 25 17:39:05.267 2016 MX2K :%PFE-3: fpc0 Failed in

function pm544x_link_status:2449 Jul 25 17:39:05.267 2016 MX2K :%PFE-3: fpc0

cmic_pm544x_hires_periodic: error getting counters Jul 25 17:39:05.267 2016 MX2K :

%PFE-3: fpc0 Failed in function pm544x_manage_link:2616 Jul 25 17:39:05.267 2016

MX2K :%PFE-3: fpc0 Failed in function pm544x_link_status:2449 Jul 25 17:39:05.321

2016MX2K :%PFE-3: fpc0 cmic_pm544x_hires_periodic: error getting counters Jul 25

17:39:05.4082016MX2K :%PFE-3: fpc0Failed in functionpm544x_manage_link:2616

Jul 25 17:39:05.486 2016 MX2K :%PFE-3: fpc0 Failed in function

pm544x_link_status:2449Root cause: ===========Bugwas in converting the32bit

PCI shared address to 64 bit address.When theMSB of the 32bit address was set, the

conversionwasbuggyas it type caused it to signed long int,which resulted in extending

the signbit to first 32bits of theconverted64bit address. The first 32bit of theconverted

address is expected to be zero as our memory is only 32 bit addressable. Problem

appearance on customer deployments:

===========================================1. Issuewill beseenonly

when there are large number of nexthops in the Packet Forwarding Engine due to

Packet Forwarding Engine anchor feature before the MIC is made online. 2. If the MIC

came onlinewithout hitting this issue, then there is no chance of hitting this issue later.

Because the bugwas in the PCI sharedmemory allocation, which happens only during

the MIC online. 3. This issue started showing after the Packet Forwarding Engine

anchoring feature, which delayed theMIC online until the next-hops are sync to Packet

ForwardingEngine.Asa result theMIC is comingonlinevery lateand thesharedmemory

allocation is coming from the higher RAMaddress,which thePMCvendor code porting

layer is failing tohandle.After the fix fromthisPR,weshouldnothit this issue.PR1198295

• With MPC-NG or MPC5E hardware, the range of the queue weights on an interface is

from 0 to 124. As every queue has to have an integer value of queue weight, it might

be impossible toassign theweights in exactproportions to theconfigured transmit-rate

percentage. Therefore, when a physical interface operates in a PIR-only mode, this

might cause imprecise scheduling results. PR1200013
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• OnMX Series platforms, themspmand processmight crash on theMS-MPCwith XLP

B2 chip (e.g.REV17). The exact trigger is unknown. It is usually seenwith 70% to 90+%

CPU load conditions. PR1200149

• GUMEM errors for the same address may continually be logged if a parity error occurs

in a locked location in GUMEM. Thesemessages should not be impacting. The Parity

error in the locked location can be cleared by rebooting the FPC. PR1200503

• MS-MPC/MS-MIC: MSPMAND cores when an encrypted packet is received out of the

range of replay-window size. The issue might occur in peak loads where by encrypted

packets received, out of order due to drops in the network. PR1200739

• Dynamic firewall filter programs incorrect match prefix on the Packet Forwarding

Engine PR1204291

• Packet Forwarding Engine may install next-hop incorrectly and cause traffic loss, if

there is a next-hop policy pointing to a IPv6 address which need to be resolved.

PR1204653

• If send upstream and downstream IPv4+IPv6 traffic for PPPoE subscribers, mirrored

traffic loss would be seen. PR1204804

• VC link "last flapped" timestamp is reset to "Never" on the newbackupRouting Engine

after MX VC global GRES switchover. PR1208294

• The cpcdd daemonmight core and restart on the subscriber scenario with CPCD

(captive-portal-content-delivery) service configured. PR1208577

• OnMX running Tomcat release, if route-suppression is configured for

access/access-internal routes as well as destination L2 address suppression is

configured for the subscriber, bogus destination MACwould be generated for the

subscriber. PR1209430

• The logic to calculate the IPsec phase2 soft lifetime has been changed in 14.2R6,

resulting in an interop issue in certain scenarios. A hidden configuration statement is

provided as part of this PR which will revert the soft lifetime logic to the one used in

11.4 release. PR1209883

• BGP PIC Installs multiple MPLS LSP next hops as Active instead of Standby in Packet

Forwarding Engine. This can cause a routing loop. PR1209907

• OnMX series routers, when configuring the dynamic access routes for subscribers

based on the Framed-Route RADIUS attribute, the route will be created on the device,

however, the it will be installed as an access-internal route instead of access route if

it has /32mask length. PR1211281

• Inline Jflow - Sequence number in flow data template is always set to zero on MPC5E

and above line card type PR1211520

• On T-series platforms, if interfaces from FPC Type 4 and FPC TYPE 5 are configured

together in one VPLS routing instance, incorrect TTLmight be seen when packets go

through the VPLS domain, for example, packets received via one FPC TYPE 4might

be forwarded to other FPC type 4 with incorrect TTL. The incorrect TTL could cause

serious VRRP issue. When VRRP is enabled, after one CE sends the VRRP advertise

packets with TTL value 255, other CEmight receive the VRRP packet with TTL value
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0 and therefor discard these VRRP packets. As a result, the VRRP status in both CE

becomes Master/Master. PR1212796

• The MS-MPC/MS-MIC service cards can encounter a core when using certain ALGs or

the EIM/EIF feature due to a badmapping in memory. PR1213161

• When FPC Type 5 - 3D cards run into over-temperature condition, in T4000 router. It

is possible that under certain circumstances: - chassisd will declare the

over-temperature condition and by default the router will shut down in 240minutes.

-Over-temperatureSNMPtrap (jnxOverTemp)arenot sent toexternalNMS.PR1213591

• MX-VC: All VCP interface experiences tail-dropped as result of configuration conflict.

It is a good idea to reference documentation and customize the COS associated with

VCP interfaces. In this scenario customer has configured a corresponding xe-n/n/n

interface with just a description to denote that port is dedicated to VCP. Problem is

the resourcecalculation is impactedand reports smallerqueue-depthmaximumvalues

when both network interface xe-n/n/n and vcp-n/n/n are defined. Issue is more likely

to occur with dynamicmodification add/delete of vcp interfaces with a corresponding

network interface xe-n/n/n configured. > show interfaces queue vcp-5/3/0 | match

max Maximum : 32768Maximum : 32768Maximum : 32768Maximum : 32768

PR1215108

• If zero length interface name comes in the SDBdatabase, on detection of a zero length

memory allocation in the SDB database, a forced rpd crash would be seen. PR1215438

• OnJunosOSRelease 15.1R3and laterMXSeriesplatformrelease, ifDHCPv4orDHCPv6

subscriber is configured and the subscriber joins more than 29multicast groups, the

line card might crash. PR1215729

• Incorrect source MAC used for PPPoE after underlying AE is changed PR1215870

• Prior to this fix for Tomcat releases, parameterized family inet filterwith termmatching

on address with non-contiguous mask will result in CLI syntax error which would fail

subscriber login or CoA requests. PR1215909

• The AMS interface is configured in warm-standbymode when fail-over occurs a

percentage of the trafficmight fail to get NAT. The issue is after the failover the internal

mappings driving traffic back to the service PICmight fail. PR1216030

• If RS/RAmessages were received through an ICL-enabled(MC-AE) IFL, packet loss

would be seen and last for a while. PR1219569

• The bbe-smgd core occurred in bbe_autoconf_if_l2_inputwhenDHCP client generates

ARP. PR1220193

• During CoA request there are no changes on schedulers. Requests are received

successfully, but no changes from CoS side. PR1222553

• Due toadefect related toauto-negotiation inaPacketForwardingEnginedriver,making

any configuration change to interface in MIC "3D 20x 1GE(LAN)-E,SFP" might lead to

interface flapping. PR1222658
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High Availability (HA) and Resiliency

• In PPP environment with access-internal andmultiple routing instances, after restart

rpd process, the access-internal route might disappear. PR1174171

• Backup routingenginemight restart unexpectedlydue tomemory leakafter switchover.

PR1198005

Infrastructure

• With 13.3 releasesusingEricsson/ Juniper EPGplatforms, somesessionPICC-PICcards

might experiencesome racecondition resulting into kernel vmcores, followingby reboot

(failover to spare C-PICs) due to soft-update BSD enabled in some partitions of the

Routing-Engine. The Softdeps on freebsd is not used any longer in freebsd6where the

fix includes disabling it on all Junos OS partitions. PR1174607

• From Junos OS Release 15.1 and later, smart error message of Unigen SSDmay be

seen. Smartd reads SSD attributes and checks on 197-current-uncorrectable,

198-offline-uncorrectable by default. To Unigen, 198 is not = Offline-Uncorrectable, it

is 'Total Count of Read Sectors'. As it is Total-Read, such attribute(198) always carries

value and smartd reports it as 'Offline Uncorrectable Error'. PR1187389

• The statistics info of em0 is 0 when checking by SNMP or CLI show command.

PR1188103

Interfaces and Chassis

• In a VPLS scenario the floodNH for the defaultmesh groupmight not be programmed

properly. A complete black-holing for the VPLS instance would be seen as a

consequence. PR1166960

• In previous release, only IEEE classification is supported for CFMOAM packets. In the

fix, we will support 802.1AD based filter for CFMOAM packets. when Linktrace and

loopback requests are received in MX, 802.1p bits is used to determine the forwarding

class and queue for response or linktrace request forwarded to next router, this cause

these PDUs are put to wrong queue when input-vlan-map pop is present because

receivedPDUdoesn't carry 802.1p bits. In the fix, wewill use incoming forwarding class

to determine the 802.1p priority and outgoing forwarding class and queue for new

generated response or link trace requests. PR1175951

• On dual Routing Engine system, if master Routing Engine is running Junos OS

13.3R9/14.1R7/14.2R5/15.1R3/15.2IB or later, backup Routing Engine is running Junos

OSprior to 13.3R9/14.1R7/14.2R5/15.1R3/15.2IB, amajor alarm is raised. This is cosmetic

and can be safely ignored. Please upgrade backup Routing Engine to the same release

with master Routing Engine to avoid the issue.

user@router> show system alarms 2 alarms currently active Alarm time Class

Description2016-xx-xx xx:xx:xxUTCMajorPEM1NotOK2016-yy-yy yy:yy:yyUTCMajor

Host 1 failed to mount /var off HDD, emergency /var created <<<<<<<<<<<<<<<

PR1177571

• In the hsl2 toolkit, there is a process which periodically checks the ASICs which

communicate through it. Due to a bug in the toolkit code, the process used devalidate

the very ASIC that it used to process, due to which the crash happens. PR1180010
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• When there is a configuration change about OAMCFM, cfmdmemory leak is observed

and sometime also might trigger cfmd crash info as follows. Following messages are

observed: /kernel: Process (44128,cfmd) has exceeded 85% of RLIMIT_DATA: used

378212 KBMax 393216 KB PR1186694

• The jpppdmight crash with a core dump due to memory heap violation associated

with processing MLPPP requests PR1187558

• If "filter" configuration statement is present in PPPoE traceoptions configuration, the

resulting log file will contain only part of messages about establishment of the

interesting PPPoE session, but will contain information related to other sessions

established at the moment PR1187845

• SLR's/DMR's are not getting classfied to Forwarding Class when CCM configured on

AE with member links from NGMPC card. PR1189254

• In OAM CFM (connectivity-fault-management) scenario on AE interfaces with

maintenance-domain level (for example: 3) configuration, when sending OAM CFM

LBMmessages with level which is smaller than configured level to ingress interface of

VPWSwith QinQ encapsulation, they are not dropped by ingress PE. PR1191818

• MAC addresses are incorrectly assigned to interfaces by the MX-VC SCC (global)

chassisd daemon, leading to duplicate addresses for adjacent FPCs. PR1202022

• ACFMDcorewill be generated upon commit if the following conditions aremet: * CFM

is configured * Onmis-configuration of icc format for MA (e.g. ICC name-format does

not start with a character) PR1202464

• For the duration of GRES, if an async message for RTTABLE is received at DCD during

initialization, it might result in unexpected state changes, the traffic forwarding might

be affected. This is a timing issue, it is hard to reproduce. PR1203887

• Whenconfiguring "vlan-tags" for any interface, if the interfaceconfiguration is changed

continually, the dcd process might memory leak. If the memory is exhausted, the dcd

process might crash. PR1207233

• When VRRP is configured on IRB interface with scaling configuration (300k lines), in

corner case, handles might not be released appropriately after their use is over. As a

result of that, memory leak on vrrpdmight be seen after configuration commit.

PR1208038

• Access-internal route not installed for Dual Stack subscriber terminated in VRF at LNS

with on-demand-ip-address PR1214337

• During L2TP session establishment on MX LAC, if CPE attempts to negotiate MRU

higher than 1492 bytes, spurious MRU of 1492 bytes is included into the Last Received

ConfReq AVP in ICCN packet. PR1215062

• In ppp subscriber scenario, if jpppd process receives the reply message from

radius/tacplus serverwhichhascharacterof%, itmight cause jpppd tocrash.PR1216169

Layer 2 Ethernet Services

• In DHCP environment, if interface is deleted and recreated in single commit, the

duplicate DHCP subscriber is not getting bound. PR1188026
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• If a client sends a DHCP Request packet, and Option 55 includes PAD option (0), a

DHCP ACKwill not be sent back to the client. PR1201413

• In dhcp relay environment, when delay-authentication and proxymode are configured

at same time. Jdhcpdmay core due to NULL session ID. PR1219958

Multiprotocol Label Switching (MPLS)

• In the following scenario where 1) The PHOP link goes down and the router becomes

MP for a LSP. 2) After some time, NHOP link for the same LSP goes down. The router

becomes PLR for the same LSP. So effectively, the router is both MP and PLR for the

same LSP. In this scenario, the router sends incorrect PathErr message for the backup

MP PSB. It sends "Bad strict route" PathErr instead of "Tunnel local repaired" PathErr.

PR1132641

• Due to JunosOSRelease 15.1 enabling process rpcbind in FreeBSDby default, port 646

might be grabbed by rpcbind on startup, which causes LDP sessions failing to come

up. PR1167786

• RSVP signalled p2mp sub-LSP with atleast 1 or more sub-LSPs in a down state might

not get re-optimized in the event of a transit core link going down. If there are no

sub-LSPs in a down state at the time of re-optimization then this issue won't be seen.

This cancause traffic dropover the sub-LSPwhichare carrying trafficwhichareunable

to get re-optimized. This PR addresses this issue. PR1174679

• On Juniper devices with "link-protection" configured and with/without

"optimize-adaptive-teardown p2p" configured, rpdmight crash after link flap.

PR1186003

• With a high degree of aggregation and a large number of next hops for the same route,

ldp may spend toomuch CPU updating routes due to topology changes. This may

result in scheduler slip and ldp session timing out. PR1192950

• Packets will be out-of-order if they are Router Engine(RE) generated and go over

unilist/ECMP. PR1193697

• Changing the configuration under both [ protocols pcep ] and [ protocols mpls

lsp-external-controller ] might trigger rpd to crash due to a race condition. PR1194068

• If LDP neighbor relationship is over unnumbered interface, then flapping interface, the

LDP will fail to advertise label binding. PR1202071

• With two Routing Engines and ldp export policy or l2-smart-policy configured. rpd on

thebackupRoutingEnginemaycrashwhen ldp is trying todeletea filtered labelbinding.

PR1211194
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Network Management andMonitoring

• A trailing newline was erroneously added to the $$.message variable, this had

undesirable effects for some use cases when using the 'event-options policy <> then

execute-commands commands <>' stanza. The fix escapes any newline chars which

mitigates the issue. PR1200820

Platform and Infrastructure

• If IGMPsnooping is enabled in a routing-instance (RI), in a very rare condition, the IGMP

packets received in this RI might get dropped by firewall filter configured on loopback

interface in master instance, which leads to multicast blackholing. PR1092494

• Preventingan issuewhereone could endupwith two<Junos: comment>entries under

the [interfaces] stanza. PR1102086

• In software versions which contain PR 1136360's code changes on MX-VC systems,

when J-Flow isnot configuredandequal-costmultipath (ECMP) load-balanced routes

occur, the linecardsmay stop forwarding packets after logging any of the below errors

prior to possible linecard restart or offline:

- PPE Thread Timeout Trap. - PPE Sync XTXN Err Trap. - Uninitialized EDMEM Read

Error. - LUCHIP FATAL ERROR. - pio_read_u64() failed.

(A possible workaround is to configure J-Flow and restart all linecards.)

In software versions which do not contain PR 1136360 solution, on MX Series Virtual

Chassis (MX-VC) with "virtual-chassis locality-bias" configured, when equal-cost

multipath (ECMP) load-balancing is occurring in the VC system, multicast streams

and flooded Layer 2 streamsmay be duplicated or lost. Disabling "virtual-chassis

locality-bias" from the configuration will eliminate the problem. PR1104096

• Configuring one groupwith configuration of routing-instances and applying this group

under routing-instances, then the rpd process will crash after executing

"deactivating/activating routing-instances" commands. As a workaround, you can

avoid using "apply-groups" under routing-instances hierarchy. PR1109924

• OnMX Series platformwith MPC6E linecard, MPC6 only has 2 PICs (PIC number 0/1),

if we try to configure an si interface with PIC number beyond range (PIC number 2) on

MPC6E, it might crash, and traffic forwarding might be affected. PR1160367

• In CoS environment with shaping-rate configuration under interface, if flapping that

CoS interface, the shaping-rate function does not take effect. As aworkaround, please

deactivate/activate interfaces to avoid the issue. PR1163147

• Because of an internal timer referring Time in Unix epoch (UNIX epoch January 1, 1970

00:00:00UTC) value gettingwrappedaround for every 49days, flowsmight get stuck

for more than the period of active/inactive time out period. The number of flows that

get stuck and how long they get stuck can not be deterministic exactly, which depends

on the number of flows at the time of timer wrapping around. PR1173710

• This PR fixes an FD (file descriptor) leak problem in MGD process when netconf

traceoptions are set. If <commit> rpc is executed via netconf session, there is an FD

leak in the corresponding MGD pid. PR1174696
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• OnMX2020/2010, chassisd file rotation on commit check will cause the trace file to

be stuck and no other operational chassisd eventswill be logged until chassisd restart.

PR1177625

• When graceful Routing Engine switchover (GRES) is configured, the ksyncd crashes

on backup Routing Engine (RE) if a VPN static route has a network address as a

next-hop. This causes that the backup Routing Engine is not ready for graceful

switchover. PR1179192

• The issue happens after GRES. If commit on the newmaster during the config sync

from the old master, commit might fail. PR1179324

• In IPv6 sampling environment, if flapping IPv6 routes frequently, in rare condition, due

to a software defect, free of route node is not deleting it from radix node, so the Packet

Forwarding Enginemight crash. This is a corner case, it is hard to reproduce. PR1179776

• OnMX platformwith LU chipset such as MPC1/ MPC2/ MPC3E/ MPC4E/MPC 3D

16x10GE or T platformwith FPC type 5, if one interface is applied COS schedulers with

transmit-rate percent and rate-limit parameter, then for pseudowire traffic, the traffic

transmit-rate percent is not correct. PR1180427

• If igmp snooping is configured in a VPLS routing instance and the VPLS instance has

no active physical interfaces, multicast traffic arriving from the core might be send to

the Routing Engine. As a result, host queues might get congested and it might cause

protocol instability. Asaworkaround, configureadummyactivate interface in theVPLS

routing instance can avoid this issue. PR1183382

• OnMX2K, the 'commit full' operation, or committing configuration under 'system'

stanza(suchas root-authenticationand fxp0 interfaces) cancause transient Fancheck

Major alarm and Fan full speed. The Fan Tray spins at full speed for a while, then goes

back to normalwith clearing the alarm. The Fan check alarm and corresponding snmp

trap are temporal, and they can be safely ignored.

user@MX2K> show chassis alarms 2 alarms currently active Alarm time Class

Description 2016-05-17 19:49:57 JSTMajor Fan Tray X Failure 2016-05-17 19:49:57 JST

Major Fan Tray Y Failure usr@MX2K> show chassis environment Class Item Status

Measurement Fans Fan Tray X Fan 1 Check Fan Tray X Fan 2 Check Fan Tray X Fan 3

Check Fan Tray X Fan 4 Check Fan Tray X Fan 5 Check Fan Tray X Fan 6 Check Fan

Tray Y Fan 1 Check Fan Tray Y Fan 2 Check Fan Tray Y Fan 3 Check Fan Tray Y Fan 4

Check Fan Tray Y Fan 5 Check Fan Tray Y Fan 6 Check

When MPC9E is installed in MX2K, the Fans usually keep around 6K rpm, and the fan

speed control is frequently done by the Junos OS software. In this situation, when all

daemons are re-evaluated(by commit full or config change under system stanza), the

software bug causes the fan status to be checked within quite small period, then the

Junos OS software recognizes that the fan is faulty because the fan speed has not

reached the target speed yet when the fan status is checked within the small period.

After the fan alarm is detected, the fans are expected to start working with full speed

to cool the system components.

The fan status check logic is fixed by this PR. The fan status is checked after the fan

speed is stabilized, hence we do not see this transient fan alarm. PR1185304
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• In a very rare scenario, during TAC accounting configuration change, auditd daemon

crashes due to a race condition between auditd and its sigalarm handler. PR1191527

• VPLS: FPCCPUgoeshigh for severalminuteswhenmac/arpare learnt via lsi interfaces.

The FPC CPU goes high during the learning phase and issue can be seen with various

triggers that result inmac/arp re-learninge.g.mac flush, FPC rebootor link flap resulting

in mac flush etc. For agent smith cards (MPC 3D 16x 10GE), the CPUmay remain high

for upto30minuteson learning/re-learningof 10karp/macvia irb lsi interfacesProblem

is only seen if there are ARPs learnt in bulk over irb lsi interfaces. PR1192338

• Insertion of an offlinedMPC6E into theMX2K chassis can cause the FPC Temp sensor

to detect transient "WARM TEMP" condition, and the chassis FAN in the same zone

goes to high speed.

*** messages ***

Jul 12 18:10:17.698 MX2K-re0 chassisd[xxxx]: CHASSISD_SNMP_TRAP7: SNMP trap

generated: FRU insertion (jnxFruContentsIndex 7, jnxFruL1Index 3, jnxFruL2Index 0,

jnxFruL3Index 0, jnxFruName FPC: MPC6E 3D@ 2/*/*, jnxFruType 3, jnxFruSlot 2)

MX2K-re0> showchassis zones |refresh 2 ---(refreshed at 2016-07-12 18:10:18 JST)---

ZONE0Status Driving FRUFPC 2Temperature 63 degrees C / 145 degrees F Condition

WARM TEMP <------------------------ Warm temp is detected Num Fans Missing 0

NumFans Failed0 FanDuty Cycle 27 ZONE 1 StatusDriving FRUSFB5SFB-XF2-Zone1

Temperature 59 degrees C / 138 degrees F Condition OK Num Fans Missing 0 Num

Fans Failed 0 Fan Duty Cycle 27 ---(refreshed at 2016-07-12 18:10:20 JST)--- ZONE 0

Status Driving FRU FPC 2 Temperature 63 degrees C / 145 degrees F ConditionWARM

TEMP<------------------------Warm temp is detectedNumFansMissing 0NumFans

Failed 0 Fan Duty Cycle 27 ZONE 1 Status Driving FRU SFB 5 SFB-XF2-Zone1

Temperature 59 degrees C / 138 degrees F Condition OK Num Fans Missing 0 Num

Fans Failed 0 Fan Duty Cycle 27 ---(refreshed at 2016-07-12 18:10:22 JST)--- ZONE 0

Status Driving FRU FPC 2 Temperature 63 degrees C / 145 degrees F Condition OK

Num Fans Missing 0 Num Fans Failed 0 Fan Duty Cycle 27 ZONE 1 Status Driving FRU

SFB 5 SFB-XF2-Zone1 Temperature 59 degrees C / 138 degrees F Condition OK Num

Fans Missing 0 Num Fans Failed 0 Fan Duty Cycle 27

Jul 12 18:10:27.489 MX2K-re0 chassisd[xxxx]: Fan Tray 0: zone 0 fan_speed current

27% target 50% raising ratio 0.80 (linear) FPC 2 temp 72 last 72WTC 55WT 60 high

limit 75 i2c_ratio 0.80 Jul 12 18:10:27.490MX2K-re0 chassisd[xxxx]: Fan Tray 0: set

fan_speed to50%cfg_speed50%(linear) Jul 12 18:10:27.492MX2K-re0chassisd[xxxx]:

Fan Tray 1: zone 0 fan_speed current 27% target 50% raising ratio 0.80 (linear) FPC

2 temp 72 last 72WTC 55WT 60 high limit 75 i2c_ratio 0.80 Jul 12 18:10:27.492

MX2K-re0 chassisd[xxxx]: Fan Tray 1: set fan_speed to 50% cfg_speed 50% (linear)

Jul 12 18:10:47.517 MX2K-re0 chassisd[xxxx]: Fan Tray 0: zone 0 fan_speed current

50% target 27% falling ratio 0.00 (linear) SFB 2 SFB-XF0-Zone0 temp 63 last 63

WTC70WT75high limit90 i2c_ratio -0.60 Jul 12 18:10:47.517MX2K-re0chassisd[xxxx]:

Fan Tray 0: set fan_speed to 27% cfg_speed 27% (linear) Jul 12 18:10:47.519MX2K-re0

chassisd[xxxx]: FanTray 1: zone0 fan_speed current 50%target 27% falling ratio 0.00

(linear) SFB 2 SFB-XF0-Zone0 temp 63 last 63WTC 70WT 75 high limit 90 i2c_ratio

-0.60 Jul 12 18:10:47.520 MX2K-re0 chassisd[xxxx]: Fan Tray 1: set fan_speed to 27%

cfg_speed 27% (linear) PR1193273
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• A rare VMCORE can occur caused due to process limit being breached by toomany

RSHD children processes being created PR1193792

• After system boot up or after PSM reset wemay see "PSM INP1 circuit Failure" error

message PR1203005

• WhenaNetconf<get route information>RPC is executed for all routes via ssh transport

session and the session is terminated before all the route information is retrieved, the

MGD process and RPD daemonwill cause high CPU utilization for an extended period

of time. Example of issues caused by this high CPU utilization for an extended period

is as follow: BGP neighbors holddown timer expires and become ACTIVE OSPF

adjacencies reset during database exchange OSPF LSA retransmissions events on

neighboring nodes due to missing ACKs LDP sessions time out non distributed BFD

sessions being reset due to missing keepalives PR1203612

• If Inline JFlow is configured in scaled scenarios, Inline JFlow Sampler route database

is taking huge time to converge. PR1206061

• When "commit confirmed" is used after performing some changes, and an empty

commit is performed to confirm the changes, the previous changes related processes

will be notified again which is unnecessary. It might cause session/protocol flap.

PR1208230

• If a Unicast or Multicast source sends a fragmented packet (a packet which exceeds

the MTU of its outgoing interface) to the router and it needs to resolve the destination

route, then only the first fragment of the packet is sent when the route it resolved.

PR1212191

• OnMX2K,MICoutput is seenwhenthere isnoMIC inMPCunder "showchassishardware

detail".

Steps to reproduce the issue: 1. offline MPC 2. physically remove MPC 3. physically

remove MIC from the MPC 4. reinsert MPC 5. online MPC

usr@MX2K> show chassis hardware detail |find fpc FPC 0 REV 68 750-044130

ABDA1879 MPC6E 3D CPU REV 12 711-045719 ABDA1735 RMPC PMBMIC 0 REV 14

750-049457 ABCY5322 2X100GE CFP2 OTN >>>>>>>> NoMIC inside MIC 1 REV 26

750-046532 ABCZ3853 24X10GE SFPP >>>>>>>>>>NoMIC inside XLM 0 REV 13

711-046638 ABDA1859MPC6E XL XLM 1 REV 13 711-046638 ABDA1787 MPC6E XL

PR1216413

• This rmopd core was caused by the NULL pointer in SW function. PR1217140

• When any MPC line card is offlined, it goes offline via all offline flows and connection

is cleaned, but in the end of the offline flow, somehow it delays powering off the line

card. The chasd powers off the MPC via I2cs write the respective power registers, but

in hardware it is not really powering off. As a consequence, sinceMPC is still power-on

but connection is down, it will try to reconnect, then start to come up automatically

within 10 secs. It occurs sometimes (not all the times). PR1222071

Routing Policy and Firewall Filters

• With rib-groups configured for importing routing information tomultiple routing tables,

unexpected route refresh might happen when committing configuration change, due

to a defect in code related to secondary table list handling. PR1201644
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• From Junos OS Release 15.1, memory leak on policy_object might be observed if the

configuration of policies is added and deleted in high frequency. Not all polices make

memory leak, and only the container policy referred in policy statement hits this issue:

the "from" inpolicy invokes the termswhich isdefined inpolicy-options, e.g. community,

as-path, prefix-list. This is the configuration example. set policy-options prefix-list pl

set policy-options policy-statement from prefix-list pl PR1202297

Routing Protocols

• JunosOSexhibits twodifferentnext-hopadvertisementbehaviors forMP_REACH_NLRI

on amulti-hop eBGP session, based on whether it is loopback peering or physical

interface peering. When the routers are peering on their loopback, only the global IP

of the interface (lo0) is advertised, whereas when the routers are peering through the

physical interface, both global and link-local address are advertised as the NHs.

PR1115097

• When BGP speaker hasmultiple peers configured in a BGP group andwhen it receives

the route from a peer and re-advertises route to another peer within the same group,

MIB object "jnxBgpM2PrefixOutPrefixes" to the peers in the same group reports the

totalnumberofadvertisedprefixes in thegroup.MIBvalue"jnxBgpM2PrefixOutPrefixes"

is defined as per peer basis but it looks as if it is per group basis. As a workaround, we

can get the number of advertised prefixes from CLI command "show bgp neighbor"

instead. PR1116382

• WhenBidirectional Forwarding Detection (BFD) is configured, after changing theMTU

(between 1514 and 9192) of physical interface (IFD) where the BFD session is located,

2 issues might be seen as below. Issue 1: after link flapping, the BFD session may not

come up due to incorrect mapping. Issue 2: there might be stale BFD sessions. This

issue may also be seen when changing the interval from aggressive to a very less

aggressive interval (e.g. change to 2 sec). PR1116666

• On Junos OS based products, changes in routing-instance, like changing

route-distinguisher or routing-option changes in some corner cases might lead to rpd

crash. As a workaround always deactivate routing-instance part that is to be changed

before committing the changes. PR1134511

• When we have a route received from different eBGP neighbors, for this specific route,

if all BGP selection criteria is matching, we will end up using router ID. As this is eBGP

route, soBGPwill useactive routeas thepreferredone.Now if this specific route flapped

with sequence from the non-preferred to the preferred path, RPDwill run the path

selection. During RPD path selection wemight generate a core file. This issue has no

operational impact, also a workaround is available to avoid this issue. PR1180307

• Please refer to the following topology. If the opposite Router's interface "A" is down

by "disable/deactivate/delete" configuration, BFD timeout detection might be long

delay. Topology +-----+ | DUT | OSPF | |-------------+ +-----+ | A | | | | | | | +------+

OSPF(p2p) | | R2 | bfd | | | | | +------+ | | | V intf A | | +-----+ | | R1 |-------------+ | | OSPF

+-----+ PR1183353

• If we have post-policy BMP configured & import policy rejects the route making it

hidden, we will still periodically send this Unreachable Prefix to the BMP station.
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May 17 15:45:05.047931 bmp_send_rm_msg called, found post-policy prefix

101.66.66.66/32, peer 10.0.1.1 (External AS 65101), station BMP_STATION_2. May 17

15:45:05.047943 import policy rejectedpost-policyprefix 101.66.66.66/32, peer 10.0.1.1

(External AS 65101), station BMP_STATION_2. May 17 15:45:05.047986 generating

post-policy delete for prefix 101.66.66.66/32, peer 10.0.1.1 (External AS 65101), station

BMP_STATION_2.May 17 15:45:05.048001 BMP: type0 (RM), len 76, ver 3, post-policy,

for Peer 10.0.1.1, station BMP_STATION_2. May 17 15:45:05.048018 Peer AS: 65101 Peer

BGP Id: 10.0.1.1 Time: 1463492684:0 (May 17 13:44:44)May 17 15:45:05.048027Update:

message type 2 (Update) length 28. May 17 15:45:05.048034 Update: Unreachable

prefix data length 5. May 17 15:45:05.048047 Update: 101.66.66.66/32 PR1184344

• Any configuration change can cause deletion of a firewall filter created for a routing

instance if the flowspec routes in that instance are imported using rib-group, and there

is no "inet-vpn flow" address family configured and the routing instance does not have

any BGP group configured with "inet flow" address family. PR1185954

• On the RSVP LSP scenario with ISIS TE configured, memory leak might happen in rpd

andPacket ForwardingEngine after the LSP re-optimization, and thismigth cause FPC

crash. PR1187395

• The rpdmight crashwhenprinting the socket addressof type inet6 flowaddress family

while the buffer is not sufficient to print decimal number. PR1188502

• Multicast routing tabledisplays inconsistentMoFRRstateafter activating/deactivating

MoFRR. This is a cosmetic issue and has no impact on traffic. PR1194729

• On executing "show task replication" command, IS-IS could be shown as "Complete"

if IS-IS is not configured on the device. If IS-IS is configured, the replication will be

shown correctly (NotStarted/InProgress/Complete). No other functionality impacted.

PR1199596

• The VRF related routes which are leaked to the global inet.0 table and advertised by

theaccess routersarenotbeingadvertised toglobal inet.0 tableon thecore.PR1200883

• Withnonstop-routing (NSR)enabled, all runningprotocols includePIMandNG-MVPN

will be replicated, if NSR is disabled only under PIM "set protocol pim nonstop-routing

disabled", this will remove both PIM and NG-MPVN from replicated list, then adding

PIM NSR again by "delete protocol pim nonstop-routing disabled" will not work as

expected and PIM will not be added. PR1203943

• In a situation which a BGP route is resolved using a secondary OSPF route which is

exported from one routing-instance to another routing-instance. If the BGP route is

being withdrawn while the OSPF route is deleted, rpdmight restart unexpectedly.

PR1206640

• BGP routes are rejected as cluster ID loop prevention check fails due to a

mis-configuration. But when themis-configuration is removed BGP routes are not

refreshed. The fix of this issuewill send a soft route refresh dynamically when a cluster

ID is deleted. PR1211065
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• If a NSR enabled router is providing graceful restart support for a restarting peer, and

the standby is unconfigured, then rpdmay core on the standby during the shutdown.

PR1212683

• EBGP peer may remain "Idle" at NSR backup-Routing Engine, after Interface-down

event PR1215855

Services Applications

• OnMX platform, when using MS-MPC, the "idpd_err.date" error message is filling

var/log. Please refer to KB30743 for details. PR1151945

• During"commit synchronize"operation,whencommitgetsexecutedonbackupRouting

Engine, system is idling for 10 seconds after the following operation (can be observed

with "commit synchronize | display detail"): 2016-07-07 10:30:04 CEST: Spawning

IPSec Key Management daemon to check new configuration This slows down the

whole commit process exactly by 10 seconds. Issue can only be seen when IPSec is

configured and, therefore, IPSec Key Management daemon (kmd) is running (needed

by configuration). PR1185504

• When using MS-DPC under heavy load condition (e.g. with about 7m flows) with

deterministic NAT and port block allocation (PBA) scenario, in rare condition, MS-DPC

crashmay occur due to memory issue. PR1186391

• Attempting to ping a subscriber address from the L2TP LNS CLI will fail. PR1187449

• Issue happens in specific corner cases and Acceptable workaround is available. If we

bring down the complete subscriber and bring it back up again. Family bring up will

work. PR1190939

• When using NAT on the MX, the FTP ALG fails to translate the PORT command when

the FTP client using Active Mode requests AUTH(SSL-TLS) and the FTP server does

not use AUTH PR1194510

• WhenMS-PIC is running on T640/T1600/T4000, the number of maximum service

sets is wrongly limited to 4000, instead of 12000. This might impact in scaled service

(IPsec, IDS, NAT, Stateful firewall filter, etc) environment. PR1195088

• After upgrading M series router (LNS) to 15.1R4.6, it was observed that L2TP sessions

are not coming up due to PPP CHAP authentication failure. L2TP control messages

are sent/received and tunnel id is obtained. PPP LCP is also successful. During PPP

CHAP phase only Challenge and Responsemessages are present and then L2TP CDN

is initiated. PR1201733

• When configuring Network Address Translation (NAT) service, the service route is still

available in route table even after disabling service interface. Any types of service

interfaces (except ams- interface) that supports NATmight be affected. PR1203147

• OnMX series with L2TP configured, for some reason the L2TP packet in ICRQ

retransmissionmessage is set to incorrect value, and this causes frequent L2TPsession

flaps. PR1206542

• OnMX Series routers with subscriber management feature enabled used as a LAC

(L2TPAccessConcentrator), a small amountofmemory leak is leakedby jl2tpdprocess

on the backup Routing Engine when subscriber sessions are logged out. PR1208111
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Subscriber Access Management

• In DHCP relay scenario, DHCP relay binding might get stuck in

"RELEASE(RELAY_STATE_WAIT_AUTH_REQ_RELEASE" state due to the LOGOUT

Request is not processed correctly by authenticationmanager process (authd) if there

weremultiple attempts to activate Lawful Intercept (LI) for thisDHCPsubscriber using

RADIUS change of authorization (CoA) packets in quick succession. PR1179199

• If aborting "test aaa ppp" command with Ctrl-C, due to a software defect, when

subscriber logout, the system does not wait for logout response, subscriber is

immediately removed. Because of this, dfwd daemon is not able to clear filters in time

and results in stale entries. The stale info might affect subscriber login and logout.

PR1180352

• In theevent, suchas JSRC re-sendingaPPRwithapolicy-install for analready installed

policy or policy-remove for a non-existing policy (resulting if the SRC goes down after

issue the PPR but before receiving or preserving the response), the outcome of the

processing is to “do-nothing” which results in a different code path.PR1189020

• On EX2200/EX3300 series switches configured dhcp-local-server, it brings up a few

(say 6 or more) or all interfaces which is under dhcp-local-server hierarchy at once

then the authd process continually core dumps causing the switch get in stuck and

resulting in packet drop. PR1191446

• Whendestination-override is used(root@user#set systemtracingdestination-override

sysloghost<host ip>), the userAccess events are not sent to the external syslog server.

PR1192160

• OnMX series platform, when using RADIUS dynamic requests for subscriber access

management, if the device detects that the CoA-Request it received is same with the

one inprocessingprogress, the routerwouldsendCoA-NAKpacketback to theRADIUS

server with incorrect code 122 (invalid request) wrongly, before sending CoA-ACK

packet in response to the original CoA-Request that was being processed. In this case

the router should ignoreallRADIUSCoA-Request retriesand respondonly to theoriginal

CoA-Request packet. PR1198691

• Incorrect service-accounting name in radius accounting record if service activated by

SRC PR1206868

• If RADIUS return Framed-route="0.0.0.0/0" to a subscriber terminated on Junos OS

platform, this subscriber can not login due to authentication error. PR1208637

• OnMX Series routers with subscriber management feature enabled, after GRES

switchover "show network-access aaa statistics radius" CLI command display only

zeros and "clear network-access aaa statistics radius" doesn't clear statistics as it

should. It's a cosmetic issue and communication with Radius server is working fine,

the only impact is that affected CLI commands do not work as expected. PR1208735

• If radius Primary-WINS(Juniper-ERX-VSA) is set as 0.0.0.0, subscribers is rejected by

Authd and doesn't negotiate further. PR1209789

• Commit error: "Radius-Flow-Tap LSRI "" is in use by subscriber, cannot be removed

from the configuration" might be seen after two consecutive GRES switchovers if a
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subscriberwith lawful interceptmirroringenabledwas logged inbefore the switchovers.

PR1210943

User Interface and Configuration

• When entering the "restart r" incomplete command in the CLI, the command "restart

routing" is executed. It should throw an error like "error: invalid daemon: r". PR1075746

• Config database is locked by "root" user when trying to commit vpls circuit configs in

"config exclusive" mode. PR1208390

• If user enter configuration mode with "configure exclusive" command, after

configuration is automatic rollback due to commit un-confirmed, user still can make

configuration changes with "replace pattern" command, the subsequent commit fails

with "error: access has been revoked". After exit configuration mode, user fail to enter

configuration mode using "configure exclusive" with "error: configuration database

modified". PR1210942

• When persist-groups-inheritance is configured and you issue a rollback, it will be seen

that the configuration is not propagated properly after a commit. PR1214743

VPNs

• In a multi-homed source topology in NG-MVPN (applicable to both inter-AS and

intra-AS scenario), there are two problems: The first problem is Multicast (S, G)

signaling doesn't follow RPF. When the routing table (mvpninstancename.inet0) has

two routes, due to the policy configuration, the best route to the source is via theMPLS

core, but Multicast (S, G) PIM join and NG-MVPN Type 7 both point to inactive route

via local BGPpeer. The secondproblem iswhen "clear pim join instanceNG" is entered,

the multicast forwarding entries are wiped out. PR1099720

• After a GRES with NSR enabled, in NG-MVPN scenario, on the new backup RE RPD is

consumingmore than 90%CPU. This issue happens rarely and it is not reproducible.

PR1189623

• InBGPVPLSenvironment, sometimeswe receive routes fromBGPwith invalidnext-hop

related information. In such scenarios, VPLS should treat them as bad routes and not

send them to rpd infra for route resolution. Due to a software defect, the bad routes

are passed to the route resolver, which might lead to rpd process crash. The routing

protocols are impacted and traffic disruption will be seen due to loss of routing

information. PR1192963

• With MVPN and NSR enabled, high CPU on backup Routing Engine might be seen.

MVPN on backup Routing Engine is re-queuing c-mcast events for flows as it is unable

to find phantom routes frommaster routing-engine. However as routes is not reaching

frommaster Routing Engine so backup Routing Engine keeps trying causing high CPU

triggered by rpd processing. PR1200867

• In MVPNmode SPT-only, the first multicast packet is lost when the source is directly

connected to the PE. PR1204425
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Resolved Issues: 15.1R4

• Class of Service (CoS) on page 199

• Forwarding and Sampling on page 199

• General Routing on page 201

• High Availability (HA) and Resiliency on page 207

• Infrastructure on page 207

• Interfaces and Chassis on page 208

• Layer 2 Features on page 209

• MPLS on page 210

• Network Management and Monitoring on page 212

• Platform and Infrastructure on page 212

• Routing Policy and Firewall Filters on page 215

• Routing Protocols on page 215

• Services Applications on page 217

• Subscriber Access Management on page 217

• User Interface and Configuration on page 218

• VPNs on page 218

Class of Service (CoS)

• When customers delete an IFL from an interface-set that has CoS applied to it and

activateCoSprofile directly on that IFL in one single commit, commit failswith an error.

Commit goes through if they do it one by one, delete IFL from interface set, commit

and then activate CoS on that IFL, commit. PR1169272

Forwarding and Sampling

• Configuration statement "interface-mac-limit" might be set to default value when

activating "mac-table-size" on a VPLS routing instance. Restarting l2ald, reapplying

the "interface-mac-limit" or changing to another value (set interface ge-3/1/0.0

interface-mac-limit 510) fixes the issue. user@router> show vpls statistics | match

count Current MAC count: 0 (Limit 1024) << set to default value 1024 instead of the

value set by interface-mac-limit PR1025503

• In some rare cases, SNMPmight get Output bytes of Local statistics instead of the

Traffic statisticswhen retrievingOutput bytes of Traffic statistics on a logical interface.

PR1083246

• When using MX Series-only features (gre decapsulate or payload protocol in IPv6), a

changeofpolicersor counters toanexisting firewall filter usingphysical-interface-filter

or interface-specific configuration statementswill not be correctly detected byMIB2D.

PR1157043

• Configuration container [protocols] [l2-learning] [global-mac-move] is made visible.

The functionality under it are already supportedbut the commandwashidden till now.

PR1160708
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• Configuration is restricted to include uid variables in variable expressions Please find

the following example as below root@R1# show dynamic-profiles SERVICE-PROFILE

variables input-filter { mandatory; uid-reference; } input-bwmandatory; output-filter

{ mandatory; uid-reference; } output-addr1 mandatory; output-addr2 mandatory;

fin1-uiduid; fout1-uiduid; fout2-uiduid; policer1-uiduid; prefix1-uiduid; term-var equals

"ifNotZero($output-addr1,'voice:'##$fout2-uid##':'##$fout1-uid)"; root@R1#commit

error: syntax error in profile SERVICE-PROFILE variable term-var error: syntax error in

variables stanza in profile SERVICE-PROFILE error: foreign file propagation (ffp) failed.

PR1168994

• This issuewill be seenonlywhen there are huge number of routes having different BGP

NHs pointing to the sameAS. Depending on the number of routes pointing to ASpaths

and also the difference in BGP NHs in the routes can shoot up the SRRD CPU

consumption. In the real network this issuemight not be seen often, as the number of

ASpathswill behugeand the routes referring theseASpathswill beusually distributed

among the AS paths. Even if the routes are pointing to the same AS, the impact would

be lesser than the one seen in this PR. PR1170656

• When polling SNMP counters for MX series-Only firewall filters,

MIB2D_RTSLIB_READ_FAILURE cosmetic errormessagesmight get reported in syslog.

PR1173057

• statistics-service daemon (pfed) experiences constant memory leak of 10 KB every 2

minutes when MobileNext package is installed: > show version Model: mx480 Junos:

14.1X55-D30.10 JUNOSBaseOSboot [14.1X55-D30.10]<...> JUNOSMobileNextRouting

Engine Software [14.1X55-D30.10] <<< this package. PR1174193

• Even if packets do not match firewall filter conditions, wildcard mask firewall filter

might match any packets. << Sample config >>

------------------------------------------------- set firewall family inet filter TEST-filter

termTEST1 fromdestination-address 0.0.0.255/0.0.0.255 <<<<<< set firewall family

inet filter TEST-filter term TEST1 then count TEST1 set firewall family inet filter

TEST-filter term TEST1 then discard set firewall family inet filter TEST-filter term

TEST2 then accept ------------------------------------------------- This is discard filter

for /24 prefix broadcast address. However it might discard other packets. PR1175782

• This is cosmetic issue.During samplingwith jflowversion9, bfdpackets fromMPLS-TP

were shown like as ip packets in "show services accounting aggregation template

template-name XXX" command. (Actually, bfd packets info is not sampled by jflow.)

<< example >>

**********************************************************************

lab@router-re0> show services accounting aggregation template template-name

mpls Src Dst Port/ Port/ TopMPLSMPLSMPLS Source Destination ICMP ICMP Label

Label 1 Label 2 Label 3 Address Address Type Code Proto TOS Address 299776 13 0

0.0.0.16 0.1.134.160 0 0 0 0 100.100.100.3 <<<<< bfd packet 299776 13 0 0.0.0.17

0.1.134.160 0 0 0 0 100.100.100.3 <<<<< bfd packet 299776 16 0 10.0.0.1 40.0.0.2 8

0 1 0 100.100.100.3 <<<<< ping 299792 16 0 40.0.0.2 10.0.0.1 0 0 1 0 100.100.100.1

<<<<< ping 299776 16 0 40.0.0.2 10.0.0.1 0 0 1 0 100.100.100.3 <<<<< ping

**********************************************************************<<

sample topology >>

**********************************************************************

Copyright © 2017, Juniper Networks, Inc.200

Junos OS Release 15.1R5 for the ACX Series, EX Series, M Series, MX Series, PTX Series, QFX Series, and T Series

http://prsearch.juniper.net/PR1168994
http://prsearch.juniper.net/PR1170656
http://prsearch.juniper.net/PR1173057
http://prsearch.juniper.net/PR1174193
http://prsearch.juniper.net/PR1175782


MPLS-TP(OAM, BFD) <--------------------> 10.0.0.1 40.0.0.2 sampling

[CE1]-------[PE1]-------[DUT]-------[PE2]-------[PE2] | | [collector]

**********************************************************************

PR1177876

• In JunosOSRelease 15.1 and later, family vpls filter applied toae-interface is notworking.

PR1178743

• SRRD daemon does not delete routes when the DELETE is received from RPD in few

configuration cases. This results in build-up of memory in SRRD daemon and once

SRRD reaches the limit, it crashes and restarts itself. This happens only when none of

the SRRD clients (FPCs in Inline JFlow case and PICs in PIC based sampling) are

interested in one or more families. Say, only IPv4 family is configured in all the clients

and, IPv6 and MPLS families are not configured for Sampling in any of the clients.

PR1180158

General Routing

• An EVPNwith support for inter-subnet routing using an irb interface may experience

a crash and restart of rpd, leaving a core file for analysis. In this case, EVPNMAC routes

contain MAC+IP, and this IP/32 is installed in Routing Instance table on egress router.

Core is triggered in the IP/32 route installation flow. There is no special trigger point-

it is a timing issue with basic irb configurations. PR992059

• An inconsistency between JUNIPER-VPN-MIB and MPLS-L3VPN-STD-MIB with the

number of interfaces for an routing-instance has been identified. For examplewith the

following configuration: user@router-re0> show configuration routing-instances ri1

instance-type vrf; interface ge-2/0/8.10; interface lo0.10; route-distinguisher 65000:1;

vrf-target target:65000:1; vrf-table-label; According to the MPLS-L3VPN-STD-MIB

there are two interfaces in this routing-instance: MPLS-L3VPN-STD-MIB ::

mplsL3VpnVrfAssociatedInterfaces: OID: 1.3.6.1.2.1.10.166.11.1.2.2.1.8 Description: Total

number of interfaces connected to this VRF (independent of ifOperStatus type).

{master} user@router-re0> show snmpmib walk 1.3.6.1.2.1.10.166.11.1.2.2.1.8

mplsL3VpnVrfAssociatedInterfaces.3.114.105.49 = 2 However according to

JUNIPER-VPN-MIB there are three interfaces in this VRF: JUNIPER-VPN-MIB ::

jnxVpnIfStatusOID: 1.3.6.1.4.1.2636.3.26.1.3.1.10Description: Status of amonitoredVPN

interface. user@router-re0> show snmpmib walk 1.3.6.1.4.1.2636.3.26.1.3.1.10

jnxVpnIfStatus.2.3.114.105.49.733 = 5 jnxVpnIfStatus.2.3.114.105.49.754 = 5

jnxVpnIfStatus.2.3.114.105.49.774 = 5 The interfaces in the example are: {master}

user@router-re0> show snmpmib walk 1.3.6.1.2.1.2.2.1.2 ifDescr.733 = ge-2/0/8.10

ifDescr.754 = lo0.10 ifDescr.774 = lsi.0 The fix for this issue adjusts this by removing

the dynamic interface (in this case, lsi.0) from the interface list of JUNIPER-VPN-MIB.

PR1011763

• The L2ald may crash after interface flap. PR1015297

• CoS scheduler names cannot be added or changed via service COA's. The schedulers

can be added at subscriber login using client dynamic profiles. PR1015616

• Whenps interface is configured using as anchor interface, a logical tunnel (lt) interface

without explicit tunnel-bandwidth configuration (under 'chassis fpc<fpc number>pic

<pic number> tunnel-services' configuration hierarchy), the ps interface is created
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only in kernel, but not on Packet Forwarding Engine. In order to have ps interface in

Packet Forwarding Engine, an explicit tunnel-bandwidth configuration is required.

PR1042737 removes this restriction, and a ps interface may be anchored to an lt

interface without explicit tunnel-bandwidth configured. PR1042737

• IPV6 RA is not including source link address option on ps.x pseudowire interfaces.

PR1049952

• Wrong byte count was seen in the ipfix exported statistics packets formpls flows. This

issue is taken care now. PR1067084

• Therearesomeconfiguration related functions in rpdand l2cpdthatusespecialMemory

API called Lite Pools. These pools when reset were not freeing control information

related to the pool and hence resulting in a leak. This is not a day one issue. This bug

was introduced in 15.1 when we reimplemented LIBJTASKmemory subsystem. This

PR impacts all daemons using LIBJTASK (including rpd) on all platforms provided

memory lite pools are used by those daemons. PR1071191

• PCE-initiated LSPs are less preferred than locally configured LSPs. After this issue is

fixed, PCE-initiated LSPs will have same preference as locally configured LSPs.

PR1075559

• The Enhanced LAG feature is enabled in network-service enhanced-ip mode, but it is

not supported in enhanced-ethernet mode. PR1087982

• Certain VTY JNH commands (see description of this PR-1094955) on MX Series

platforms will not decode properly, would need this PR fix. PR1094955

• OnMX Series routers where MS-MIC or MS-MPC is inserted, certain combinations of

fragmented packets might lead to an MS-MIC or MS-MPC coredump. PR1102367

• OnMX Series platforms, in rare condition, if Packet Forwarding Engine sends wrong

Packet Forwarding Engine id to chassisd as part of capability message, kernel might

crash and some FPCsmight be stuck in the present state, the traffic forwarding will

be affected. This is a corner case, it is not reproduced consistently. PR1108532

• Fixed problemwith "egress pfe unspecified" increase when bind dhcp relay (or fpc

restart caused ospf connection lose. Not able to ping its neighbor, arp table is fine, got

egress Packet Forwarding Engine unspecified). PR1114132

• ANCP is not supported in this release.Attempts to use ANCP related show commands

will result in a timeout. PR1121322

• With IPv6 access route configured in dynamic profile, when the router receives IPv6

SOLICITmessagewhich requestonlyPrefixDelegationbutno IPv6address, theaccess

route will not be installed successfully. PR1126006

• RPD crashmight be seen during deletion of address family on an interface while rpf

check is configured. PR1127856

• When using Point-to-Point Tunneling Protocol (PPTP) Application Layer Gateways

(ALG) on MS-MPC/MS-MIC, if running scaled number of PPTP sessions control and

data sessions (e.g. 1Msessions) for longhours (e.g.more than8hours),when the traffic

is stopped, the "Bytes used" field of the output of CLI command "show services

service-setssummary"will showarandomly largevalueduetomemory issue.PR1131605
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• In a situation where bothmirrored interface andmirrored destination are onMPC card

andmirror destination interface is a unilist next-hop(e.g. an ae interface), mirrored

packets may get dropped. PR1134523

• Kernel crashmightbeseendue to integerwrappingaround incaseof64bit architecture.

PR1134578

• Insufficient time to allow an MPC5/MPC6 card to lock on the clocking source during

FPC boot timemight cause the Major Alarm raised due to "PLL Error." PR1137577

• MIC-3D-16CHE1-T1-CE only supports 4 queues by default due to the incorrect setting

in code, this is a very minor change to make MIC-3D-16CHE1-T1-CE support 8 queues

by default. PR1138270

• After removing a child link fromAE bundle, the AE interface statistics in the SNMPMIB

might show a spike. PR1140533

• When DHCP subscribers are brought up on the static interface IFL with interface-set,

and this static interface IFL shares multiple DHCP stacks, it is possible that the

interface-set does not get deletedwhen all DHCP subscriber are brought down on this

static IFL.Unable todelete interface-set leads to commitdenieson thedynamicprofile

involved. PR1145450

• Twice-NAT translation type does not work with the MS-MPC and MS-MIC service

cards. The older MS-DPC cards does support his translation type. PR1145690

• With a 100G CFP2 MIC installed in a MPC6E FPC. If the FPC fails to initialize the MIC,

it is very likely that the FPC will get into boot loop. PR1148325

• Subscriber traffic in an LNS coming from the core network is not switched properly

when the incoming interface is an irb interface. PR1148533

• In EVPN environment, when CEMAC address alone gets changed for a MAC+IP entry,

newMAC+IP entry is not getting reflected in EVPN database and the old entry still

exists on PE router. PR1149340

• During deactivation of interfaces in a scaling setup the Packet Forwarding Enginemay

reboot or Packet Forwarding Engine may notice next-hop corruption. PR1151844

• From Junos OS release 14.2 with "exclude-hostname" configuration, hostname is not

excluded from themessages before forwarding. This is a minor case, no other service

impact. PR1152254

• Routers using inline layer 2 services may experience Packet Forwarding Engine wedge

leading to fabric degradation and FPC restart. During issue state, the affected FPCwill

not be able to transmit and traffic will be fully blackholed. This problem is amplified

by fragmented and out of order packets. This log entry may be seen during the error

state: Host Loopback:HOST LOOPBACKWEDGE DETECTED IN PATH ID 0. PR1153750

• CE in an EVPN setup which has no-mac-learning or is otherwise forwarding traffic

upstream to MX's in an Active/Active EVPN configuration will see split horizon broken

by the MX PE which has the MAC as DRC status. PR1156187

• After MIC "MIC-3D-4OC3OC12-1OC48" reboot, wemight see below logs filling syslog

message : router-re0 fpc2

cc_mic_sfp_is_present:?????????????????????????????????????????????????????
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?????????????????????????^^??^P-sM-^T^S?? - Device is not SFP type

router-re0 fpc2 cc_mic_sfp_periodic: Link 0 SFP - plugged in. router-re0 fpc2

cc_mic_sfp_is_present:?????????????????????????????????????????????????????

?????????????????????????^^??^P-sM-^T^S?? - Device is not SFP type [LOG:

Err]

cc_mic_sfp_is_present:?????????????????????????????????????????????????????

?????????????????????????5?x??l?8 - Device is not SFP type [LOG: Err]

cc_mic_sfp_is_present:?????????????????????????????????????????????????????

?????????????????????????5?x??l?8 - Device is not SFP. PR1156353

• "op 8 (COSBlob) failed"messagesmay be seen in syslog for vmxwhenwe reboot the

FPC. PR1156450

• Given an active BGPmultipath route with 2+ Indirect-Next-Hops and another BGP

route which can participate in protocol independent multipath with router-next-hop,

rpdmight crash if the interface on which first member of Indirect-Next-Hop resolves

goes down. PR1156811

• OnMX Series platforms supporting MPC3E or MPC4E type MPC, the single-hop BFD

session configured under a routing-instance (RI) can flap intermittently. The problem

would be seen when themain-instance loopback firewall filter discards/rejects the

BFDpacketsORhas term toaccept onlyBFDpackets fromneighbors configuredunder

main instance. In both scenarios, the BFD session packets coming on routing-instance

will be wrongly matched to main-instance loopback filter and gets discarded. With

the fix of this issue, this situation is avoided and BFD session packets from

routing-instance will be matched with the correct RI loopback filter (if configured).

Note: In case there isnoRI loopback interfaceconfigured, thenBFDpacketsarematched

against main-instance loopback filter. PR1157437

• From Junos OS Release 13.2R1 and later, Packet Forwarding Engine interfaces on MX

SerieswithMPCs/MICs-based linecardsmight remaindownafter performing "request

system reboot both-routing-engines " or "restart chassisd" several times. Reboot the

FPCmight restore it. PR1157987

• RPDmay crash after EVPNwas configured when extra bits in the ESI label extended

community are set besides the single-active bit. PR1158195

• OnMX Series platforms, when MPC experiences a FATAL error, it gets reported to the

chassisd daemon. Based on the action that is defined for a FATAL error, the chassisd

will take subsequent action for the FATAL error. By default, the action for FATAL error

is to reset the MPC. When the MPC reports FATAL error, chassisd will send offline

message and will power off the MPC upon the ACK reception. However, if MPC is in

busy state for any reason, the ACK doesn't come in time and hence there would be a

delay in bringing down the MPC. The fix ensures to bring down the MPC in time upon

FATAL error. PR1159742

• In cases when the subscriber stacking is IPV6 over LNS, the IPV6 subscribers fails to

come up with RPF check configured. DHC IPV6 subscriber over LNS comes up fine

when RPF check configuration is disabled or removed. PR1160370

• Software OS thread on the line card is doing a busy loop by reading the clock directly

from hardware. Sometimes it seems the thread is getting wrong values from HW
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register andwaiting forever in the busy loop. After the busy loop crosses a certain time

period, the line card crashes and reboots. This is a rare condition. PR1160452

• OnMX Series routers with enhanced queuing DPCs, there is a memory leak whenever

doing SNMPwalk to any of COS related OID's or issue the command "show interfaces

interface-set queue <interface set name>". PR1160642

• The Router Lifetime field is set to 0 in the first Routing Advertisement sent from LNS

back to PPPoE subscriber. PR1160821

• The VCCPD_PROTOCOL_ADJDOWN system logmessage does not include a 'reason'

string to explain why the virtual chassis adjacency was terminated. This information

will now be present in the message. PR1161089

• When FPC goes to terminated state (FPC down, restarts) ACI interface-set does not

get deleted. After FPC becomes online further subscriber bring up on this ACI

interface-set fails. PR1161810

• SubscriberwhereTCP isattached to theunderlying IFLwill errantly endup in thecontrol

IFL queue. Workaround is to attach a TCP profile to each subscriber IFL. PR1162108

• Interfaces routing status message xxx.xxx.xxx.xxx <Up Broadcast>may be reported

on an interface that is not associated with the config change, such as bridge-domain

addition. It should be reported only if there is any change in the IFL parameters. This is

an info(6) level message for debug purpose, so we can safely ignore the cosmetic

problem. rpd[xxx]: %DAEMON-6: EVENT Flags ge-1/0/4.0 index 371 10.180.230.8/24

-> 10.180.230.255 <UpBroadcast> rpd[xxx]:%DAEMON-6: EVENT Flags irb.110 index

326 10.9.17.254/22 -> 10.9.17.255 <Up Broadcast> rpd[xxx]: %DAEMON-6: EVENT

Flags irb.190 index 373 10.9.53.254/22 -> 10.9.53.255 <Up Broadcast> PR1162699

• MQCHIP reports continuous "FI Cell underflow at the state stage" message and

continuous fabric drops on ADPC ICHIP Packet Forwarding Engines after ISSU on MX

with ADPC. PR1163776

• Theability to configureamulticast groupstatically for a subscriber via adynamicprofile

is not available in this release. Using the following statement, the subscriber can be

enabled to receivemulticast traffic for group224.117.71.1 upon login: setdynamic-profiles

<client profile> protocols igmp interface "$junos-interface-name" static group

224.117.71.1 This support is not available and the subscriber needs to send a IGMP

protocol JOINmessage to receive multicast traffic. PR1164323

• On Junos OS Release 15.1 and later, on MS-MPC or MS-PIC, OSPF adjacency may fail

to establish when there is no static route pointing to service PIC. PR1164517

• With IKEv1,MS-MPCpacket drops on far-end after reboot of localMS-MPC.PR1165787

• WhenMS-MPC is used, if any bridging domain related configuration exists (e.g. “family

bridge”, “vlan-bridge”, “family evpn”, etc), in some cases, continuous MS-MPC crash

hence traffic loss may occur. PR1169508

• If a given demux VLAN hosts both dynamic IP demux subscribers as well as static IP

demux interfaces, it is possible that the dynamic IP demux subscribers appear to bind

successfully, but theycanexperience forwardingproblems. In this scenario, thedynamic

subscriber state is not fully established on the line card, resulting in traffic issues.

PR1170019
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• Adding keyword 'fast-filter-lookup' to existing filters of an input or output filter listmay

result in failure topass traffic. Toavoid this issue, the filter list should first bedeactivated

then the filters updated with a the keyword 'fast-filter-lookup; then the filter list

activated. PR1170286

• If the "no-cell-share" configuration statement under the chassis stanza is activated

onMPC3,MPC4,MPC5, orMPC6cards, thePacket Forwarding Enginewill only be able

to forwardabout62Gbps versus ~130Gbpsandcausing fabric queuedrops.PR1170805

• The fan speed logic does not operate correctly once PEM onMX104 platforms does

automatically shutdown due to over temperature protection. The fan speedmoves

back to speed normal. It takesmore time for PEM to cool down and come back online

automatically with fan at normal speed. PR1174528

• Stormcontrol feature is notworkingonMX104platforms. InPacket ForwardingEngine,

associated filters and vty commandsare not visible aswell. Itworks onotherMXSeries

platforms. PR1176575

• Major alarm is raised although the HDD is properly mounted. This is cosmetic and can

be safely ignored. lab@Router-re0> show system alarms 1 alarms currently active

Alarm time Class Description 2016-06-03 12:34:32 JST Major Host 1 failed to mount

/var off HDD, emergency /var created ***messages *** Jun 3 12:34:32.542Router-re0

chassisd[xxxx]: CHASSISD_SNMP_TRAP7:SNMPtrapgenerated: Failed tomount /var

offHDD,emergency/varcreated(jnxFruContentsIndex9, jnxFruL1Index2, jnxFruL2Index

0, jnxFruL3Index 0, jnxFruName Routing Engine 1, jnxFruType 6, jnxFruSlot 1) Jun 3

12:34:32.543 Router-re0 alarmd[xxxx]: Alarm set: Routing Engine color=RED,

class=CHASSIS, reason=Host 1 failed to mount /var off HDD, emergency /var created

Jun 3 12:34:32.543 Router-re0 craftd[xxxx]: Major alarm set, Host 1 failed to mount

/var off HDD, emergency /var created Jun 3 12:34:36.311 Router-re0 alarmd[xxxx]:

Alarm cleared: Routing Engine color=YELLOW, class=CHASSIS, reason=Loss of

communicationwithBackupRoutingEngine Jun3 12:34:36.311Router-re0craftd[xxxx]:

Minor alarm cleared, Loss of communication with Backup Routing Engine

lab@Router-re0> show chassis hardware detail Hardware inventory: Item Version

Part number Serial number Description Chassis JN108EC81AEAM120Midplane REV

01 710-016198 RB8325 M120Midplane FPM Board REV 06 710-011407 DA9342 M120

FPM Board FPM Display REV 02 710-011405 DA9116 M120 FPM Display FPM CIP REV

05 710-011410 DA9002M120 FPM CIP PEM 0 Rev 04 740-011936 000190 AC Power

Entry Module Routing Engine 0 REV 07 740-014082 9009004158 RE-A-2000 ad0

999MB SILICONSYSTEMS INC 1GB 168CTS79SD805DC30289 Compact Flash ad2

38154MB FUJITSUMHV2040BSNW26T7525Y4MHard Disk Routing Engine 1 REV07

740-014082 9009003624 RE-A-2000 ad0 999MB SILICONSYSTEMS INC 1GB

128CTS79Sz705DC20485 Compact Flash ad2 38154 MB FUJITSUMHV2040BS

NW26T7826D39 Hard Disk <<<<<<<<<<<<<<< HDD is properly mounted CB 0 REV

07 710-011403 DB4442 M120 Control Board CB 1 REV 07 710-011403 DB4473 M120

Control Board. PR1177571

• MACSEC not working on layer 3 interface on MX104. PR1177630

• In a rare error scenario krt_q_entry of flow route was freed without dequeuing it from

queue. This has been fixed via software change. PR1178633
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• In MX Series running a Junos OS Subscriber Management Build, with more than 300+

firewall filters configured, it was found that an subscriber failed to login due to NACK

received from system, stating the following error: BBE_DFW_DYN_PROF_ERR_STR

session_id=1784: Can't find filter template named test300.

BBE_DFW_DYN_PROF_ERR_CODE session_id=1784: Error code 13: Filter template not

found. While the firewall filter named "test300" was certainly configured under the

firewall filter configuration stanza; it found that the BBE daemon could hold a count

of 256 filters only. Filters above this count were not getting indexed into the internal

filter table and hence system could not find the filter. PR1178671

• In EVPN A/Smode, IFL mark down programming at the Packet Forwarding Engine on

the BDF gets removed causing traffic loops. PR1179026

• [EVPN] Active-Active IP4 L3 session with CE over IRB Flaps. PR1179105

• When an MPC has training failure on all planes, then other MPCs in the system are

getting affected. The root cause is that MQMPC are not deleting the streams of the

MPCwhich is causing the fabric wedge and effecting other MPCs. As a result FH is

kicking in for other MPCs in the system. PR1183230

• When IPv4 firewall filter have 2625/32 destination in prefix-list, filter attached to

subscriber interface is found broken. PR1184543

• Nexthop attribute in a framed route is not applicable anymore. Since subscriber IP

address is used as the nexthop in all cases, there is no need to have an additional

attribute for nexthop for framed routes. PR1186046

High Availability (HA) and Resiliency

• With NSR enabled onmultiple Routing Engine system, when dynamic GRE tunnel is

configured, performing Routing Engine switchover might cause rpd crash repeatedly

on backup Routing Engine. PR1130203

• After graceful switchover is triggered inmasterVRRP router for the first time, themaster

state for all the VRRP instances are toggled to backup and comes back to master

immediately. During this time all the traffic are dropped and comes back. PR1142227

• MXVC: ISSU failed after all FPC upgraded, TCP connection to kernel was dropped due

to invalid IPC type 20. PR1163807

Infrastructure

• In scaling setup (in this case, there are 1000 VLANs, 1000 Bridge Domains, 120 IRB

interfaces, 120 VRRP instances, BGP and IGP), if the routing protocols are deactivated

and activated, there might be a chance that the pending route stats are not cleaned

up,whichwill cause the stats infra tohave stalepointers and lead tomemory corruption

in socket layers. The systemmight go to dbprompt because of this. All the traffic going

through the router will be dropped. PR1146720

• In Legacy, if the Routing Engine switchover on RPD crash configuration statement is

enabled, the switchover is instigated in the Routing Engine kernel BEFORE the RPD

core is created. InOccam, it is doneAFTER.This createsan issue in scaledsetupswhere

the size of the RPD core, and therefore the time to create it, takes a lot longer. An
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Occam FreeBSD change has beenmade as part of this PR patch to adopt the same

behavior as Legacy. PR1164139

• Support for fast Routing Engine mastership switchover whenmaster Routing Engine

crashes was broken in Occam releases up to and including 15.1R3. The patch for this

PR addresses support for this feature in Occam in 15.1R4. PR1167385

• Issue is specific to Occam based images and is a very hard to induce. The issue occurs

when virtual memory is low, and the FreeBSD OS tries to free-upmemory by invoking

the vm_lowmem event. In a multi-core environment, multiple kernel threads could

encounter the low virtualmemory condition at the same time, and so the vm_lowmem

event could be invoked within the context of multiple kernel threads concurrently.

Some of the protocols in the Junos networking stack register handlers against this

event and two of these, clnp_drain() & tcp_drain(), were not SMP safe, which caused

data corruption. clnp_drain() & tcp_drain() have now beenmade SMP safe; all other

such handlers in the Junos networking stack were already SMP safe. PR1182958

Interfaces and Chassis

• Due tomovement of SNMP stats model from synchronous requests to asynchronous

requests in Junos OS Release 13.3R1, the IQ2/IQ2E PIC, which has limitedmemory and

CPU power, can not handle scaling SNMP polling at high rate (e.g., a burst of 4800

SNMP requests). This issue comes with high rate SNMP stats polling for IQ2/IQ2E

interfacesorAggregatedEthernet (AE) interfacewith IQ2/IQ2Easmember links. These

memory failures can cause IQ2/IQ2EPIC reboot because keepalivemessageswill also

not get memory. PR1136702

• Whenwepolling SNMPMIBs for IPv6 traffic, for example, jnxIpv6IfInOctets, the logical

interface (IFL) on IQ2 or IQ2EPICmay occasionally report double statistics.PR1138493

• %DAEMON-3-CHASSISD_I2C_WRITE_ERROR: i2cs_write_reg: write error for group 8

at address 0x49, offset 32%DAEMON-3-CHASSISD_I2CS_READBACK_ERROR:

Readback error from I2C slave for FPC 1 ([0x11, 0x42] -> 0x0) - The above errors

represent transient communication issues between between system components. -

In certain cases, these can be service impacting. - Enhancements have beenmade for

better handling of such error conditions. PR1139920

• On OAMmaintenance domain intermediate Point (MIP), the connectivity fault

management (CFM) will not be enabled on L2VPN interface if it is configured after

L2VPN is up. PR1145001

• During a VRRP configuration change involving IP address change and/or VRRP

configuration change while retaining same group ID, a race condition might occur

causing vrrpd crash. PR1145170

• In affected releases, the followingcosmetic alarmsare seenafter reseating theclocking

cables: 2015-11-13 05:22:56 UTCMajor CB 0 External-A LOS 2015-11-13 05:22:56 UTC

Major CB 0 External-B LOS. PR1152035

• Remove MX Series from sending LCD halt message. PR1153219

• SONET interface on MIC-3D-1OC192-XFP does not count input error correctly. While

hardware counts framing error, runts and giants but input error in 'show interface

extensive' command reports runts and giant only. PR1154268
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• When themaster Routing Engine in the Virtual Chassis master router (VC-Mm) runs

with high CPU (e.g. 99%CPU utilization), after a global/local switchover, the new

master Routing Enginemight relinquish itsmastership during high CPU conditions. But

the Virtual Chassis protocol role is not changed properly after the kernel relinquishes

themastership, causingdualmasterRoutingEngineson thismember router.PR1156337

• "monitor interface <if name>" will start ifmon process. In this time if telnet session to

router is disconnected unconventionally, then ifmon process was not killed and it will

take up 100%CPUutilization. Theworkaround is to terminate the stale ifmon process.

PR1162521

• Internal timing for bringing FPCs online is extended for MX 2020/2010 systems to

accommodate longer initialization times for fabric and FPCs. PR1164147

• CLI commit warning is replaced by syslog warning message when limited-ifl-scaling

configuration statement is configured. Warning message text remains the same.

PR1165357

• jpppd core at SessionDatabase::getAttribute() from

Ppp::LinkInterfaceMsOper::getLowerInterfaceType() PR1165543

• If an interface configured with VRRP is removed from a routing-instance to global, or

fromglobal toa routing-instance, the IFLsof that interfacewill bedeletedand recreated.

In ideal case as the interface gets deleted VRRP should move to bringup state, when

the interface is created again VRRP goes to previous state. After this VRRP should get

VIP addition notification from kernel and update VRRP state and group id for VIP.

However, in race conditions, VRRPmight get VIP addition notification fromkernel even

before the interface creation event happens. If so VRRPwill never be able to update

proper VRRP state and group id. So the VIP will reply for the ARPwith an incorrect

MACendingwith "00"while the correctMACshould endwith the groups id configured.

PR1169808

• DCD core :/src/junos/sbin/dcd/infra/lag-link-dist/lag_link_dist_db.c:2147 PR1175254

• jpppd: RLIMIT_STACK & RLIMIT_SBSIZEmessages are marked incorrectly at NOTICE

level instead of at INFO level. PR1178895

• pppoed denies PADO for legitimate user PPPoE trace logs will report "Dropping PADI

due toDuplicateClient"but therewill benosubscriber logged inwith thatMACaddress

PR1179931

• Commit checkmay exit without providing correct error message and causing dcd exit.

The only known scenario to trigger this issue is to configure a IPv6 host address with

any other address on the same family. PR1180426

Layer 2 Features

• InBGP-basedVPLSscenarios, changing theconfigurationofaVPLSmeshgroupmight

cause rpd core. FPC reboot might also be seen during the rpd core. PR1123155

• From Junos OS Release 13.2R1 and later, the rpd process might crash when

adding/deleting Virtual private LAN service (VPLS) neighbors in a single commit. For

example, a primary neighbor is changed to become the backup neighbor. PR1151497
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• On GRES switch of mastership of Routing Engine via "request chassis routing-engine

master switch", the dot1xd daemon will crash multiple times when 128K IFLs are

configured in the MX960 chassis PR1118475

• OnMX Series platforms, in DHCP subscriber management environment (the device is

either used as local DHCP server or DHCP relay agent), if configuring the Aggregate

Ethernet (AE) interface (e.g. change the "MTU" of AE) while there are subscribers on

it, in race condition, the DHCP binding failure would occur on the AE. PR1139394

• In some cases where DHCP client devices are not fully protocol compliant they may

become stuck trying to Renew an address lease indefinitely. These devices exposed a

defect in the DHCP Relay behavior when acting as a proxy for the Server where a

protocol NAK to restart the client was not properly created. As a result Address

resources could be locked on the Relay preventing their use until the offending client

device was restarted. PR1153837

• In JunosOSRelease 15.1R3with tomcatmodeenabled, DHCPsubscribermanagement

with IRB interfaces is not reliable. It is possible that the DHCP bindings are unable to

fully establish with IRB interfaces due to this reason. However, these bindings with

same IRB interfaces should come up properly with tomcat disabled. PR1155502

MPLS

• InMPLSenvironment, themasterRoutingEnginemightcrashdue toMbufferallocation

failure and this crash will trigger an Routing Engine switchover, as a result Backup

Routing Engine will become active. The issue is unreproducible, and trigger condition

is not clear. PR979448

• During interoperation with CISCO device (e.g. CRS) belongs to different IGP area, if

the P2MP LSP ping echo reply message from Cisco device is using interface address

other than loopback/router-idas the sourceaddress, the replymessagewill bedropped

on Junos OS device. With the fix, Junos OS device will accept the packets and print

them as 'uncorrelated responses'. PR1117166

• Due to some data structure changes of ipc messages in 64-bit RPD, some of 32-bit

applications (e.g. lsping, lspmon) would not work normally when RPD is running in

64-bit mode. Depends on Junos OS version, some of CLI commandsmight not work

as expected. PR1125266

• While changing the label action for a static-label-switched-path from"stitch" to "pop",

the routes added by stitch functionality is restored and there is no criteria for deleting

the routes. Because of this, rpd crashmight be seen. PR1127348

• MPLS TEDmight not select random links to calculate the EROwhen OSPF is

overloaded. Instead, only one or two interfaces will be used for all the configured LSPs

originating from the router. PR1147832

• WithRSVP refresh reduction featureenabled (usingRSVPaggregatemessages),when

changing the configuration statement "no-load-balance-label-capability" to

"load-balance-label-capability" on the egress router, the Entropy Label Capability

(ELC) for the egress router would not being propagated towards the ingress. As a

workaround, we can execute "clear rsvp session" on the ingress or wait until 3 refresh

cycles (say 100s with default RSVP refresh config). PR1150624
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• Static MPLS LSP using VT interface as a outgoing interface would not come up

PR1151737

• LSPing returns 'routing instance does not exist' when used in vpls routing-instance

under logical system. PR1159588

• If container LSP name and the suffix together are more than 60 characters in length,

rpd process might crash during extensive split merge conditions. Its always advisable

to keep them less than 60 characters. Themember lsp name is coined in the following

manner: <container name>-<suffix name>-<member count>- The LSP name can

have upto 64 characters. So after putting together the container name, suffix,

member-count (could go up to 2 digits), and the 2 hyphens, it should not exceed 64.

So container-name and suffix together should not exceed 60 characters. A commit

check will be added to throwwarning if the name is more than supported character

long. PR1160093

• WhenL2VPNcompositenexthopconfigurationstatement isenabledalongwithL2VPN

control-word, end-to-end communication fails. Because in this scenario, control-word

is not inserted by the ingress PE, but other end expects the control-word. PR1164584

• Changing maximum-labels configuration under the hierarchy [edit interfaces

interface-nameunit logical-unit-number familympls]might causeexistingMPLSLSPs

to become unusable. The root cause of this issue is that the family MPLS gets deleted

and re-added. PR1166470

• InLDP-signaledVPLSenvironment,othervendorsendsanAddressWithdrawMessage

with FEC TLV but without MAC list TLV. The LDP expected that AddressWithdraw

Message with FEC TLV should always have MAC list TLV. As such, it rejected the

message and close the LDP session. The following message can be seen when this

issue occurs: A@lab> show logmessages |match TLV RPD_LDP_SESSIONDOWN:

LDP session xxx.xxx.xxx.xxx is down, reason: received bad TLV PR1168849

• In MVPN scenario, if active primary path goes down, then PLR(Point of Local Repair)

needs to send Label Withdraw for old path and new Label Mapping for new path to

the new upstream neighbor. In this case, LDP P2MP pathmay stay in "Inactive" state

for indefinite time if an LSR receives a Label Release, immediately followed by a Label

Mapping for the same P2MP LSP from the downstream neighbor. PR1170847

• The rpdmight crash upon receiving a TLE (Tag Label Element) delete notification

arriving during a cleanup sequence. When adaptive teardown is configured and TLE

delete notification comes during a cleanup sequence, this will trigger a recursive clean

up and since the same cleanup routines are called and them being non-reentrant

causes the code to assert. PR1172567

• When the egress LSR withdraws the label for its egress route, the rlfa nexthop for the

ldp route for the egress remains in other routers running rlfs. A routing loop is formed

when the rlfa nexthops for some of the router are pointing towards each other. Any

traffic for the label route would loop until TTL expires. After the fix,rlfa nexthop with

nexthop label alonewill not be considered as valid lsp nexthop (primary nexthop). ldp

will send label withdraw for the label binding and delete the ldp route to avoid any

potential routing loop. PR1172581
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Network Management andMonitoring

• Eventdmight run out of memory and crash because of excessive kernel logging.

PR1162722

Platform and Infrastructure

• With "chassis maximum-ecmp 64" configured, when there is a route having 64 ECMP

LSP next-hops and CoS-based forwarding (CBF) is enabled with 8 forwarding class

(64*8=512next-hops), notall next-hopswill be installedonPacket ForwardingEngine

due to crossing the boundary in the kernel when number of ECMP next-hops is large

than 309. PR917732

• When the 'enhanced-hash-key services-loadbalancing' feature is used by MX Series

withMPCs/MICs based line cards, load balancing of flows acrossmultiple service PICs

via the source-address across doesnotworkwhen internal BGP (IBGP) is used to steer

traffic to the inside service-interface. For example the operator will see on the stateful

firewall that the same source-address has flows across multiple service interfaces.

PR1034770

• OnMX Series-based platforms, when learning the MAC address from the pseudo-IFL

(for example, label-switched interface), if the MAC address is aged out in the source

FPCwhere the MAC got learned, due to the delay (around 2 to 3milliseconds) of MAC

addressdeletingmessageprocessed in thesourceFPCand theegressFPC(destination

FPC of the traffic), the MAC address might be deleted first from the egress Packet

Forwarding Engine but get added again during these 2-3 milliseconds time intervals

(As there is continuous traffic comingon the egress FPCdestined to thisMAC, theMAC

query is generated and sent to the Routing Engine and source FPC. Since the source

FPC has not yet processed the MAC-deletedmessage, it sends the response, so stale

MACwill get added on the egress Packet Forwarding Engine). In this situation, no L2

flooding would occur for the "unknown" unicast (since the MAC address is present on

the egress Packet Forwarding Engine). PR1081881

• In certain cases, with some events such as disable/enable of links followed by Routing

Engine rebooting or GRES enabled switch-over, below error message could be seen

due toa softwarebugwhere it doesn't handlean internal flagproperly. KERNEL/Packet

Forwarding Engine APP=NHOUTOF SYNC: error code 1 REASON: invalid NH add

received for an already existing nh ERROR-SPECIFIC INFO: PR1107170

• Configuring one groupwith configuration of routing-instances and applying this group

under routing-instances, then the rpd process will crash after executing

"deactivating/activating routing-instances" commands. As a workaround, you can

avoid using "apply-groups" under routing-instances hierarchy. PR1109924

• OnMX Series with MPCs/MICs based linecard platform, if FPC offline is performed

while FPC is in online progress (online process is at the stage of fabric links training),

in very corner scenario, theRoutingEngines state is staleandbeing sent toother existing

FPCs, so the traffic forwarding might be affected. PR1130440

• Doing a file copy from a Routing-Engine running Junos OS image to a Routing-Engine

running Junos OSwith Upgraded FreeBSD image fails. PR1132682
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• When there are additional messages related to FIPS generated during <commit

configuration> rpc reply, the xml-tags closing tag <routing engine>may bemissed in

the reply. PR1141911

• FPC can crash and core due to amissing NULL check PR1144381

• During an ISSU upgrade in MXVC environment, linecards may crash causing service

impact. When the linecards come up, there may be a nexthop programming issue as

a secondary impact and some IFLsmay not pass traffic. Affected linecards need to be

rebooted to recover from this condition. PR1152048

• WithEnhancedLAGmodeenabledandsamplingconfiguredonAE interfaces,MS-DPC

might drop all traffic as "regular discard". Disabling Enhanced LAGmode would avoid

this issue. PR1154394

• OnMX2000 Series platforms, when MPC goes down ungracefully, other MPCs in the

chassis will experience "destination timeout". In this situation, auto fabric-healing will

get triggered due to "destination timeout" condition, which may cause Fabric-Plane

reset, even all other MPCs to be restarted in some cases. PR1156069

• cosd[20362]: cosd_config_database: Configuration

database(/var/run/db/juniper-prop.data) does not exist. cosd[20460]:

cosd_config_database: Configuration database(/var/run/db/juniper-prop.data) does

not exist. The above log messages may be seen after after some commits. These

messages do not pose an operational impact. PR1158127

• If one logging user is a remote TACACS/RADIUS user, this remote user will bemapped

to a local user on device. For permissions authorization of flow-tap operations, when

they are set on the local device without setting the permissions on the remote server,

they cannot work correctly. The flow-tap operations are as follow: flow-tap -- Can

view flow-tap configuration flow-tap-control -- Canmodify flow-tap configuration

flow-tap-operation -- Can tap flows PR1159832

• LU(or XL) and XM chip based linecard might go to wedge condition after receiving

corrupted packets, and this might cause linecard rebooting. PR1160079

• NPC cored vpanic in

trinity_firewall_start_nh_get,trinity_firewall_add_and_check_internal,trini

ty_firewall_add_and_check. This line card core could potentially occur after an ISSU

upgrade. PR1160748

• The followingcommitwarningmaybeseenwhenusingconfigureprivateandmulti-line

comments.This causes thecommit tonotcomplete.warning: outgoingcommentdoes

not match patch PR1161566

• Due to software bug on chassisd, backup CB temperature information is missing on

cli command 'show chassis environment cb' if it's replaced once. PR1163537

• For MX Series Virtual Chassis with "default-address-selection" configured, when we

have a discard route to a specific subnet ( e.g. 10.0.0.0/8 ) with discard next-hop, and

at the same time we havemore specific routes through other interfaces ( e.g. 10.1.1.1

through xe-0/0/0 ), if a UDP packet is being sent to 10.1.1.1 through xe-0/0/0 while

interface xe-0/0/0 flaps or FPC reboots, it might cause kernel crash on both Master

Routing Engine in the Virtual Chassis master router (VC-Mm) and Master Routing
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Engine in Virtual Chassis backup router (VC-Bm). As a workaround, we can disable

"default-address-selection" configuration. PR1163706

• Below log can be seen on MX2020 after One FPC was pulled out and committing the

configration related interface. CHASSISD_UNSUPPORTED_FPC: FPC with I2C ID of

0x0 is not supported PR1164512

• A sonet interface configured as unnumbered BFD session fails to come up. PR1165720

• Modifying the configuration of a hierarchical policer when in use by more than 4000

subscribers on an FPC can cause the FPC to core and restart. PR1166123

• There are three issues related to DDOS reported in the PR 1168425. 1) Some policers

are configurable, but do no react when disabling them (tunnel-ka aggregate,

re-services-v6 capti..v6, syslog aggregate)With the fix all the configurable DDOS

protocol parameter changes will get reflected correctly in Packet Forwarding Engine.

2) Some policers for non-unclassified traffic are non-configurable (control aggregate,

mcast-snoopmld, ipsec aggregate, uncls resolve-v4, uncls resolve-v6, uncls filter-v4,

uncls filter-v6, tunnel-ka aggregate). These policers are internally deprecated or

renamed and not shown on CLI anymore. So any configuration will not come to the

Packet Forwarding Engine sides. 3) Some policers are for unclassified traffic are

non-zero (mlp unclass, services unclass, radius unclass, ip-frag unclass, gre unclass,

re-services unclass, re-services-v6 unclass)We do not have a convention of setting

unclassified to 0. Consider this as FAD. PR1168425

• In Junos OS Release 15.1, a customized password prompt that can be sent by a

TACACS+ server is not displayed to the user upon login. A usual password prompt

"Password: " is displayed instead. The issue is seen when the following conditions are

met: 1. Junos OS Release 15.1 without the fix for this PR is used. 2. TACACS+ is used for

the user authentication 3. When user logs in, TACACS+ server sends a customized

passwordprompt for this user. For example, this cancausean issuewhenS/KEY-based

one-time password (OTP) authentication is configured for a particular user on the

TACACS+serverbecause theusermightbeunable tocalculate theone-timepassword

as they would not see the key sequence number and the seed provided by the

authentication server. PR1168634

• Because the sequence number in RPM ICMP-PING probes is introduced as 32-bit

variable instead of 16-bit, if it increases and reaches the max value 65535, it does not

rollover, which might cause all RPM ICMP-PING probes to fail and not succeed any

more. PR1168874

• In affected release, if user runs the Packet Forwarding Engine debug command like

"show sample-rr eg-table ipv4 entry ifl-index 1224 gateway 113.197.15.66" will cause

the MPC crash. PR1169370

• Long container elements can have keys which could be very big in size. If the key is

more than 256, max key length in Patricia tree, mustd is coring, which leads router into

amnesiac mode and any login is denied. PR1169516

• Layer 2 protocols might flap when router was floodedwith low priority traffic reaching

towards FPC CPU/Routing Engine CPUwhen DDoS protection is disabled. PR1172409
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• OnMPC5E/6E/7E/8E/9E/NG linecards, firewall filter of family inet/inet6/vpls

configured with non-contiguous prefixes for address matching might fail and cause

traffic drop. Using only contiguous prefixes can avoid this issue. PR1172725

• On all Junos OS platforms, when using RADIUS server, after RADIUS request is

successfully sent by Junos device, if the network goes down suddenly, then response

sent by the RADIUS server is not received within timeout period. In this scenario, the

RADIUS request will be sent again with invalid socket descriptor, which will lead to

auditd (providesan intermediary for sendingaudit records toRADIUSand/orTACACS+

servers) crash. PR1173018

• "show arp" command can't get complete results and reports "error: could not find

interface entry for given index". PR1174150

• OnMX2010/2020, MPC/SFB cards do not boot up if single phase AC PSMs are turned

ON sequentially with interval even though the PSMs have sufficient remaining power.

PR1176533

• A flow is determined by doing hashing on the packet header. Usually 5-tuple (src/dest

IP addresses, IP protocol number, src/dest ports) are used for hashing because a flow

isdefinedby5-tuple. This is all fine forTCP/UDPpackets. But layer-3packets generated

by JDSU tester only have layer-3 header and don't have layer-4 header. JDSU tester

uses the same location as layer-4 header as packets' sequence number. So MX Series

withMPCs/MICscard treats sequencenumberof JDSUtesterpacketsas layer-4header

of a packet, hence, Junos thinks every packet is a single flow and order of different

flows are not guaranteed. PR1177418

• JFLOW: when IPv6 route point to AE bundle, jflow record shows Outgoing Interface as

child interface and not actual AE interface. PR1177790

Routing Policy and Firewall Filters

• interface-routes rib-group import-policy is not in effect to filter prefixes correctly. All

direct prefixes could be installed into the secondary route table. PR1171451

Routing Protocols

• When configuring router in RRmode (cluster-id or option B MP-eBGP peering), the

advertise-external feature will not be applicable in local VRFs due to a different route

selection/advertisement process (main bgp.l3vpn.0 vs VRF.inet.0). PR1023693

• BFD session configured with authentication of algorithm keyed-sha1 and keyed-md5

might be flapping occasionally due to FPC internal clock skew. PR1113744

• During many types of configuration changes, especially including import policy, BGP

has the need to re-evaluate the routes it has learned from peers impacted by the

configuration change. This re-evaluation involves re-running import policy to see if

there is any changes to the learned routes after applying the new policy. This work is

done in thebackgroundaspart of an "Import Evaluation" job.WhenBGP is reconfigured

a second time, and the "Import Evaluation job" has not completed, it is necessary to

re-run the job from the beginning if there's another change to policy or somethingwith

similar impact. This state is noted as "Import Evaluation Pending". However, in this

case, there was a bug that caused BGP to always enter the pending state upon

reconfiguration, regardless of whether relevant changes weremade to import or other
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similarly impactful configuration. The result is that once it is necessary to start

re-evaluation of the routes for a peer, even trivial configuration changes that happen

too quickly will cause the "Import Evaluation job" to need to run again as a result of

the "Pending" flag being set. To avoid the issue, please ensuring that "ImportEval" is

not present in a BGP peer's Flags output from the CLI (show bgp neighbor) prior to

doing even trivial commits. PR1120190

• Inmulticast environment, when theRP is FHR (first hop router) and it hasMSDPpeers,

when the rpf interface on RP changed to MSDP facing interface, due to the multicast

traffic is still on the old rpf interface, a multicast discard route will be installed and

traffic loss will be seen. PR1130238

• In a situationwhichBGP isbeingused incombinationwith interface's rfp-check; deleted

routes may see delay in propagation of BGPwithdrawnmessages. PR1135223

• When interface IP MTU is less than 1464 bytes and the number of LSA headers in an

OSPF DbD packet is big enough for it to exceed theMTU (i.e. OSPF database contains

enough LSAs), unexpected fragmentation of OSPF DbD packets may occur due to

incorrect calculation of maximum allowed payload size. PR1148526

• In BGP scenario with large scale routing-instances and BGP peers configured, due to

a software defect ( a long thread issue ), BGP slow convergencemight be seen. For

example, BGPmight go down 8-9 seconds after BFD brings down the EBGP session.

The rpd slip usually does not hurt anything functionally, but if the slip gets big enough,

it could eventually cause tasks to not be done in time. For example, BGP keepalives

with lower than 90 seconds hold-timemight be impacted. There is no known

workaround for this issue, but configuring configuration statement "protocol bgp

precision-timers"can takecareof theweakspot like sendingBGPKeepalives.PR1157655

• Starting fromJunosOSRelease 15.1R1 to JunosOSRelease 15.1R3, and JunosOSRelease

15.1F2 to Junos OS Release 15.1F4, Junos OS devices may not be able to establish BGP

sessionswith legacy router thatdoesnot supportBGPoptional parameters. The reason

is that capability of supporting BGP openmessage fallback to no optional parameter

is removed in these releases, which causes "OPENMessage Error (2)" during session

setup. PR1163245

• In BGP scenario with independent domain enabled in a VRF, when configuring a BGP

session in a VRF routing instance with a wrong local-as number, some routes might

be declared as hidden because of AS path loop. If later configuring the correct AS

number as local-as and committing the configuration, those routes might still remain

inhiddenstate.Thehidden routescanbe releasedafterperformingcommands"commit

full" or "clear bgp table <ANY_VRF>.net.0". PR1165301

• In L3VPN scenario, feature multipath is configured under [set protocols bgp group]

with L3VPN chained CNH under routing-options, the feature multipath does not work

for L3VPN routes. PR1169289

• When clearing IS-IS database, process rpdmight crash due to a rare memory

de-allocation failure that a task pointer is attempted to be freed twice. In the fix of this
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issue, the order of referencing the task pointer is being revised to avoid the occurrence

of rpd crash. PR1169903

• PIMbootstrapexportpolicy is notworkingasexpectedwhen therearenopimneighbors

up on the router PR1173607

Services Applications

• Whenmaking a configuration change to a EXP type rewrite-rule applied to a SONET

interface in an MX FPC Type 2 or MX FPC Type 3, if MS-DPC is also installed on the

device, a MS-PIC core dumpmay be generated. PR1137941

• In a rare situation in a SIP conversation wemight end up in a situation where we have

a child conversationwhose entry in still present in in the parent conversationwhile the

child flow is already deleted. While trying to delete this child flow from the parent

conversation validate if the flow is valid and go ahead with deleting the child flow.

PR1140496

• When deleting NAT flow under a race condition the Service PIC can core PR1159028

• These log messages no longer appear in syslog if log level is set to warning / error or

higher. If the log level is set to notice or lower ( info / debug ) then these logmessages

are shown in syslog file. PR1162116

• In Layer 2 Tunneling Protocol (L2TP) subscriber management environment, the jl2tpd

process (L2TP daemon) might crash during clean-up of L2TP tunnel or session after

it failed to establish. PR1162445

• When traffic is flowing through MS-DPC card Service PIC and there is an active port

block and some ports are assigned from that active port block, if changing the

max-blocks-per-address setting to a lower value (lower than the current value), the

service line card may crash. PR1169314

• MS-PIC core-dumpwhen MPLS or IPV6 routing updates are received. This is a race

condition rarely seen while IPV6 or MPLS routes are deleted or added in the MS-PIC.

PR1170869

• Attempting to ping a subscriber address from the L2TP LNS CLI will fail. PR1187449

Subscriber Access Management

• The range for the request-rate statement at the [edit access radius-options] hierarchy

level has been extended to 100 through 4000 requests per second. In earlier releases,

the range is 500 through 4000 requests per second. The default value is unchanged

at 500 requests per second. PR1033668

• If a DHCP local pool is exhausted, the newly dialed in subscriber Bmight get the IP

address of newly logged out subscriber A, in a very rare condition, if the acc-stop

message for A is sent to Radius server after acct-start for B, and if the Radius server

identify the subscribers only by IP address but not by session, the subscriber Bmight

get terminated. PR1079674

• In DHCP relay scenario, DHCP relay binding might get stuck in

"RELEASE(RELAY_STATE_WAIT_AUTH_REQ_RELEASE" state due to the LOGOUT

Request is not processed correctly by authenticationmanager process (authd) if there
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weremultiple attempts to activate Lawful Intercept (LI) for thisDHCPsubscriber using

RADIUS change of authorization (CoA) packets in quick succession. PR1179199

User Interface and Configuration

• From Junos OS Release 13.2R1 and later, the commitd process might crash while

committing large configurations in a single commit, for example, committing 250k

lines of config on top of existing config. This issue is due to a lack of storage space for

current and running configurations. PR1159462

VPNs

• Upon clearing p2mp lsp in dual-home topology, system is adding the same outgoing

interface to the (S,G)OIL multiple times and thus duplicate/multiply the amount

outgoing traffic. PR1147947

Resolved Issues: 15.1R3

• Class of Service (CoS) on page 218

• Forwarding and Sampling on page 219

• General Routing on page 220

• High Availability (HA) and Resiliency on page 232

• Infrastructure on page 232

• Interfaces and Chassis on page 233

• Layer 2 Features on page 237

• MPLS on page 239

• Network Management and Monitoring on page 241

• Platform and Infrastructure on page 241

• Routing Protocols on page 246

• Routing Policy and Firewall Filters on page 248

• Services Applications on page 249

• Software Installation and Upgrade on page 250

• Subscriber Management and Services on page 250

• User Interface and Configuration on page 253

• VPNs on page 253

Class of Service (CoS)

• The chassis-scheduler-map is not applied to interface if FPC restart, Routing Engine

switchover, or reboot. Only after deactivation/activation of the affected interface does

the CoS get applied again. PR1132983

• When the system has "system services subscriber-management enable" set (means

the subscribers are VBF flow based), the ICMPMTU exceed notification may not be

sent tosubscribers,whichwill cause thesubscriberPathMTUDiscovery to fail.PR1138131
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• ThisPRdoesoptimization inAESNMPhandling. If all the links inanAEbundlegodown,

then any CoS SNMP query for this AE IFD/IFL will return cached values. PR1140440

• On the MX104 platform, when applying the "rate-limit" and the "buffer-size" on the

logical tunnel (lt-) interface on themissing MIC (not inserted onMPC), commit failure

with error message would occur. As a workaround, this issue could be avoided by

applying the "rate-limit and "buffer-size" on inserted MIC, then commit. PR1142182

Forwarding and Sampling

• The command "clear firewall all" will now clear the policer stats displayed by "show

policer __auto_policer_template_1__", ... "show policer __auto_policer_template_8__".

PR1072305

• This issue is seen in Junos OS Release 14.2 and later releases. When Routing Engine

based sampling is enabled and BGP session is using 4 byte AS, improper AS number

canbe found in sampling information. [router1]--------[DUT]--------[router2]AS 1,000

A AS 10,0000 | sampling 1.1.1.1 ---------------------->2.2.2.2 traffic --- traceoptions log

--- Aug 10 12:21:21 v5 flow entry Aug 10 12:21:21 Src addr: 1.1.1.1 Aug 10 12:21:21 Dst addr:

2.2.2.2 Aug 10 12:21:21 Nhop addr: 20.20.20.1 Aug 10 12:21:21 Input interface: 747 Aug 10

12:21:21 Output interface: 749 Aug 10 12:21:21 Pkts in flow: 594 Aug 10 12:21:21 Bytes in

flow: 49896 Aug 10 12:21:21 Start time of flow: 4648545 Aug 10 12:21:21 End time of

flow: 4707547 Aug 10 12:21:21 Src port: 0 Aug 10 12:21:21 Dst port: 2048 Aug 10 12:21:21

TCP flags: 0x0 Aug 10 12:21:21 IP proto num: 1 Aug 10 12:21:21 TOS: 0x0 Aug 10 12:21:21

Src AS: 1000 Aug 10 12:21:21 Dst AS: 34464 <<<<< Aug 10 12:21:21 Src netmask len: 32

Aug 10 12:21:21 Dst netmask len: 32. PR1111731

• On theMXSeries platformwithMX-FPC/DPC, M7/10i with Enhance-FEB, M120, M320

with E3-FPC, when there are large sized IPv6 firewall filters(for example, use prefix

lists with 64k prefixes each) enabled, commit/commit check would fail and the dfwd

processwouldcrashafter configurationcommit/commitcheck.There isnooperational

impact. PR1120633

• On all Junos OS platforms, when both the filter and the policer are configured for an

interface, in rare cases, the policer template may not be received by the Packet

Forwarding Engine (from the Routing Engine) when it is referenced by the filter term

(normally the policer template gets received before the filter term referencing it which

is ensured bymechanism in theRouting Engine kernel). In this situation, the FPCwould

crash due to this rare timing issue. This issue might be avoided by the recommended

steps below: 1. Deactivate the physical interface (IFD) and commit 2. Enable any filter

and policer that attached to the interface (e.g. IFL) and commit 3. Activate interface

back. PR1128518

• OnMX80 and MX104 platform, applying firewall filter with MX Series specific match

condition will raise the following warning message. Filter <filter_name> is MX Series

specific; will not get installed on DPCs for interface <interface_name>. This warning

message is needed for the other modular type MX Series platforms since it can have

DPC and MPCmixed. But the message is not needed for MX80 and MX104 platform

since they only have the MX Series based Packet Forwarding Engine. Although the

warning message tells that the relevant firewall filter is not installed, the firewall filter

is correctly installed into Packet Forwarding Engine. Thus, user can ignore themessage

in case the warning message is logged on MX80 and MX104 platform. PR1138220
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• For Junos OS release 14.1R1 and later, when a broadcast packet is sent in a scenario of

Integrated routing and bridging (IRB) over Virtual Tunnel End Point (VTEP) over IRB,

the packet is getting dropped in kernel as it was looping due to a software issue. The

error log message "if_pfe_vtep_ttp_output: if_pfe_ttp_output failed with error 50" is

observed when issue occurs. PR1145358

• OnMX Series-based platforms, in race condition, when using the policer which has

configuration statement "bandwidth-percent" configured (e.g., set firewall policerXXX

if-exceeding bandwidth-percent 80), if the logical interface (IFL) bandwidth change

and the filter bindmessage arrive at the Packet Forwarding Engine out of order (e.g.,

whenchanging thebandwidthof the IFLor rebooting theFPC), the"bandwidth-percent"

policer may end up using physical interface (IFD) bandwidth for "bandwidth-percent"

computation. PR1154034

General Routing

• On anMX Series Virtual Chassis platform, when we restart one or both of the standby

Routing Engines, the log message "ksyncd_select_control_plane_proto:

rhost_sysctlbyname_get: No such file or directory" might be observed as the ksyncd

daemon attempts to select a communication protocol (UDP/TCP). After several tries,

it will fall back to TCP and proceed as normal. PR945925

• In an MX Series Virtual Chassis (MX-VC) environment, the private local nexthops and

routes pointing to private local next hops are sent to the Packet Forwarding Engine

fromthemasterRoutingEngineandnot sent to theslaveRoutingEngine, thenaRouting

Engine switchover happens. Now as the newmaster Routing Engine does not know

about such next hops and routes, they are not cleaned up.When a next hopwith same

index is added on the newmaster Routing Engine and sent to the Packet Forwarding

Engine, the Packet Forwarding Engine might crash due to a stale next hop exist.

PR951420

• In a Layer 3 wholesale configuration, DHCPv6 advertise messages might be sent out

with source MAC all zeroes if the subscriber is terminated on the demux interface in a

non-default routing instance. For subscribers on default instance there is no such issue

observed. PR972603

• OnMX Series routers with MPC3E, MPC4E, MPC5E, and MPC6E, Junos OS does not

support short(sub-second) interface hold-time down configuration. So, a hidden

configuration statement is introduced to ignore DFE tuning state during hold-down

timer period. This configuration statement allows sub-second hold-down timer on

MPC3E,MPC4E,MPC5E,MPC6E. set interfaces<intf name>hold-timeup<Ums>down

<Dms> alternative The configuration statement does not work/support 'MPC5E 3D

Q 2CGE+4XGE' and 'MIC6 2X100GE CFP2 OTN', and we recommend configuring

hold-time down to bemore than 3 seconds for these two cards. PR1012365

• OnMX240/480/960/2010/2020 platformwith Junos OS release 15.1R1 and later, the

process health monitor process (pmond) is not available on the Routing Engine. The

msppmond process onMS-MIC/MS-MPC tries to connect pmond process on Routing

Engine continuously but fails. It will result in additional traffic between the

MS-MIC/MS-MPC and Routing Engine, causing high CPU utilization. PR1014584
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• Noperformance or functional impact. Can be safely ignored. "Ignore the PTPmessage

(2) as this MPC doesn't support EEC" should bemoved from notice to debug level.

PR1020161

• MIC-3D-8OC3-2OC12-ATMRevision22or later is supportedonlyby the following Junos

OS releases: Junos OS Release 12.3 Â— 12.3R9 and later, Junos OS Release 13.3 Â—

13.3R6 and later, Junos OS Release 14.1 Â— 14.1R4 and later, Junos OS Release 14.2 Â—

14.2R3 and later, Junos OS Release 15.1 and later. PR1036071

• There is a remote loopback feature in802.3ahstandard,whereoneendcanput remote

end into remote-loopback mode by sending enable loopback control lfm PDU. In

remote loopback, all incoming packets (except lfm packets) are sent back on wire as

it is. Transmit or receive of lfm packets should not be affected when an interface is in

remote loopback mode. On the VMX platformwhen we configure the lfm

remote-loopback we run into problem state, In problem state we will see that LFM

packets sent from node which is in loopback state is not reaching the peer end hence

we will not see the remote entity information for the "run show oam ethernet

link-fault-management" command on peer router. PR1046423

• On all routing platforms M Series, MX Series, T Series with BGP configured to carry

flow-specification route, in case of deleting a filter termandpolicer, then add the same

term and policer back (it usually happens in race condition when

adding/deleting/adding the flow routes), since confirmation fromdfwd for thedeleting

policermight not be receivedbefore attempting to add the samepolicer, the rpdwould

skip sending an add operation for it to dfwd. As a result, when the filter term is sent to

dfwd and tell it to attach to the policer, dfwd had already deleted the policer, and since

rpd skipped re-adding it, dfwd will reject the attach filter with policer not found error

and rpd will crash correspondingly. PR1052887

• When a labeled BGP route resolves over a route with MPLS label (e.g. LDP/RSVP

routes), after clearing the LDP/RSVP routes, in the shortwindowbefore the LDP/RSVP

routes restore, if the BGP routes resolves over a direct route (e.g. a one-hop LSP), the

rpd process might crash. PR1063796

• When"satop-options" is configuredonanE1withStructure-AgnosticTDMoverPacket

(SAToP) encapsulation, after Automatic ProtectionSwitching (APS) switchover, some

SAToP E1s on the previously protect interface (nowworking) start showing drops.

PR1066100

• Upon BFD flapping on aggregate interfaces, the Lookup chip (XL) might send illegal

packets to the center chip (XMCHIP) and compromise packet forwarding and an FPC

restart is needed to recover from this condition. If Fabric path side is affected, the fabric

healing processwill initiate this process automatically to recover fromsuch conditions.

MPC6E/MPC5E/NG-MPCareexposed to thisproblem.Corruptedparcels fromLookup

chip LU/XL to Center Chip (XM) can also compromise packet forwarding and report

DRD parcel timeout errors. An additional parcel verification check is added to prevent

sending corrupted parcels to the center chip (XM). PR1067234

• ICMP echo_reply traffic with applications like IPsecwill not work with theMS-MIC and

MS-MPCcards inaasymmetric traffic environment since thesecardsemployastateful

firewall by default. The packet will be dropped at the Stateful Firewall since it sees an

ICMP Reply that has not matching session. PR1072180
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• When flag is specified under ipsec-vpn traceoptions to trace IPsec operations, no

message is logged to the specified trace file as expected. The issue impacts on debug

capability only. PR1073705

• OnMX Series platformwith MS-MPC/MS-MIC, when Network Address Translation

(NAT), Stateful Firewall (SFW), Traffic Detection Function (TDF), or IPsec service is

configured and traffic flows, an ordered packet might miss the descriptor due to the

software defect. It results in prolonged flow-control, all data and control path are

blocked, the service PIC goes down and not come up. PR1079745

• Scheduler: Protect: Parity error for tick table single messages might appear on

MPC3E/MPC4E/MPC5E/MPC6E/T4000-FPC5. PR1083959

• In a twomembers MX Series Virtual Chassis (MXVC) environment, when "set

virtual-chassis no-split-detection" is configured, if split master condition happens,

which is caused by split events (i.e. loss of all adjacencies by link failure, FPC restarts,

chassis power-down, Routing Engine reboots, etc), then once the VCP adjacency is

formed again, the current design could not determine best chassis to win the protocol

mastership election properly, instead, only the final election step (that is,choose the

member device with the lowest MAC address) is used to elect the master device

(protocol master of the VC, or VC-M). PR1090388

• ScubaMPC6ETemperature Intake shows as "Testing" in "show chassis environment",

but "show chassis environment fpc" and "show chassis fpc detail" are OK and provide

the correct Temp information. > show chassis hardware | match fpc FPC 0 REV 66

750-044130 ABDA3551 MPC6E 3D FPC 9 REV 31 750-031087 CADR7177 MPC Type 1

3D FPC 10 REV 66 750-044130 ABCZ2741 MPC6E 3D {master} > show chassis

environment | match "intake |state" | match fpc FPC 0 Intake Testing <<<<<<<<

Wrong info FPC 9 Intake OK 37 degrees C / 98 degrees F FPC 10 Intake Testing

<<<<<<<<Wrong info {master} > show chassis environment fpc | match

"fpc|intake|state" FPC 0 status: State Online <<<<<<<<<<<<<<<<<< Correct info

Temperature Intake 36 degrees C / 96 degrees F FPC 9 status: State Online

Temperature Intake 37 degrees C / 98 degrees F FPC 10 status: State Online

<<<<<<<<<<<<<<<<<< Correct info Temperature Intake 42 degrees C / 107 degrees

F {master} > show chassis fpc detail Slot 0 information: State Online Temperature 36

<<<<<<<<<<<<<< Correct info Total CPU DRAM 3584MB Total XR2 518 MB Total

DDR DRAM 49920MB Start time: 2015-05-12 12:36:14 AST Uptime: 9 days, 1 hour, 31

minutes, 38 seconds Max Power Consumption 1088Watts Slot 9 information: State

Online Temperature 37 Total CPU DRAM 2048MB Total RLDRAM 331 MB Total DDR

DRAM1280MBStart time: 2015-05-12 12:38:00ASTUptime:9days, 1 hour, 29minutes,

52 seconds Max Power Consumption 239Watts Slot 10 information: State Online

Temperature 42 <<<<<<<<<<<<<< Correct info Total CPU DRAM 3584MB Total

XR2 518MB Total DDR DRAM49920MB Start time: 2015-05-12 12:36:18 AST Uptime:

9days, 1 hour, 31minutes, 34 secondsMaxPowerConsumption 1088WattsPR1090671

• Wrong diagnostic optics info might be seen for GE-LX10 SFP and SFP+ for

SumitomoElectric. The issue only for a specific SFP type - "Xcvr vendor part number :

SCP6F44-J3-ANEÃ‚Â”, it can be seen with "show chassis pic fpc-slot X pic-slot Y".

user@device> show chassis pic fpc-slot 0 pic-slot 0 .. PIC port information: Fiber Xcvr

vendorWave- Xcvr Port Cable type type Xcvr vendor part number length Firmware 0

GIGE 1000LX10 SMOPNEXT INC TRF5736AALB227 1310 nm0.0 1 GIGE 1000LX10 SM
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FINISARCORP.FTLF1318P2BTL-J1 1310nm0.02GIGE 1000LX10SMSumitomoElectric

SCP6F44-J3-ANE 1310 nm 0.0 <<<<Error SFP>PR1091063

• Occasionally, AFEB PCI reads from Cortona MIC with ATMOAM traffic might return

garbage values even though the actual content in the MIC has the correct value, this

corrupted values would lead to AFEB crash , and also PCI error logs such as : afeb0

PCI ERROR: 0:0:0:0 Timestamp 91614msec. afeb0 PCI ERROR: 0:0:0:0 (0x0006)

Status : 0x00004010 afeb0 PCI ERROR: 0:0:0:0 (0x001e) Secondary bus status :

0x00004000 afeb0 PCI ERROR: 0:0:0:0 (0x005e) Link status : 0x00000011 afeb0

PCI ERROR: 0:0:0:0 (0x0130) Root error status : 0x00000054 afeb0 PCI ERROR:

0:0:0:0 (0x0134)Error source ID : 0x02580258afeb0PCI ERROR:0:2:11:0Timestamp

91614msec. afeb0 PCI ERROR: 0:2:11:0 (0x0006) Status : 0x00004010 afeb0 PCI

ERROR: 0:2:11:0 (0x004a) Device status : 0x00000004 afeb0 PCI ERROR: 0:2:11:0

(0x0052)Linkstatus :0x00004001afeb0PCIERROR:0:2:11:0(0x0104)Uncorrectable

error status : 0x00000020 afeb0 PCI ERROR: 0:2:11:0 (0x0118) Advanced error cap

& ctl : 0x000001e5 afeb0 PCI ERROR: 0:2:11:0 (0x011c) Header log 0 : 0x00000000

afeb0 PCI ERROR: 0:2:11:0 (0x0120) Header log 1 : 0x00000000 afeb0 PCI ERROR:

0:2:11:0 (0x0124) Header log 2 : 0x00000000 afeb0 PCI ERROR: 0:2:11:0 (0x0128)

Header log 3 : 0x00000000 PR1097424

• When the clock sync process (clksyncd) is stopped and resumed during link flaps, the

clksyncdprocessmight get intoan inconsistent statewith various symptoms, the clock

source might be ineligible due to "Interface unit missing" or "Unsupported interface"

with no Ethernet Synchronization Message Channel (ESMC) transmit interfaces.

PR1098902

• In abnormal session close scenario like by pulling-out running ms-mpc or in scaled

flow environments, some garbage object can remain due to a bug on internal flow

state machine then would trigger mspmand coredump. The fix of this PR clears such

a problematic status objects. PR1100363

• After JunosOSRelease 13.3R1, IPCMON infra is added todebug IPCsbetweenPFEMAN

and the Routing Engine. When convergence occurs, string processing of IPCMOMwill

take added time. Then the slow convergence will be seen. It is a performance issue, it

is visible in scaled scenario (for example, more than 100K routes). As a workaround,

please execute command "set pfe ipclog filter clear" to disable IPC logging on all FPCs.

PR1100851

• Fragmentingaspecial hostoutbound IPpacketwith invalid IPheader length (IPheader

length is greater than actual memory buffer packet header length), can trigger NULL

mbuf accessing and dereferencing, which may lead to a kernel panic. PR1102044

• OnMXSeriesplatforms, in subscribermanagementenvironment,whencarrying scaling

subscribers, as the Packet Forwarding Engine process (pfed)memory usage will grow

along with the number of subscribers, the pfedmemory usage limit may get reached

(that is, 512M) because of the subscriber scale and number of service attached to the

subscribers (for example,whencarryingmore than 140ksingle stackPPPoEsubscribers

per chassis, 4 services per subscriber), in this situation, the pfed crashmay occur due

to memory exhaustion. PR1102522

• OnMX Series platform, in subscriber management environment, if the subscriber's

underlying logical interface (IFL) is static (for example, ge-x/y/z.0 or aex.0 rather than
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ge-x/y/z.32767 or aex.32767) with family inet configured, when all the subscribers are

logged out, the ARP on the underlying IFL may stop resolving the next-hop path due

to the incorrect deletionofARP family of theunderlying IFLwhen removing subscribers.

PR1102681

• With Nonstop active routing (NSR) enabled, deleting routing-instance/logical system

configuration might cause a soft assert of rpd. If NSR is not enabled, after deleting

routing-instance/logical systemconfiguration, executing "restart routing"might trigger

this issue too. The core files could be seen by executing CLI command "show system

core-dumps". This timing issue has no function impact. PR1102767

• cpcdd core observed in scaled scenario PR1103675

• When using "write coredump" to invoke a live coredump on an FPC in T Series, the

contents of R/SR ASICmemory (Jtree SRAM) will get dumped. In the situation that

there is a parity error present in the SRAM, then the coredumpwill abort and the FPC

will crash. As a workaround, configuring "set chassis pfe-debug flag

disable-asic-sram-dump" before "write coredump" will help to avoid the issue.

PR1105721

• Whenmspmand(whichmanagestheMultiservicePIC)coredump(whenthemspmand

crash, it will dump a core file for analysis) is in progress in MS-MPC/MS-MIC and a

GRES command is issued at the same time, it is seen that the MS PIC gets stuck and

has to be recovered by offlining/onlining the PIC. PR1105773

• Dynamic vlan ifl is not removed with 'remove when-no-subscriber' configuration.

PR1106776

• When Bridge domain in PBB-EVPN Routing instance is modified to add/remove ISIDs

BD can get stuck in destroyed state. This happens when ISIDs in the Bridge domain

are changed from 1 to many or many to 1. This is only noticed during configuration

changes or initial deployment. PR1107625

• Under IPv6 VRRP scenario, when a host sends router solicitation messages to VRRP

virtual IPv6 address, the VRRPmaster replies router advertisement messages with

physical MAC address instead of virtual MAC, the VRRP slave replies router

advertisement messages with physical MAC address as well. As a result, the host has

two default gateways installed and the host will send traffic directly to two devices

but not to the VRRP virtual IP. This issue affects VRRP function and traffic. PR1108366

• OnMX Series platformwith "subscriber-management" enabled, while high scaled

subscribers (for example, 126Kdual-stackDHCPv4/v6subscribersoverVLANdemux)

login/logout at high rate, MX Series-based line cards which hold subscribers might

crash after the bbe-smgd process restart. PR1109280

• OnMX240/480/960 Series router with MS-DPC, customer running BGP over IPsec.

ThisBGPsessionhasaBFDsession tied to it. TheBGPsession isupbut theBFDsession

remains in INIT state. The issuemightbeseenwithany service configuredwithmultihop

BFD enabled. Traffic forwarding will not be affected. PR1109660

• In subscribermanagement environment and the accessing interface is anAE interface,

after AE interface flap or FPC reboot, the subscriber traffic accounting might not be

reported on demux interface but on the underlying AE interface. PR1110493
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• In rare condition, after Routing Engine switchover, theMPCPICmight offline, and some

error messages might be seen. PR1110590

• This issue is a regression defect introduced in JunosOSRelease 11.4R11, 12.1R10, 12.2R8,

12.3R6, 13.2R4, 13.3R2, 14.1R1. After upgrading to those releases containing the original

fix, when there is no export policy configured for forwarding table to select a specific

LSP, whenever routes are resolved over RSVP (for example, due to aggressive

auto-bandwidth), resolver will spend considerable amount of time on resolver tree,

which contributes to base line increase in rpd/Routing Engine CPU. PR1110854

• Resolved problemwith Syslog messages generated like "krt_decode_resolve for

239.255.255.250, 101.11.67.33: no logical interface for index 1073741825"whenMulticast

packets are received on Subscriber interfaces. PR1110967

• OnMX Series platform, when using FTP Application-level gateway (ALG), if the FTP

(including both activemode and passivemode) server requests client to use different

IP address for control session and data session (i.e. after the control session is

established, thedestination IP address of FTPserver is changedonwhich client should

transfer the data), although the control session could be built, the data session could

not be established due to wrong pinhole creation. The issue would not occur in the

scenario that theport is changedwhile thedestination IPaddress is the same.PR1111542

• CLI core dump is due to repeatedmismatched XML open/close directives in the "show

pppoe lockout" output. This issue is most likely to occur when there is a ratio of 8

PPPoE clients in lockout per VLAN. PR1112326

• Right now this fix is available from Junos OS Release 14.2R6 and later. On Junos OS

Release 14.2R5 or older images MSRPC gates once opened would never gets deleted.

From Junos OS Release 14.2R6 and later, MSRPC gates are opened for 60mins no

matter whether expected packet hits gate or not. After 60minutes gates are deleted

by timer. PR1112520

• In the scenario that the power get removed from the MS-MPC, but Routing Engine is

still online (for example, onMX960 platformwith high capacity power supplies which

split into two separate power zones, when the power zone for the MS-MPC line card

loses power by switch off the PEM that supports the MS-MPC situated slot), if the

power goes back (for example, switch on the PEM), the MS-MPCmight be seen as

"Unresponsive" (checked via CLI command "show chassis fpc") and not coming up

back online due to failure of reading memory. PR1112716

• Under certain conditions, when the JunosOSRouting Engine tries to send an IP packet

over a IPIP tunnel, the lookupmight endup in an infinite loopbetween two IPIP tunnels.

This is caused by a routing loop causing the tunnel destination for Tunnel#A to be

learned through Tunnel#B and the other way round. PR1112724

• On all Junos OS platform, when the Junos Routing Engine tries to send an IP traffic

over a GRE tunnel, the route lookupmight end up in an infinite loop between two GRE

tunnels (the infinite loop is caused by a routing loop causing the tunnel destination for

Tunnel A to be learned through Tunnel B and the other way round), the kernel would

crash as a result. As aworkaround, the issue could be avoided by preventing the tunnel

destination of a tunnel to be learned through a second tunnel (and the other way

round). PR1113754
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• OnMX Series Virtual Chassis with "subscriber-management" enabled, the BBE

subscriber management daemon (bbe-smgd) might crash on the Virtual Chassis

backup router (VC-Bm) during subscribers concurrent login/logout. The bbe-smgd

process restart results in a minimal impact of system and subscribers. All connected

subscribers remain connected. PR1113792

• OnMX Series routers with Junos OS release 12.3X54-D20 or 12.3X54-D25, Inverse

multiplexing for ATM (IMA) interfaces on MIC-3D-4COC3-1COC12-CEmay not come

up due to "Insufficient Links FE" alarm. This is due to data corruption on the physical

layer. PR1114095

• OnMX-VCwith heartbeat connection, if it is in a scaled subscribers environment,when

power down both VCM Routing Engines, there might be a delay (minutes) for backup

chassis to bemaster andduringwhich time, traffic blackholemight be seen.PR1115026

• OnMX Series Virtual Chassis with "subscriber-management" enabled, the BBE

subscriber management daemon (bbe-smgd) might crash on the Virtual Chassis

backup router (VC-Bm)duringsubscribersconcurrent subscriberschurn.Thebbe-smgd

process restart results in a minimal impact of system and subscribers. All connected

subscribers remain connected. PR1115187

• After VC Protocol Master Switch, new VCMm could allocate STP index of 1 (which is

global discarding state) to new IFDs resulting in STP status incorrectly marked to

discarding on the FPCs of the current VCBm. Please note for the fix to be effective, it

is required that MXVC setup is rebooted once after upgrade of all the Routing Engines

of the MXVC chassis with new fixed image following normal upgrade procedure and

hence ISSU based upgrades are not supported. PR1115677

• On a busy MX Series Virtual Chassis platform, for example, with 100k subscribers and

16k subscribers concurrent login/logout, the ksyncd process might crash on Virtual

Chassis backup Routing Engines after a local or global graceful Routing Engine

switchover (GRES). This issue has no service impact. PR1115922

• ForMPC6EwithCFP2, therewasa race conditionbetween the Interrupt service routine

and the periodic, as a result interface up/down will not happen for laser off/on.

PR1115989

• OnMX240/MX480/MX960platformwithMS-DPCcard, in someraceconditions, after

deactivating member interface of the aggregatedmultiservices (AMS) interface, the

service PIC daemon (spd) might crash due to memory corruption. As a workaround,

we should offline the member PICs before changing the AMS configuration and then

online the PICs. PR1117218

• OnMSeries /MXSeries platform, the 10GTunableSFP/SFP+cannot be tuned in Junos

OS Release 15.1R2. PR1117242

• In broadband edge (BBE) environments with graceful Routing Engine switchover

(GRES) enabled, the BBE subscriber management daemon (bbe-smgd) might crash

on themaster Routing Engine after Routing Engine switchover. PR1117414

• OnMX Series routers containing multiple Packet Forwarding Engines such as

MX240/MX480/MX960/MX2010/MX2020,witheitherMPC3E/MPC4E/MPC5E/MPC6E

cards, if the routers have GRE decap, then certain packet sizes coming via these

aforementioned line cards, at very high rate can cause these line cards to exhibit a
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lockup, and one or more of their Packet Forwarding Engines corrupt traffic towards

the router fabric. PR1117665

• During the LSP switch-over, the hiwatermark may get set to unexpectedly high value.

The issue happens due to incorrect reference point taken while calculating the Max

avg BW in the last interval and this results in incorrect Highest Watermark BW in the

autobadnwidth stats. PR1118573

• alg-logsandpcp-logsarenot supportedunder [edit edit services service-set<ssname>

syslog host local class] onms interface as of now. Added warning message for the

same during configuration commit. PR1118900

• OnMX Series platform, in rare condition, if removing or deactivating

"member-interfaces" configured for an aggregated Multiservices (AMS) bundle (only

officially supportedonMS-MPC/MS-MIC), forexample,usingCLIcommand"deactivate

interfaces ams0 load-balancing-options member-interface mams-7/1/0", all the MX

Series-based FPCs and the MS-MPC/MS-MICmay crash. As a workaround, to avoid

the issue, below is the recommended procedures to change AMSbundle size, 1. Offline

member PICs 2. Change AMS configuration 3. Online member PICs PR1119092

• The rpd process might crash when executing CLI command "show evpn database"

with the combination of "vlan-id" and "mac-address". PR1119301

• In themulticast environmentwith pd interface (interfaceon the rendezvouspoint (RP)

that de-encapsulates packets), if execute GRESmultiple times, and the GRES interval

is less than 30minutes, the routes onmaster Kernel are added and deleted for a short

while. In rare condition, backup Kernel will not be able to see them. So after Routing

Engine switchover, the newmaster Kernel will delete next-hop ID for such routes, but

Packet Forwarding Engines will not see this deletedmessage. As a result, the

Kernel/Packet Forwarding Engine are out of sync for such particular next-hop ID, it

might trigger a reset of all the Packet Forwarding Engines. As a workaround, please do

the Routing Engine switchover more than 30-minute intervals. PR1119836

• OnMS-MPCequippedMXSeriesplatform,during the "three-wayhandshake"process,

when receiving ACKs (e.g. after sending SYN and receiving SYN/ACK) with window

size 0 (as reported, it is set to 0 by TCP client when using some proprietary protocol),

the ACKs would be incorrectly dropped by the line card due to failure in TCP check.

This issue could be avoided by preventing software from dropping packets that fail in

the check, for example, by CLI command below, re# set interfaces ms-3/0/0

services-options ignore-errors tcp. PR1120079

• The commands "show igmp interface <interface name>" and "showmld interface

<interface name>"may sometimes result in memory corruption and cause a core

dump of smg-service daemon. PR1120484

• The commit latency will increase along with the increasing lines under [edit system

services static-subscribers group<groupname> interface]. Use ranges to create static

demux interfaces isa recommendedoption. e.g.: [edit systemservicesstatic-subscribers

group PROFILE-STATIC_INTERFACE] + interface demux0.10001001 upto

demux0.10003000; PR1121876

• OnMX240/MX480/MX960/MX2010/MX2020 products with

MPC2E-3D-NG/MPC2E-3D-NG-Q/MPC3E-3D-NG/MPC3E-3D-NG-Qwith
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MIC-3D-4XGE-XFP, IFD flap detection is much slower. It might lead to high FRR time,

some traffic might be lost. PR1122589

• ovs-vxlan -- irb mac address is missing in ovs database. PR1122826

• For scaled configuration, itmay take toomuch time for commit, and session gets hung

because there is an unnecessary check to see if family Ethernet-switching co-exists

with family bridge for all interfaces having bridge configuration. PR1122863

• MX Series router acting as L2TP access concentrator (LAC)may not recognize the

MLPPP protocol field (0x003d) in the inbound PPP packet from customer premise

equipment (CPE) and could disconnect the session not respecting idle-timeout. The

traffic forwarding might be affected. PR1123233

• WhenMX-VC is under a high latency transport condition (usually happens in DDoS

attack), the performancemight reduce and the backup Routing Engine's unnecessary

and harmful resync operations could ultimately consume the entire available /mfs

buffer space, which finally resulting in traffic loss. PR1123842

• OnMX Series platform, the MS-MPC crashmay occur. The exact trigger of the issue is

unknown, normally, this issuemayhappenover longhours (e.g.withinaweek)of traffic

run (e.g. running HTTP/HTTPS/DNS/RTSP/TFP/FTP traffic profile). PR1124466

• With BGP configured on CE-faced interfaces (in VRFs), doing 'show route' frequently

may cause rpd to slowly leak memory. The leak rate will be onememory block of the

size necessary to hold the instance name of the routing instance for a BGP neighbor.

If the rpdprocessmemorygets exhausted, the rpdprocessmight crash, and the routing

protocols are impacted and traffic disruption will be seen due to loss of routing

information. You can check rpdmemory usage with "show task memory brief"

command. PR1124923

• Right now this fix is available from Junos OS Release 14.2R6 and later. On Junos OS

Release 14.2R5 or older images SUN RPC gates once opened would never get deleted.

From Junos OS Release 14.2R6 and later, SUN RPC gates are opened for 60minutes

nomatterwhether expectedpackethits gateornot.After60minutesgatesaredeleted

by timer. PR1125690

• In multihoming EVPN scenario and the customer facing interface is an AE interface,

after moving an interface from the EVPN instance into a VPLS instance, traffic loss

might be seen on CE facing FPC. PR1126155

• InEVPNscenario, theEVPNroute tablebetween themasterRoutingEngineandbackup

Routing Engine would be different (unused garbage routes will appear) once Routing

Engine switchover (e.g., by rebooting the "old" master Routing Engine or performing

graceful routing engines switchover) is performed, which may cause kernel crash on

the newmaster Routing Engine in some cases. PR1126195

• WhenJunosOSdevicesuseLinkLayerDiscovery (LLDP)Protocol, thecommand 'show

lldp neighbors' displays the contents of PortID Type, Length, and Value (TLV) received

from the peer in the field 'Port Info', and it could be the neighbor's port identifier or port

description. Junos OS CLI configuration statement can select which 'interface-name'

or 'SNMP ifIndex' to generate for the PortID TLV, so we do not have any problem as

long as two Junos OS devices are connected for LLDP, but wemight have an

interoperability issue if other vender device which canmap the configured 'port
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description' in the PortID TLV is used. In such case, Junos OS displays the neighbor's

PortDescription TLV in the 'Port info' field, and if the peer sets 'port description' whose

TLV length is longer than 33 byte(included), Junos is not able to accept the LLDP

packets then discards packets as errors. The PortID TLV is given as : "the port id tlv

length = port description field length + port id subtype(1B)". PR1126680

• EVPN route attributes like the label and Ethernet segment identifier (ESI) may be

missing from EVPN family routes installed by BGP. PR1126770

• In multi-homing Ethernet VPN (EVPN), if there are two loopback addresses and the

router-idand theprimary loopbackaddressesaredifferenton thedesignated forwarder

(DF) PE, when the link between CE and DF PE down, the Type 4 route of old DF are

not deleted properly from the backup PE and causing the new DF election failure. The

traffic forwardingwill beaffected. Asaworkaround,weshould configure singleprimary

loopback address and remove "router-id" configuration statement on both

multi-homing PEs. PR1126875

• OnM320/T320/T640withFPC 1/2/3and their enhancedversion (-E2/-E), inmulticast

scenario and AE interface is within multicast NH (such as, AE interface is the

downstream interface for a multicast flow), egress multicast statistics displays

incorrectly after flapping of AEmember links. PR1126956

• An incorrect destination MAC address is applied to the packet when a DHCPv6

Offer/Advertise packet is sent back to the subscriber from a non-default routing

instance across a pseudowire. PR1127364

• OnMX Series platformwith "subscriber-management" enabled, when a dynamic

DHCPv4 subscriber is stacked over a static VLAN and the "route-suppression

access-internal" configuration statement is enabled, before the subscriber is

established, it is possible for ARP process to first add a resolved route matching the

subscriber's IP address. Then when the subscriber is established, the subscriber

management process will change this route, but the change is not handled properly

in the Packet Forwarding Engine. Due to this timing issue, the broadband network

gateway (BNG) fails to forward transit packets to this subscriber. For example, the

externalDNSserverÂ’s responsepacketsmight notbedelivered to the voice subscriber

interface resulting in voice service outage. As a workaround, we can disable

"route-suppression". PR1128375

• OnMXSeries platform,when offlining the line card (possibly, with any of the line cards

listed below), "Major alarm"might be seen due to HSL (link between line card and

Packet Forwarding Engine) faults. This fault is non-fatal and would not cause service

impact. The line cards thatmayhit the issuecouldbe seenasbelow,MS-MPC/MS-MIC

MIC-3D-8DS3-E3 MIC-3D-8CHDS3-E3-B MIC-3D-4OC3OC12-1OC48

MIC-3D-8OC3OC12-4OC48MIC-3D-4CHOC3-2CHOC12 MIC-3D-8CHOC3-4CHOC12

MIC-3D-1OC192-XFPMIC-3D-1CHOC48. PR1128592

• In current Juniper implementation, the IPv6multicast Router Advertisement timer is

not uniformly distributed value between MinRtrAdvInterval and MaxRtrAdvInterval as

described in RFC 4861. PR1130329

• When software encounters an error configuring the optics type into the VSC8248PHY

retimer component of an MXMIC/PIC (typically done on SFP+module plugin), this

could lead to 100%FPCCPUutilization indefinitely.MPCsandMICs thatarepotentially
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affected are: MPC3 + 10x10GE SFPPMIC MPC4 32XGEMPC4 2CGE+8XGE (10G

interfaces only) MPC6 + 24x10GE (non-OTN) SFPPMIC. PR1130659

• OnMXwithMS-MIC (or possibly, MS-MPC is affected aswell), changing configuration

of sampling input parameters, such as "rate" under forwarding-options is not reflected

without restarting the line card. PR1131227

• OnMX Series based line cards, multiple modifications of firewall filter might cause

lookup chip error and traffic blackhole, following jnh_free error messages could help

to identify this issue: messages: fpc1 jnh_free(10212): ERROR [FW/3]:1 Paddr

0x006566a9, addr 0x2566a9, part_type 0call_stack 0x40497574 0x418ffa84

0x41900028 0x418ecf94 0x41861690. PR1131828

• CLI output of "clear services sessions" gives an impression to the user that session is

marked for deletion in case of delayed delete but the XML output "clear services

sessions|display xml"of the above command says "session removed". Ideally both

should convey the samemessage to the user. The changes have beenmade tomake

sure CLI and XML information given to the user in sync. PR1132006

• Packet logs were not available in previous releases. Now in X55-D35 onwards and in

mainline from (exact 14.2, 15.1 releases numbers to be determined), these logs will be

available.. PR1132162

• When customers do changes under "protocol router-advertisement interfaceX" (such

as changing timers etc), they expect that commit would trigger an new

router-advertisement being sent out to notify hosts about configuration changes.

However it does not seem to be a case unfortunately. It makes the router information

to expire on hosts and causes obvious loss of connectivity for the hosts. PR1132345

• In subscriber management environment with autosense VLAN, if IP demux interface

is not configured, the IGMP/MLD join message from client might be dropped due to

"Bad Receive If". PR1132929

• The subscribers login rate could be degraded when IGMP/MLD is enabled on the

dynamic demux interface. PR1134558

• OnMX Series platforms with non-QMPC (for example, MPC2-3D) or Q-MPCwith

enhanced-queueing off, when traffic has to egress on any one of the dynamic PPPoE

(pp0), IP-DEMUX (demux0) and VLAN-DEMUX (demux0) IFLs, the queuemapping

might get wrong. The traffic forwarding might be affected. PR1135862

• While bringing down subscribers, the system generates [ Deinstantiate Service Failed

permanently, daemon: cosd ] error message. PR1136083

• MXVC-Same subnet VC-heartbeat polling failed to recover. PR1136119

• OnMXSeriesplatformswithMIC3-3D-1X100GE-CFP,after In-ServiceSoftwareUpgrade

(ISSU), the Junos upgrade is successful, but the 100GE port will be down, and the

traffic forwarding will be affected. PR1136269

• In IGMP over subscriber environment with configuration statement

"remove-when-no-subscribers" configured, after performing graceful Routing Engine

switchover, subscribers with multicast joins cannot re-login when subscriber logout

before it sends IGMP leave in newmaster. PR1136646
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• OnMS-MIC, TCP session Up/Down causes JSERVICES_NAT_* and

JSERVICES_SESSION_*messages thoughseverity level "none" isconfigured for services.

PR1137596

• JNH periodically attempts to recover memory no longer in use. Recently when Firewall

address space was expanded to 16M, a side effect was triggered -- memory recovery

was extended to 16M as well. On the Hercules line card, Firewall does not use a small

block of IDMEM, causing JNH to attempt the return of the unusedmemory. There is no

mechanism for recovery of IDMEM, therefore, this message is displayed. Excepting the

syslog impact, there is no further effect on the line card. PR1140021

• From Junos OS Release 14.1R4, 14.2R3, 15.1 and later, when firewall filter is applied to

NG-MPC, after system reboot, Routing Enginemight go into amnesiacmode.PR1141101

• In subscriber management environment, on MX Series platform, after login/logout

static subscribers (e.g. by setting/deleting the interface), someof thestatic subscribers

may get stuck in "Terminated" state. PR1143205

• Whenmulticast-only fast reroute (MoFRR) isenabled inPIMormultipointLDPdomain,

memory leak will be observed on generation of themulticast FRR next-hops. The leak

rate is 8-byte for IPv4 and 12-byte for IPv6 addresses, per FRR next-hop created.

Eventually, the rpd process will run out of memory and crash when it cannot honor

some request for a memory allocation. PR1144385

• When ARP is trying to receive a nexthopmessage whose size (for example 73900

bytes) is bigger than its entire socket receive buffer (65536 bytes), the kernel might

crash, and the traffic forwarding might be affected. PR1145920

• OnMX Series routers with "subscriber-management" enabled, the BBE subscriber

management daemon (bbe-smgd) might crash on the backup Routing Engine when

performing graceful Routing Engine switchover (GRES) during subscribers concurrent

login/logout. PR1147498

• OnMX Series platform, in multicast subscriber management environment (e.g. IGMP

is configured for subscribers in dynamic profile), when nonstop active routing (NSR)

is enabled, if the routingprotocolprocess (rpd) isbusyor therearehundredsofmulticast

groups are active (e.g., 250), missing multicast entries issue might be seen after

performingRoutingEngineswitchover twiceormore (i.e., firstRoutingEngineswitchover

works fine, and the issue may occur from the second switchover and onward). As a

workaround, this issue couldbeavoidedby issuingCLI command"restart smg-service"

on backup Routing Engine after every switchover. PR1149065

• When a routing instance is configured with "routing-instances <instance name>

routing-options localized-fib" then VPN localizationmay fail, causing all routes for the

affected routing instance to be installed on all Packet Forwarding Engines. PR1149840

• Commit error after attempting to delete all guaranteed rates on all

traffic-control-profiles associated with demux0 [edit] lab@mx480-J12_09# commit

re0: [edit class-of-service interfaces] 'demux0' IFL excess ratenot allowedon interface

(demux0), please specify guaranteed rate on at least one IFL error: configuration

check-out failed. PR1150156

• When using type 5 FPC on T4000 platform, traffic go out of the interface where

"source-class-usage output" is configured will be dropped if the Source class usage
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(SCU) or Destination Class Usage (DCU) policy configuration is missing. This issue is

causedby incompleteconfigurationso, toavoid the issue,pleasemake theconfiguration

complete (e.g. with "source-class-usage output" and SCU policy). PR1151503

• In the TXP environment, the Line-Card Chassis (LCC) Switch Interface Board (SIB)

status is not rightwhenexecutecommand"user@router>showchassis environment",

their status are Absent, but no alarms. This is aminor issue, it does not affect business.

PR1156841

• Aprevious enhancement to strengthen the VC-Heartbeatmessage exchange resulted

rejectingmessagesat thecrucial timeofdetermining thehealthof theotherVCmember

when all adjacency links fail. Validation of messages has been adjusted to remain

strong when the VC is connected, but relaxed during the split conditions to prevent

rejecting valid messages. PR1157383

• In PPPoEv6 scenario, the unsolicited Router Advertisement will be sent out before get

IPCPv6 ack. This behavior will impact PPPoEv6 connection rate. We can use

"no-unsolicited-ra"configurationstatement tosuppress thismessageasaworkaround.

But in this case, this configuration statement does not work. The unsolicited Router

Advertisement will still be sent out. PR1158476

High Availability (HA) and Resiliency

• OnMX Series platforms with Junos OS Release 15.1R1 and later, while a core dump is

in progress, if we try to access the dump directory, due to the deadlock defect, the

systemmight hang and crash. As aworkaround, we should not access the "/var/crash"

directory till the core dump is complete. PR1087082

• OnMXSeries Virtual Chassis (MX-VC)with scaled configuration, for example, 110000

DHCPand 11600PPPsubscribers, theunified in-service softwareupgrade(ISSU)might

fail due to the management daemon (MGD) timer expiring before Field-replaceable

units (FRUs) update finish. PR1121826

• OnMX240/480/960/2010/2020platformwith JunosOSRelease 15.1R1 and and later,

in high scale scenario (e.g., there are 4million routes ormore), the connection between

Routing Engine and the FPC(s) may flap after performing graceful Routing Engine

switchover (GRES). The other symptoms are intermittent packet drops between the

Routing Engine and FPCduring regular operationwithout performingGRESand scaled

scenario. PR1146548

Infrastructure

• Only the following directories and files are preserved when upgrading from build prior

to 15.1 to 15.1 (FreeBSD 10) . config/ /etc/localtime /var/db/ /var/etc/master.passwd

/var/etc/inetd.conf /var/etc/pam.conf /var/etc/resolv.conf /var/etc/syslog.conf

/var/etc/localtime /var/etc/exports /var/etc/extensions.allow /var/preserve/

/var/tmp/baseline-config.conf /var/tmp/preinstall_boot_loader.conf Anything else

not listed above is deleted/formatted during upgrading to freebsd10 version of Junos

OS.PR959012

• When "show version detail" CLI command has been executed, it will call a separate

gstatd process with parameter "-vvX". Because the gstatd could not recognize these

parameters, it will run oncewithout any parameter then exit. In result of "show version
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detail", following information could be seen: user@hostA> show version detail

Hostname: hostA Model: mx960 Junos: 13.3R6-S3 JUNOS Base OS boot [13.3R6-S3]

JUNOSBaseOSSoftware Suite [13.3R6-S3] .. <snipped> file: illegal option -- v usage:

gstatd [-N] gstatd: illegal option -- v usage: gstatd [-N] <snipped> At the same time,

log lines like following might be recorded in syslog: file: gstatd is starting. file:

re-initializing gstatd mgd[14304]: UI_CHILD_START: Starting child '/usr/sbin/gstatd'

gstatd: gstatd is starting. gstatd: re-initializing gstatd gstatd: Monitoring ad2 gstatd:

switchover enabledgstatd: read threshold= 1000.00gstatd:write threshold= 1000.00

gstatd: sampling interval = 1 gstatd: averaged over = 30mx960mgd[14304]:

UI_CHILD_STATUS: Cleanup child '/usr/sbin/gstatd', PID 14363, status 0x4000

mgd[14304]: UI_CHILD_EXITED: Child exited: PID 14363, status 64, command

'/usr/sbin/gstatd' PR1078702

• OndualRoutingEngineplatforms, ifGRES is configured (triggeredby "on-disk-failure"),

when a disk I/O failure occurs on themaster Routing Engine due to hardware issue (for

example, SSD failure), the graceful Routing Engine switchover might not be triggered

immediately after initial IO failure has been detected. As a result, the Routing Engine

might enter a state in which it responds to local pings and interfaces remain up, but

no other processes are responding. PR1102978

• With scaled configuration or there are memory leaks, if the virtual memory is running

very low, the kernel might crash and the device will go in db prompt continuously due

to a recursion issue. PR1117548

• The "show route vpn-localization" command does not have any output, but if xml

format requested then xml output of the same command works. PR1125280

• In scaling setup (in this case, there are 1000 VLANs, 1000 Bridge Domains, 120 IRB

interfaces, 120 VRRP instances, BGP and IGP), if the routing protocols are deactivated

and activated, there might be a chance that the pending route stats are not cleaned

up,whichwill cause the stats infra tohave stalepointers and lead tomemory corruption

in socket layers. The systemmight go to db prompt because of this. All the traffic goes

through the router will be dropped. PR1146720

Interfaces and Chassis

• OnMX Series routers, the physical or logical interfaces (ifd/ifl) might be created and

marked UP before a resetting FPCs' fabric planes are brought up and ready to forward

traffic, as a result, traffic might be black-holed during the time window. This window

of traffic black-hole is particular long if the chassis is heavily populatedwith line-cards,

for example, the router has large scale of configuration (routes or subscribers), and

coupled with a lot of FPC reset, such as upon a node power up/reset. PR918324

• jnxBoxDescr is reworded for MXVC to replace the platform type with amore general

representation that replaces the specificmember platform typewith "Virtual Chassis".

Old virtual chassis text example: jnxBoxDescr.0 =member0 Juniper MX240 Internet

BackboneRouter Newvirtual chassis text example: jnxBoxDescr.0 =member0 Juniper

MXVirtualChassis InternetBackboneRouterNOTE:TheMIBdesign for jnxBoxAnatomy

"top-level" chassis information works properly for a standalone chassis, but doesn't

fully represent virtual chassis multi-member configurations because it is capable of

providing information for only one physical chassis. (The remainder of the

jnxBoxAnatomyMIB "containers" properly support the inventory of a multi-member

233Copyright © 2017, Juniper Networks, Inc.

Resolved Issues

http://prsearch.juniper.net/PR1078702
http://prsearch.juniper.net/PR1102978
http://prsearch.juniper.net/PR1117548
http://prsearch.juniper.net/PR1125280
http://prsearch.juniper.net/PR1146720
http://prsearch.juniper.net/PR918324


configuration.)MXvirtual chassisprovidesanotherMIB, jnxVirtualChassisMemberTable,

to supply the equivalent "top-level" information. PR1024660

• When issuing a CFM LTR from CE, link state reply, recieved fromMX Series, acting as

MHFdoesn't contain Reply Egress TLV if ingress and igress IFL are located on the same

IFD PR1044589

• MS-DPCmight crash when allocating chain-composite nexthop in enhanced LAG

scenario. PR1058699

• During subscriber login/logout thebelowerror logmightoccuron thedeviceconfigured

with GRES/NSR. /kernel: if_process_obj_index: Zero length TLV! /kernel: if_pfe: Zero

length TLV (pp0.1073751222). PR1058958

• Currently the redundant logical tunnel (rlt) interface only supports limited vlan range

(0..1023), it should support the extended vlan range (0..4094) as the logical tunnel

does. PR1085565

• Trapmessages does not logged on logical interface (ifl) after deleting "no-traps"

configuration statement, in spite of setting explicit "traps". PR1087913

• The Enhanced LAG feature is enable in network-service enhanced-ip mode, but it is

not supported in enhanced-ethernet mode. PR1087982

• During scaling login/logout different types of subscribers (e.g. 17K) on LAC router, there

might be some L2TP LAC subscribers stuck in terminating state and never get cleared,

blocking new sessions from establishing on the same interface. PR1094470

• WhenDHCPsubscribers are terminatedat specific routing-instances and the interface

stack is IP demux over vlan-subinterface over AE interface, there might be amemory

leak in kernel AE iffamily when subscribers login/logout. PR1097824

• The adaptive load balancing counters are always zero for aggregated Ethernet (AE)

bundles on MICs or MPCs of MX Series routers. PR1101257

• VRRP inet6 group interface does not send Router Advertisement (RA) when the

interface address and virtual address are same. run show ipv6 router-advertisement

interface ge-0/2/0.430 Interface: ge-0/2/0.430 Advertisements sent: 0 Solicits

received: 0 Advertisements received: 0 PR1101685

• With "enhanced-ip" mode and AE interface configured, if SCU/DCU accounting is

enabled, the MS-DPCmight drop all traffic as regular discard. PR1103669

• The 'optics' option will now display data for VCP ports: show interfaces diagnostics

optics vcp-0/0/0 PR1106105

• OnMX240 or MX480 platformwith at least two DCmodules (PN: 740-027736)

equipped, when shutting down one of the PEMs and then turn it on again, even the

PEM is functioning, the "PEM Fan Fail" alarmmight be observed on the device due to

software logic bug. There is no way to clear the ALARM_REASON_PS_FAN_FAIL for

I2C_ID_ENH_CALYPSO_DC_PEM once it has been raised. PR1106998

• OnMPC-3D-16XGE-SFPP line card, when an optics (for example, 10G-LR-SFP) is

disabled and then enabled administratively, if the SFP is not temperature tolerant

(non-NEBS compliant), the TX laser may not be turned on due to the fact that the

chassisprocess (chassisd)maykeepsending the"disable-non-nebs-optics"command
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to the optics if the current temperature of FPC reaches the threshold temperature.

PR1107242

• OnMX Series platforms, continuous error messages might be seen on the MICs (for

10G/40G/100GMICs) fromMIC3 onwards (listed as below) when physical interface

(IFD) settings are pushed (e.g. booting the MPC). Based on the current observation,

the issue may not have any operational impact and the MICs that may encounter this

issueare listedasbelow, - 10GMICs:MIC3-3D-10XGE-SFPP,MIC6-10G,MIC6-10G-OTN,

- 40GMICs: MIC3-3D-2X40GE-QSFPP, - 100GMICs: MIC3-3D-1X100GE-CFP,

MIC3-3D-1X100GE-CXP, MIC6-100G-CXP, MIC6-100G-CFP2 PR1108769

• Junos OS now checks ifl information under the ae interface and prints only if it is part

of it PR1114110

• The jpppd process (which is used to authenticate subscribers) might crash after

restartingMPC in live network, and then some subscribersmight be found stuck in INIT

state. PR1114851

• In PPPoE subscriber management environment, when dynamic VLAN subscriber

interfaces is createdbasedonAgentCircuit Identifier (ACI) Information, the subscribers

might unable to login after reboot FPC with syslog "Dropping PADI due to no ACI

IFLSET". PR1117070

• WhenanM120/M320/MXSeries routeractsas theBroadbandnetworkgateway(BNG)

andprovide thePPPoEsubscribermanagementservice,afterRoutingEngineswitchover,

it might wrongly send out IPCP Term-Reqmessage. It will cause PPPoE subscribers

login failure. PR1117213

• When using Ethernet OAM Connectivity Fault Management (CFM), the CFM process

(CFMD)may crash in either of the following scenarios, - Scenario 1 When CFMD is

restarted or GRES. There is no specific defined configuration which could cause this

crash, but normally this would be seen with VPLS or Bridge domain with multiple

Mesh-groups. The crash happens rarely in this scenario. - Scenario 2When configuring

2 interfaces in the same bridge-domain (BD) or routing-instance, and both interfaces

havemaintenanceassociationendpoint (MEP)configurationalongwithaction-profile

enabled. Also there is nomaintenance association intermediate point (MIP)

configuration on that BD or routing-instance. The crashmight be seen with the above

configurationsandwhenoneof the interfaces is flappedordeletedand then re-created.

In addition, in this scenario, this issue may not happen always as this depends on the

ordering of kernel event. PR1120387

• The jpppd processmight crash and restart due to a stalememory reference. The jpppd

process restart results in a minimal impact of system and subscribers. All connected

subscribers remain connected and only subscribers are attempting to connect at time

of process restart would need to retry. PR1121326

• On JunosOSplatforms, an aggregate-ethernet bundle havingmore-than onemember

linkcanshow incorrect speedwhichwouldnotmatch to the totalaggregatebandwidth

of all member links. The issue would be seen when LFM is enabled on the

aggregate-ethernet bundle. The issue would be triggered when one of the member

link flaps. Although after the flap, the current master Routing Engine would show

correct aggregate speed, the backup Routing Engine would report incorrect value. In

this state,whenRoutingEnginemastership is switched, thenewmasterRoutingEngine
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(which was backup) will show incorrect value. One of the side-effect of this issue is

that RSVP also reflects incorrect bandwidth availability for the affected

aggregate-ethernetbundle, thus cancauseunder-utilizationof the linkwith LSPhaving

bandwidth constraints. PR1121631

• Since a bugwhichwas introduced in JunosOSRelease 15.1R1, loopback sub-interfaces

always have a Flag down in the output of CLI command "show interfaces". PR1123618

• The connectivity fault management (CFM) log message "Adjacency up" should only

be logged when the router first detects remote MEP or the peer interface goes down

and up causing adjacency failure for this remote MEP. But now it is wrongly logged

when any peer set/clear the Remote defect indication (RDI) bit in continuity check

messages (CCMs). PR1125164

• If two redundant logical tunnels (rlt) sub-interfaces are configured in a same subnet

and in a same routing-instance, a sub-interface will be down (this is expected), but if

the sub-interface is removed from the routing-instance later, after disable and enable

the rlt interface, a sub-interface might remain in down state unless removing

configuration of rlt interface and then rollback. PR1127200

• With incomplete cfmd configuration, for example, only MD (maintenance-domain)

configuredandnoMA(maintenance-association)configured, orMDandMAconfigured

but noMEPconfigured, SNMPwalk inCFMMD table results in infinite loopandprocess

cfmd is spinning at around 90%CPU. PR1129652

• In Dynamic PPPoE subscriber management scenario, when the system is overloaded

with requests coming, the subscribersmight fail to login in a race condition.PR1130546

• The jpppdprocessmight crashand restart due toabuffer overwrite. The jpppdprocess

restart results inaminimal impactof systemandsubscribers. All connectedsubscribers

remain connected and only subscribers are attempting to connect at time of process

restart would need to retry. PR1132373

• MX-VC specific behavior for SNMPwalk of jnxOperating* containers was divergent

from physical MX. Returned to vergence. PR1136414

• OnMX Series platforms, the "Max Power Consumption" of MPC Type 1 3D (model

number: MX-MPC1-3D) would exceed the default value due to software issue. For

example, the value might be shown as 368Watts instead of 239Watts when "max

ambient temperature" is 55 degrees Celsius. PR1137925

• WhenMicro Bidirectional Forwarding Detection (BFD) sessions are configured for link

aggregation group (LAG), the device control process (DCD) acts as the client to the

micro BFD session. In order to monitor the connection between client (DCD) and

server(BFD), client needs to exchange keep alive hello packetswith the server. To send

hello packets, DCD needs to move out of IDLE phase to CONFIG_BFD phase which is

the reason for below logmessages: dcd.c:585 dcd_new_phase_if_idle() INFO : Current

phase is IDLE, going to phase CONFIG_BFD usage.c:75 dcd_trace_times() INFO : Phase

Usage for IDLE : user 0.001 s, sys 0.000 s, wall 60.019 s dcd.c:717 dcd_new_phase()

INFO : New phase is CONFIG_BFD usage.c:75 dcd_trace_times() INFO : Phase Usage

for CONFIG_BFD : user 0.000 s, sys 0.000 s, wall 0.000 s dcd.c:717 dcd_new_phase()

INFO : New phase is IDLE There is no functionality impact, however these messages
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may flood the logs. As a workaround, we can filter out these messages from being

written to the log file according to this KB article. PR1144093

• In MX-VC or VRR platforms running releases of 15.1 built before about February 2016,

the following cosmetic warning message will be print upon commit: [edit] 'chassis'

warning:WARNING:MPCrebootor chassis reboot is required touseMICawaredynamic

power management feature on already plugged-in MPCs. PR1144295

• The alarm "CB 0 ESWPacket Forwarding Engine Some Ports Failed " was triggered

by the difference "rcb_handle_esw_port_status Some Port Lost Connection

online_mask" between CB0 and CB1, But the issuedmask-bit was directed to an

none-existed FEB. PR1148869

• When using MX Series platform as Layer 2 Tunnel Protocol (L2TP) L2TP access

concentrator (LAC), if login/logout tunneled PPPoE subscribers over an extended

period (e.g. login/logout 16K subscribers for 24- 48 hours), kernel crashmay occur due

to next-hop issue. PR1150316

• The outbound PPPoE control packets sourced from PPPoE daemon, such as PADO,

error PADS and PADT, are assigned to queue 0 instead of queue 3. PR1154070

• Customer may see errors when doing 'show interface interface-set queue <if set>' for

a pure numeric interface-set name. router> show interfaces interface-set queue 803

error: can't decode interface name `803': invalid device name. PR1154667

• Internal timing for bringing FPCs online is extended for MX 2020/2010 systems to

accommodate longer initialization times for fabric and FPCs. PR1164147

Layer 2 Features

• In LDP Hierarchical VPLS (H-VPLS) topology (for example, the Multi-Tenant Unit

switch (MTU-s) is connected to two PE devices via a primary spoke PW and backup

spoke PW), when the primary spoke PW is down, an LDP address withdrawmessage

with TLVs 0x404 and 0x405, whichmeans "flush-all-from-me", will be sent from the

PE(for example,PE1)ondetectionof failureof theprimary spokePWtopeerPEdevices

participating in the full mesh to flush theMAC addresses learned in the corresponding

Virtual Switch Instance (VSI). After receiving the message by a PE (for example, PE2)

with "mac-flush propagate" configuration statement configured, the expectation is

propagating "flush-all-from-me" to other participating PE (for example, PE3), but

instead, it sends 'flush-all-but-me' message incorrectly. Because of this, the receiving

PE (for example, PE3) will flush all MAC entries it learned, except the ones that were

learned from LSI interface to sending PE (for example, PE2). PR1131439

• In VPLS scenario with AE interfaces as core facing interfaces, when LDPmesh-group

is enabled with local-switching enabled in it, the neighbors configured under the

local-switching hierarchical will cause LSI (Label-Switched Interface) to be created

automatically. If port flapping occurs causing MPLS interface change associated with

the LSI interface, the VPLS split-horizonmight not be in functionality, this will cause

traffic to be looped back. As a workaround, configuring configuration statement

"enhanced-ip" can avoid this issue. PR1138842

• When configuring the "ecmp-alb" configuration statement to enable adaptive load

balancing for equal-cost multipath (ECMP) next hops, the VPLS broadcast, unknown
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unicast, andmulticast (BUM) traffic might be dropped on egress Packet Forwarding

Engine when ingress/egress interfaces are distributed to more than one Packet

Forwarding Engines. As a workaround, we can disable "ecmp-alb" to avoid this issue.

PR1142869

• In a VPLS scenario, when "$junos-underlying-interface-unit" is configured in

"dynamic-profiles" hierarchy, which is then implemented in a routing-instance. The

upgrade/commitwill failwith the followingerrormessage,Parseof thedynamicprofile

(<dynamic_profile_name>) for the interface: $junos-interface-ifd-name and unit:

$junos-underlying-interface-unit failed! PR1147990

• For routers equipped with the following line cards: T4000-FPC5-3DMX-MPC3E-3D

MPC4E-3D-32XGE-SFPPMPC4E-3D-2CGE-8XGEMPC5E-40G10GMPC5EQ-40G10G

MPC6EMX2K-MPC6E. If the router is working as VPLS PE, due to MAC aging every 5

minutes, the VPLS unicast traffic is flooded as unknown unicast every 5 minutes.

PR1148971

• In subscriber management environment, when login/logout the subscribers, if the

accounting feature is enabled as well as the underlying interface is configured with

dynamic VLAN (DVLAN), the memory leak in "/mfs" may occur due to incorrect

interaction between Packet Forwarding Engine process (pfed) and authentication

process (authd). PR1112333

• There is a bug in code of handling the redistribution of PPM (periodic packet

management) Transmit and Adjacency entries for LACP, when the Interface entry is

in pending distribution state. This issuemight cause ppmdcrash after graceful Routing

Engine switchover. PR1116741

• For Routing Engine generated packet with VLAN tag, if the outgoing interface is an LT

interface, the VLAN tag will not be removed even the LT interface is configured with

untagged encapsulation. PR1118540

• ForPVSTP/VSTPprotocols,whenMX/EX92xx router inter-operateswithCiscodevices,

due to the incompatible BPDU format (there are additional 8 Bytes after the required

PVID TLV in the BPDU for Cisco device), the MXmight drop these BPDUs. PR1120688

• In the DHCPv4 or DHCPv6 relay environment with large scaled environment (in this

case, 50-60K subscribers), and the system is under stress (many simultaneous

operations). The subscribers might get stuck in RELEASE state with large negative

lease time. PR1125189

• In scenario that DHCP relay is used along with Virtual Extensible Local Area Network

(VXLAN), if DHCP discover packet is received with the broadcast bit set via a VXLAN

interface on MX platform (which is acting as DHCP relay), the OFFER back from the

DHCP serverwill not be forwardedback to the client over theVXLAN interface. Unicast

offers (that is, DHCPoffer packetwith unicast bit set) over VXLANandboth broadcast

and unicast offers over native VLAN interfaces work fine. PR1126909

• In some rare scenarios, the MVRP PDUmight unable to be transmitted, which could

causememory leak in layer 2 control plane daemon (l2cpd), and finally results in the

l2cpd process crash. PR1127146
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• Input/Output pps/bps statistics might not be zero after amember link of AE interface

with distributed ppmdwas down in M320/T-Series(GIMLET/STOLI based FPC).

PR1132562

• The "Node ID" information is not shown on MX platformwhen traceoption flag "pdu"

is configured to trace Ethernet ring protection switching (ERPS) PDU reception and

transmission. PR1157219

• DHCP relay with forward-only cross-VRF results in bad packet format of the DHCP

DISCOVERpacket.Wiresharkdecodeofpackets fromMXSeries toDHCPserver indicate

Error; End options missing. PR1157800

MPLS

• With egress protection configured for Layer 3VPN services to protect the services from

egress PE node failure in a scenario where the CE site is multihomed with more than

one PE router, when the egress-protection is un-configured, the egress-protection

route cleanup is not handled properly and still point to the indirect composite nexthop

in kernel, but the composite nexthop can be deleted in rpd even the egress protection

route is pointing to the composite nexthop. This is resulting in composite nexthop "File

exists" errorwhen theegressprotection is re-enabledand reuse thecompositenexthop

(new CNH addition fails as old CNH is still referenced in kernel). PR954154

• InMPLSscenarios, removing the "familympls" configuration fromanoutgoing interface

may cause inet and/or inet6 nexthops associated with that interface to unexpectedly

transit to dead state. Even adding back "family mpls" cannot restore it. PR1067915

• Junkcharactersarebeingdisplayed inoutputof showconnectionsextensivecommand.

PR1081678

• When an LSP is link-protected and has no-local-reversion configured, if the primary

link (link1) is down and LSP on bypass (link2), then another link (link3) is brought up,

before the LSP switch to link3, if link1 is enabled and link3 is disabled, the LSPwill stuck

in bypass LSP forever. This is a timing issue. PR1091774

• If LDP is enabled via the 'protocols ldp' configuration option on a device running Junos

OS, receipt of a spoofed, crafted LDP packet may cause the RPD routing process to

crash and restart. PR1096835

• From Junos OS Release 13.2R1 and later, in MPLS L3VPN scenario, when the

"l3vpn-composite-nexthop" configuration statement is enabled on a PE router and

an interface style service set is attached to the ingress interface, the L3VPN packets

with the MPLS labels will be sent to the service card and dropped. As a workaround,

we should disable "l3vpn-composite-nexthop". PR1109948

• If "optimize-timer" is configured under P2MP branch LSP, this branch LSP will not be

re-established if link flap on egress node. If "optimize-timer" is configured at

protocols/mpls level, issue could be avoided. PR1113634

• For advertising IPV6 packets over MPLS GRE tunnel, the IPv6 address gets stuck in

KRT queue. PR1113967
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• ForanMPLSL3VPNusingLDP-signaledLSPs, in a rare racingcondition (e.g. large-scale

environment or Routing Engine CPU utilization is high), the rpd process might crash

after an LDP neighbor down. PR1115004

• If an RSVP LSP has both primaryand secondary standby path and link-protection

enabled, a /32 bypass route is unhidden when the primary link goes down. This /32

route is supposed to bemade hidden again when primary link comes back up. But in

some cases, due to software defect, this /32 bypass route remains unhidden forever

whichcauses some issues, for example,BFDsessiondowndue tobetterprefix received

from Bypass LSP. PR1115895

• Whenmultipoint LDP (M-LDP) in-band signaling is enabled to carry multicast traffic

across an existing IP/MPLS backbone and routing process is enabled to use 64-bit

mode, the rpdmight crash due to accessing uninitialized local variables. PR1118459

• When OSPF LFA is enabled and there is available backup path, after clearing the LDP

session to the primary path or backup path, in a very rare condition, the LDP session

on this router might flap multiple times. PR1119700

• When local bandwidth accounting for inactive/adaptive standby path figures that

there is not enough bandwidth (due to double-counting BW on common link shared

by primary and secondary path) to fit it in an already full link and brings it down, CSPF

will not be retried on the path unless there is some change in TE database. PR1129602

• When an PLR is a non-Juniper router, Juniper ingress nodemight stay on the bypass

tunnel and ignore the CSPF result. PR1138252

• When a link fails on an RSVP LSP which has link-protection or node-link-protection

configured, the PLR (point of local repair) will initiate a bypass LSP and the RSVP LSP

will be tunneled on this bypass LSP. However, if now the bypass LSP is brought down

because there is a link failure on it, the PLRmight only send out session_preemted

PathErr message to the upstream node without sending ResvTear message. Hence

the ingress node does not receive ResvTear message and the RSVP LSP is not

immediately torn down. The RSVP LSP will remain UP for more than 2minutes until

theRSB(Resvsateblock)on the ingress'sdownstreamnodegets timeoutand it sends

ResvTear message to the ingress. PR1140177

• There is no entropy label for LDP route in scenario of LDP tunneling across a single hop

RSVPLSPwith label0 (explicit-null) used.Asworkaround, either removeLDPtunneling

or RSVP explicit-null will resolve the issue. PR1142357

• This issue is related to inter-op betweenmulti vendor scenario. This fix will add

sub-object RROwhichwill help change of label during FRR active scenario. PR1145627

• With NSR enabled and LDP configured, the rpd process may crash and restart on the

newmaster Routing Engine after a Routing Engine switchover. PR1155002
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Network Management andMonitoring

• On Junos OS Release 13.1X42/14.1X51/15.1R1/15.1R2, the SNMP average response time

in the output of "show snmp statistics extensive" is wrongly calculated andmight be

observed with negative value. PR1112521

• While the router is rebooting and SNMP polling is not stopped, SNMP requests might

land onmib2d process before Routing Engine protocolmastership is resolved, causing

the mib2d process crash. PR1114001

• The SNMPv3message header has a 4-byte msgID filed, which should be in

(0....2147483647),when thesnmpdprocesshasbeen running for a long time, themsgID

might cross the RFC defined range and causing Net-SNMP errors, "Received bad

msgID". PR1123832

• From Junos OS Release 14.1R1, SNMP informs are not sent out to the network

management system (NMS) when significant events occur on a Junos device. As a

workaround, we can configure an dummy trap-group. PR1127734

• Amerge conflict was incorrectly resolved by changing snmp trap value of

jnxDomLaneNotifications to 26. The correct value will always be 25. PR1145144

• With Junos OS Release 13.3R8/14.1R6/14.1X53-D30/14.2R5/15.1R2/15.1X49-D30 and

later, when we configure fxp0 "master-only" address as source address of snmp trap,

the snmp trap packets are not sent out after Routing Engine switchover. To restore

this issue, we can use "restart snmp" or "delete/set snmp trap-options". As a

workaround, we can use other addresses for snmp trap source. PR1153722

Platform and Infrastructure

• In the Network Time Protocol (NTP) configuration, if the specified source ip address

is not in current routing-instance, the routerwill useprimaryaddressof interface (which

will beused tosendpacket)assourceaddress,Client routerswill treat theNTPpackets

as incorrect packets, and then NTP synchronization failed. PR872609

• OnMX Series based line cards, when GRE keepalive packets are received on a Packet

Forwarding Engine that is different from the tunnel interface hosted, the keepalive

messagewill apply the firewall filter configuredondefault instance loopback interface.

PR934654

• Bad udp checksum for incomingDHCPv6packets as shown inmonitor traffic interface

output. The UDP packet processing is normal, this is a monitor traffic issue as system

decodes checksum=0000. PR948058

• WhenusingMX2020platform inVirtualChassis (VC)environment, if theVirtualChassis

port (VCP) is located on the local Packet Forwarding Engine whose number is greater

than 63 (i.e. VCP is located on local slot 16 or higher), the multicast traffic that should

be sent to VCPwill be dropped internally due to software issue. As a workaround,

please configure the VCP ports on local chassis (local MX2020) slot 0 to 15, not 16 or

higher. PR1008676

• When the 'enhanced-hash-key services-loadbalancing' feature is used by MX Series

based line cards, load balancing of flows across multiple service PICs via the

source-address across does notworkwhen internal BGP (IBGP) is used to steer traffic
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to the inside service-interface. For example theoperatorwill seeon the stateful firewall

that the same source-address has flows acrossmultiple service interfaces.PR1034770

• When one of the "deny-commands" is incorrectly defined in the profile of TACACS+

server, all "deny-commands" regexeswill be ignored,which leads toanover-permissive

profile without any warning. PR1078238

• IfwithbothMPC/MSDPCandother typeofDPCsequipped, for local switchingatmesh

group level, split horizon on PW interfaces will not work and this would cause packets

to loop back to same PW interface. PR1084130

• TheMIB counter or "showpfe statistics traffic" shows junk PPS and invalid total traffic

output counter. PR1084515

• In 64-bit Junos OS environment, the Representational State Transfer (REST) API fails

to start when configured with "set system services rest ...". PR1097266

• OnMX Series platform, if ingress "multicast-replication" is configured, the throughput

of themulticastmayget reduceddue tounnecessary threadsduringPacket Forwarding

Engine operation. In addition, only the performance of multicast traffic may get

influenced (someof themulticast packetsmay get dropped on the Packet Forwarding

Engine) by the issue. This PR has fixed/enhanced the performance. Now the

performance limit should only be capped by fabric bandwidth in ingress Packet

ForwardingEngine. In addition, before this fix, therewasa limitation thatVPLS/Bridging

cannot run with ingress-replication feature as its BUM traffic cannot be handled by

ingress-replication feature . This PR removed that limitation as well. Now BUM traffic

for VPLS/Bridging is following normal multicast replication path even with

ingress-replication feature. PR1098489

• With ECMP-FRR enabled, after rebooting the FPC which hoisting some ECMP links,

the ECMP-FRRmight not work. Clear any of BGP sessions (that is the part of ECMP)

could help to clear this issue. PR1101051

• The kernel next-hop acknowledgement timeout maximum interval configured

(krt-nexthop-ack-timeout) under theCLI hierarchy "routing-options forwarding-table"

hasbeen increase to400seconds toavoidperformance issueswith scaled subscribers.

PR1102346

• On anMPC3E or MPC4E or on an EX9200-2C-8XS line card, when the flow-detection

feature is enabled under the [edit system ddos-protection] hierarchy, if suspicious

control flows are received, two issues might occur on the device: ? The suspicious

control flowmight not be detected on the MPC or line card. ? After suspicious control

flows are detected, they might never time out, even if traffic flows no longer violate

control parameters. PR1102997

• The following fields have been added to v10 Sampling (IPFIX) template and data

packets: - SAMPLING RATE - SAMPLING INACTIVE TIMEOUT - SAMPLING ACTIVE

TIMEOUT - TOTAL PACKETS EXPORTED - TOTAL FLOWS EXPORTED. PR1103251

• Improved VTY commands to show internal JNHmemory usage. PR1103660

• OnMXSeriesVirtualChassis (MX-VC)with "locality-bias" configured,whenequal-cost

multipath (ECMP) load-balancing is occurring in the VC system, multicast streams
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and flooded Layer 2 streamsmay be duplicated or lost. As a workaround, we can

disable "locality-bias" if possible. PR1104096

• Junos defines SNMP ifXTable (ifJnxInErrors/ifJnxInL3Incompletes) counter as 64-bit

width, but it worked as 32-bit width counter. It works as 64-bit width counter after the

fix. PR1105266

• Any configuration or logical interface (IFL) change will introduce 160 bits (20 bytes)

memory leak on MPC heapmemory when we have any type of inline sampling

configured (ipfix or version9).Only triggerof issue is theconfigurationof inline sampling,

even without traffic being sampled. The leak is more evident in a subscriber

management scenario when we havemany IFL addition/deletion. Rebooting MPC in

a controlled maintenance window is the only way to restore memory. PR1105644

• OnMX Series-based platforms, in MX Series Virtual Chassis (MXVC) environment, if

the subscriber logical interface (IFL) index65793 is created (for example,whencarrying

15K DHCPv4 subscribers to exceed IFL index creation 65793) and the IEEE 802.1p

rewrite rule is configured (for example, using CoS rewrite rules for host outbound

traffic), due tousageof incorrect IFL index, theVirtualChassisControlProtocolDaemon

(vccpd) packets (for example, Hello packets) transmission may get lost on all VC

interfaces, which may lead to VC decouple (split brain state, where the cluster breaks

into separate parts). As a workaround, either delete the rewrite rule (delete

class-of-service host-outbound-traffic ieee-802.1 rewrite-rules), or find the IFL in jnh

packet trace that is not completing the vccpd send to other chassis and at Routing

Engine clear that subscriber interface may resolve the issue. PR1105929

• When a common scheduler is shared bymultiple scheduler maps which applies to

differentVLANsofanAggregatedEthernet (AE) interface, if theconfigurationstatement

"member-link-scheduler" is configured at "scale", for some VLANs, the scheduler

parameters are wrongly scaled among AEmember links. As a workaround, we should

explicitly configure different schedulers under the scheduler maps. PR1107013

• CVE-2015-5477 A vulnerability in ISC BIND's handling of queries for TKEY recordsmay

allow remote attackers to terminate the daemon process on an assertion failure. See

this KB article. PR1108761

• DHCPEndoptions (option255) ismissingbyDHCP-relayagent (where20bytesDHCP

options82 inserted) for clientDHCPdiscovermessagewith 19bytespadding.PR1110939

• OnMX-VC, when traffic with TPID 0x88a8 or 0x9100 is sending over AE interface, the

packets which across VCP links might be dropped on egress VCP Packet Forwarding

Engine due to invalid fabric token. PR1112752

• When inlineBFDsessionsand inline jflowareconfiguredon thesamePacketForwarding

Engine, with the increasing of active flows (about 65k), the BFD session might flap

constantly and randomly due to the outgoing BFD packets are dropped. PR1116886

• Inline 6rd and 6to4 support for XL and XL-XM based platforms. PR1116924

• OnMX Series-based FPC, when MPLS-labled fragmented IPv6 packets arriving at PE

router (usually seen in 6PE and 6VPE scenario), the Packet Forwarding Engine might

mistakenly detect such IPv6 header and then drop these packets as "L3 incompletes"

in the output of "show interface extensive". PR1117064
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• When inline static NAT translation is used, if two rules defined in two service sets are

pointing to the same source-prefix or destination-prefix, changing the prefix of one of

the rule and then rolling back the changes is not changing back all the pools correctly.

PR1117197

• OnMXSeries-based line cards, the firewall filtermayhave some issueswhenmatching

on Authentication Header (AH) protocol. This can affect VRRP (among others) when

authentication is used, and an Routing Engine firewall filter is matching on protocol

AH. As a workaround, we can change the filter to match on other criteria (e.g. source

or destination address). PR1118824

• Tnetd is a daemon used for internal communication between different components

like Routing Engine and Packet Forwarding Engines. It is usedmainly to initialize the

right server for rsh, rcp, rlogin, tftp, or bootp clients. It might crash occasionally due to

the tnetd process not handling signals properly. PR1119168

• After changinganouter vlan-tags, the ifl is gettingprogrammedwith incorrect stp state

(discarding), so the traffic is getting dropped. PR1121564

• With "fast-synchronize" configured, adding a new configuration-group that has

configuration relevant to the rpd process and apply it and commit, then any

configuration commits might cause the rpd process on the backup Routing Engine

crash. We can reboot the backup Routing Engine to restore. PR1122057

• MX2020 or MX2010 running Junos OS software version 15.1 may experience "Minor"

alarm associated with "i2c accelerator" timedout messages. PR1122821

• OnMX Series-based platforms, when fragmented packets go through the inline NAT

(including source NAT, destination NAT, and twice NAT), the TCP/UDP checksum

would not be correctly updated. In this situation, checksum error would occur on the

remoteend(insideandoutsidedevice).Non-fragmentedpacketswouldnotbeaffected

by the issue. If possible, this issue could be avoided by either of the following

workarounds, * Enable "ignore-TCP/UDP-Checksum errors" at the inside or outside

devicewhich processes TCP/UDPdataOR*Make sure therewill not be any fragments

subjected to inline NAT functionality by appropriate MTU adjustment or setting.

PR1128671

• Parity error at ucode location which has instruction init_xtxn_fields_drop_or_clip will

lead to a LUWedge. LU is lookup ASIC inside the MX Series. The LU wedge will cause

the fabric self ping to fail which will lead to a FPC reset. This is a transient HW fault,

which will be repaired after the FPC reset. There is no RMA needed unless the same

location continues to fail multiple times. PR1129500

• On Junos OS devices with DHCP Relay config but without accounting config, and the

accounting license does not exist, when the first DHCP control traffic is received, the

following subscriber-accounting license grace period alarmsmight be triggered:

alarmd[1650]: Alarm set: License color=YELLOW, class=CHASSIS, reason=License

grace period for feature subscriber-accounting(30) is about to expire craftd[1592]:

Minor alarm set, License grace period for feature subscriber-accounting(30) is about

to expire. PR1129552

• For IPv6packetwith "nonextheader" inHop-By-Hopheader, if theHop-By-Hopheader

length field value is large than 112, the routerwill drop suchpacket and log the following
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error:PPEPPEHWFaultTrap:Count 105,PC60ce,0x60ce: ipv6_input_finished_parsing

LUCHIP(3) PPE_10 Errors lmem addr error. PR1130735

• NTP.org published a security advisory for thirteen vulnerabilities in NTP software on

Oct 21st, 2015. These vulnerabilities may allow remote unauthenticated attackers to

cause Denial(s) of Service(s), disruption of service(s) bymodification of time stamps

being issued by the NTP server frommalicious NTP crafted packets, including

maliciously crafted NTP authentication packets and disclosure of information. This

can impactDNS services, aswell as certificate chains, such as those used in SSL/https

communications and allow attackers to maliciously inject invalid certificates as valid

which clients would accept as valid. Refer to JSA10711 for more information. PR1132181

• Doing a file copy from a Routing-Engine running legacy Junos OS image to a

Routing-Engine running Occam based Junos OS image fails. PR1132682

• Toomany duplicate ACKmessages are generated from Packet Forwarding Engine for

TCP control connection with Routing Engine. This could cause: 1. MX-VC DDoS

protection violation for VC-control lowqueue andmakdsMXVC split. 2. Cause Routing

Engine and FPC high CPU utilization. PR1133293

• With scaled firewall filters attached to interfaces (e.g., 10k+ filters), running the "show

configuration" command can cause high CPU of the mgd process. As a workaround,

we can use the "show configuration |display set" command to view the configuration.

PR1134117

• OnXMchip based line cards (e.g.MPC3/4/5/6, and FPC type5), in rare situation,when

LUorXLchip congestionoccurs (e.g.mayoccurwhenconfiguringwithmore than4000

entries in the multicast list and large traffic performing replication, please note this is

not a realistic configuration), XM chip wedgemay occur. PR1136973

• OnMX2020, when we remove whole power of a power zone, and then put the power

back to the zone, FANTray LED stays Amber and FANTray LED on craft card stays OFF,

and do not revert to green (FANTray LED) or ON (Craft LED) until we reboot the entire

chassis system or hot swap that FAN tray. For Zone 0(PSM 0 to 8), FAN 1 shows the

above described behavior. For Zone 1(PSM 9 to 17), FAN 3 shows the above described

behavior. PR1138209

• OnMX Series platforms with MX Series base line card, si interface is configured (i.e.,

set chassis fpc 1 pic 2 inline-services bandwidth 1g) and service is configured on the si

interface. If si ifd is deleted while service is still configured, the FPCmight crash.

PR1139348

• On ungraceful exit of telnet (quit/shell logout), perm and env files created by pam

were not deleted. PR1142436

• When the CLI command "show pfe statistics exceptions | match reject" is executed

CPROD thread in the Packet Forwarding Engine may hog the CPU and result in FPC

crash. PR1142823

• In certain affected Junos OS releases, executing "nhinfo -d" shell commandmight

trigger a kernel panic. This is caused by insufficient buffer space in the routing socket

requested by the "nhinfo" utility. PR1148220
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• OnMX2010andMX2020platforms,whenerror thatcausesadapter card(ADC)/Switch

Fabric Board (SFB) initialization failure occurs (e.g., whenSwitchProcessorMezzanine

Board (SPMB) is bringing up theADC/SFBwhich has hardware issue), theSPMBcrash

occurs. PR1149910

• When the NTP server address is configured in Routing Instance table and reachable

from inet.0 by static configuration (for example, by configuring

static/route/next-table/VRF.inet.0), and NTP source-address is configured, the ntpd

(the Network Time Protocol daemon running on NTP client) might pick the wrong

source-address instead the configured source-address. As a result, NTP server cannot

reply the NTP packet back. PR1150005

• Two interruptsare received fromtheFPGAonthecontrolboardof theMX2010/MX2020

platforms for every i2c transaction triggered from software. Only one is expected.

PR1151674

• OnMXSeries routerswith JunosOSRelease 14.2R5-S1,whenwe specify amultiservice

(ms-) interface to add a timestamp to Real-time Performance Monitor (RPM) probe

messages, it will cause the mspmand process crash and the MS-MPC/MS-MIC keep

crashing. As a workaround, we should configure RPM to perform timestamping either

on the Routing Engine (Routing Engine based RPM) or on an installed MPC Packet

Forwarding Engine (Inline-RPM). PR1152785

• Fixed an issue with Inline Jflow where the Observation Domain field in exported IPFIX

datagrams were always using the value attributed for LU0 in MPCs with multiple LUs

per forwarding-engine. PR1152854

• Fixed an issue on where MX Series cards could crash while programming a firewall

filter containing flexible-match-mask. PR1157759

Routing Protocols

• On large-scale BGP RIB, advertised-prefixes counter might show the wrong value due

to a timing issue. PR1084125

• With this change the default label hold timer was increased for 10 seconds to 60

seconds. PR1093638

• When a BGP session supports multiple address families, the inactive route of some of

the address families might not be flushed correctly, leading to wrong behaviors for

some of the features which need to advertise inactive routes(e.g., advertise-inactive,

advertise-external, optimal-route-reflection, etc). PR1097297

• Due to software bug, Junos OS cannot purge so called doppelganger LSP, if such LSP

is received over newly formed adjacency shortly after receiving CSNP from the same

neighbor. PR1100756

• IGMPv2 working in v2/v1 compatibility mode does not ignore v2 Leavemessages

received on a bridge-domain's L2 member interface. Moreover, an IGMP snooping

membership entry for the respective group at this L2 member interface will be timed

out immediately upon IGMPv2 Leave reception, evenwhen there are someother active

IGMPhosts attached to this L2member interface. Itmight breaksmulticast forwarding

for this L2 member interface. PR1112354
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• When two (or more) route target communities of MP-BGP route match to two (or

more) route target communities in VRF import policy of a RI duplicate routing entries

might be installed in the RI. In the output of 'show route table <RI name>.inet.0 detail'

two identical routing entries appear with one being marked as 'Inactive reason: Not

Best in its group - No difference'. When such duplicate routing information is to be

deleted, rpd process process will crash. PR1113319

• When the Multicast Source Discovery Protocol (MSDP) is used, if the RP itself is the

First-Hop Router (FHR) (i.e., source is local), the MSDP source active (SA) messages

are not getting advertised by the RP to MSDP peers after reverse-path forwarding

(RPF) change (e.g., the RPF interface is changed). PR1115494

• When a logical unit of an interface is associated with a Bidirectional Forwarding

Detection (BFD) session, if changing the unit number of the interface (for example,

change theunit number for a runningBFDsession fromge-1/0/0.2071 toge-1/0/0.285),

the device may fail to change the name due to the missing check for logical interface

(IFL) index change. PR1118002

• OndualRoutingEngineplatformwithnonstopactive routing (NSR)andauthentication

of the Bidirectional Forwarding Detection (BFD) session enabled, BFD process (bfdd)

memory leak may occur on themaster Routing Engine and the process may crash

periodicallyonce it hits thememory limit (RLIMIT_DATA).Theproblemdoesnotdepend

on the scale, but the leak will speed up with more BFD sessions (for instance 50

sessions). As aworkaround, if possible, disablingBFDauthenticationwill stop the leak.

PR1127367

• When protocol MSDP is configured and then deleted, the NSR sync status for MSDP

might stuck in "NotStarted", and ISSUmight fail onmaster Routing Enginewith reason

"CHASSISD_ISSU_ERROR: Daemon ISSU Abort -1(NSR sync not complete: MSDP)".

PR1129003

• Inmulticast environmentwith Protocol IndependentMulticast sparsemode (PIMSM)

used, if a upstream router of last-hop router receives the (S,G) SPT join while the

shortest-path tree (SPT) is not yet established (only becausemulticast source is not

reachable, a reachable route for SPT which is just not established yet will not cause

this issue), when themulticast route get deleted on the router (e.g., receives the (S,G)

prune from downstream PIM router), the router would incorrectly stop forwarding the

multicast traffic even if rendezvous-point tree (RPT) path exists. PR1130279

• OndualRoutingEngineplatforms, due to software issue,OSPF(includingbothOSPFv2

andOSPFv3) "DoNotAge"bit (e.g. source of LSAhas flood-reduction feature enabled)

is not mirrored to backup routing protocol process (rpd). In this situation, after

performing nonstop active routing (NSR) switchover, the LSA on newmaster rpd

remains without "DoNotAge" bit set. Once the LSA reaches OSPFmax age, the router

will flood LSA purge hence route flappingmight be seen on all routers under the OSPF

topology. PR1131075

• In rare condition,mt tunnel interface flap cause backupRouting Engine core. The exact

root cause is not known. While processing updates on the backup Routing Engine

(received frommasterRoutingEngine), accessing freepointer cause thecore.PR1135701

• On dual Routing Engine (Routing Engine) platforms with Bidirectional Forwarding

Detection (BFD) protocol enabled, after graceful Routing Engine switchover (GRES),
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the periodic packet management process (ppmd)might crash on backup Routing

Engine due to a software defect. PR1138582

• RPDcoreswhileprocessingPIMhellos. There is noknownworkaround for this problem.

RPDcore seems to happen sometimeswhena *gand sg's vanishesmostly due to LHR

becoming a Non-DR from a DR. PR1140230

• WithNSRconfigured,when theBFD sessions are replicatedonbackupRouting Engine,

the master won't send the source address, instead backup Routing Engine will query

the kernel to get the source address. In rare cases, the query might fail, resulting in the

source address as all zeros. Later, if a GRES switchover happens, newmaster will have

this all zeros source address. When BFD packet with this source address is send out,

the other end will drop the BFD session due to nomatching session (source address).

PR1145612

• In the BGP labeled unicast environment, the secondary route is configured with both

add-path and advertise-external. If the best route and secondary route are changed

in a routing table at the same time, add-path might miss to readvertise the changed

route. The old route with the old label is still the last route advertised to one router

instead of updating the advertisementwith the new route and new label. So the traffic

forwarding might be affected. PR1147126

• This core is seen because of incorrect accounting of refcount associated with the

memory block which composes the nhid (IRB nh). When the refcount prematurely

reaches to 0 we released thememory block while it was still referenced from a route.

Wemay see this issue whenmcsnoopd becomes a slow consumer of rtsock events

generated by rpd (nexthop events in the current case) andmessages get delivered in

a out-of-order sequence causing the refcount to be incorrectly decremented. In the

testbed where the issue was reported, tracing was enabled for mcsnoopd (for logging

all events) causing it to become a slow consumer. However, it may become slow also

for other reasons such as processing very high rate of IGMP snooping reports/leaves

which could potentially trigger this to issue. PR1153932

• Core seen when BMP station was passive, and the BMP Collector was terminated

non-gracefully, and BMP station was not properly cleaned up. PR1154017

Routing Policy and Firewall Filters

• When amalformed prefix is used to test policy (command "test policy <policy name>

<prefix>"), and themalformed prefix has a dot symbol in the mask filed (e.g.,

x.x.x.x/.24), the rpd process might crash. PR1144161

• From Junos OS Release 13.2R1, an attempt to commit a configuration with a dangling

conditional policy referring a non-existent/inactive routing-instancewill be permitted.

Ifwehaveaconditionalpolicy referringanactive routing-instance, deleting/deactivating

this routing-instance and then committing will cause the rpd process crash. As a

workaround, we should alwaysmake sure that conditional policies are referring active

routing-instances. PR1144766
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Services Applications

• The LCP state for tunneled subscriber is incorrectly displayed as "OPENED" (which

reflects theLCPstatebefore tunneling)byCLI command"show interfacespp0.<unit>"

on the LAC. This issue will be fixed from 15.1R3. As a workaround, we can use "show

ppp interface pp0.<unit>" command to determine the correct LCP state for the

subscriber. PR888478

• When polling to jnxNatSrcNumPortInuse via SNMPMIB get, it might not be displayed

correctly. PR1100696

• JunosOSRelease 13.3 and later releases, when configuring a /31 subnet address under

a nat pool, the adaptive services daemon (SPD) will continuously crash. PR1103237

• SIP one way audio calls when using X-Lite SIP Softphone, in case that SIP media is

switched to another media gateway though a SIP RE-Invite message. PR1112307

• In CGNAT environment, when a service PIC is in heavy load continuously, there might

be a threads yielding loop in CPUs,whichwill cause theCPUutilization high, andmight

cause one the CPUs to be reset. PR1115277

• In CGNAT scenario, whenwe establish simultaneous TCP connects, we need to install

timers for eachTCPconnection/flow. Due to this bug,we endedup creating two timers

for the forward and reverse flow separately. Ideally there needs to be only one timer

for both the forward and reverse flow. Whenever the session used to get deleted due

to timer expiry, the PIC used to crash whenever the code tried to delete the same flow

again. PR1116800

• ThePoint-to-PointTunnelingProtocol (PPTP)ALG is used for tunnelingPoint-to-Point

Protocol (PPP) packets over an IP network. But if the router configures

session-limit-per-prefix, the PPTP-ALG does not work. PR1128484

• In L2TP environment, the max pass-through (or transit) sessions is 8192, due to there

will be a delay to remove the session when receiving PADTmessages from client, if

there are mess logout during a short time, the limit might be reached and the jl2tpd

will crash. This issue will affect the L2TP subscribers who is trying to login, the existing

subscribers will not be affected. PR1132285

• With the following steps: 1) Define a RADIUS access profile with RADIUS which

non-reachable from router 2) Run test access profile command 3) Abort using ctrl-c

the l2tpd process will crash in few seconds. The existing active destinations, tunnels

and sessions data will be recovered after the l2tpd restart. PR1155345
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Software Installation and Upgrade

• In certain conditions, when /var is notmounted fromapersistent filesystem, executing

a Junos OS upgrade will have unexpected results. This is caused by an inexact check

of whether it is running from an Emergency VAR. PR1112334

Subscriber Management and Services

• When the MX Series router acting as the Policy and Charging Enforcement Function

(PCEF) uses Gx-Plus to request service provisioning from the Policy Control and

Charging Rules Function (PCRF), the authentication service process (authd) might

crash during the subscribers logout. PR1034287

• Inasubscribermanagementenvironment,after scalingsubscribers login/logoutmultiple

times, the MX Series routers may hang the subscriber in the terminated state and be

stuck in the backup accounting queue. The reason is that, when the authentication

daemon (authd) is trying to fetch data from the session database (SDB), an error (for

example, session not found, or an SDB deadlock or during the SDB recovery period)

may occur, and this error may cause the router to fail to notify the client daemon to

cleanup theservice records. In this case, thesubscribersmaynotable tosendAcct-Stop

messages to the RADIUS server and end up staying in a terminated state. PR1041070

• This issue was introduced as part of another fix. Please contact JTAC for the

recommended release for your deployment. PR1049955

• In the PPP environment, when a subscriber is logged out, its IFL index is freed, but in

rare conditions the session database (sdb) entry is not freed. When the IFL index is

assigned to a new IFL, it is still mapped to an old sdb entry, so the jpppd processmight

crash because of mismatching. The issue is not really fixed, developer just adds some

debug information. PR1057610

• When using Neighbor Discovery Router Advertisement (NDRA) and DHCPv6 prefix

delegation over PPPoE in the subscriber access network, if a local pool is used to

allocate the NDRA prefix, when the CPE send DHCPv6 solicit message with both

InternetAssignedNumbersAuthority (IANA)and IdentityAssociationPrefixDelegation

(IAPD) options, the subscriber might get IPv6 prefix from the NDRA pool but not the

delegated pool. As a workaround, the CPE should send DHCPv6 solicit message with

only IAPD option. PR1063889

• OnMX Series platforms, in subscriber management environment, when receiving

Activate-Service Vendor Specific Attributes (VSA) or Deactivate-Service VSA (for

example, included in CoA-Request) from RADIUS server, the strings are parsed and

empty "()" are stripped off service names, also, any white spaces are removed. Due

to this reason, the service accounting message (e.g. "Accounting-Request") sent by

the router (to the RADIUS server) does not contain empty "()" even if the strings were

received in this way. As a workaround, changing RADIUS server to accept the service

accountingmessage string without the "()" or the white space if possible. PR1066709

• In subscriber management environment with Remote AuthenticationÂ Dial InÂ User

Service (RADIUS) server configured,whenperforming scaling subscribers login/logout,

the device may stuck in RADIUS communication. PR1070468
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• In subscriber management environment, the PPP daemon (jpppd) might crash

repeatedly due to amemory double-free issue. PR1079511

• Activating andDeactivating services in sameCoA-Reqpacketmight fail to beexecuted

on BNG router. Please note this issue will not be seen if there is no SRL service

activated/deactivated request in this CoA. PR1088366

• In subscriber management environment with three or more radius-servers connected

toanMXSeries router,whenAAAsendsa request toone radius-server, if thatparticular

request and all retries timeout, AAA records the time. For next request, AAA incorrectly

uses the recorded time andmarks that radius-server down even before trying to send

out the request. PR1091157

• Radius backup accounting queue is used to store radius recordswhile the radius server

is not alive. Draining this queue when the server is reachable again should not log any

critical message as this is normal operation. PR1097491

• OnMX Series platforms, when using RADIUS dynamic requests for subscriber access

management, if the device detects that the CoA-Request it received is same with the

one inprocessingprogress, the routerwouldsendCoA-NAKpacketback to theRADIUS

serverwith incorrect code 122 (invalid request) incorrectly. In this case, the router should

return VSAwith value "100 In Progess". PR1100550

• FFP is a generic process that will be called during commit process, and FFP calls the

PDB initializationaspartof itsprocess.On thePDB-unsupportedplatforms(MXSeries,

EX9200, M10i, M120, M320 is PDB-supported), when committing configuration, some

error messages will be seen. PR1103035

• In subscriber management environment, on MX Series platforms, if the configuration

statement "last-statistics-when-unavailable" is configured, after the unrecoverable

error, libstats is expected to not sending stats anymore, however, it is not the case here,

the device may still send service interim-accounting message in wrong time-intervals

to the RADIUS server. PR1105954

• OnMX Series platforms, when using the DHCPv6 prefix delegation over PPPoE, if the

RADIUS allocates a DHCPv6 pool name during the authentication of subscribers and

"on-demand-ip-address" feature is enabled in a dynamic-profile, the prefixesmay not

be cleared by authentication process (authd) after disconnecting the subscribers.

PR1108038

• When PPPoE sessions with Extensible Subscriber Services Management Daemon

(essmd)subscribersconfigured,after terminatingsomePPPoEsessionswithoutessmd

service and executing a routing-engine switch, some PPPoE sessions cannot be set

up. After terminating all sessions, some sessions are stuck in Terminating. The logout

is queued because aChange of Authorization (CoA) is in progress and never complete.

PR1111062

• OnMX Series platforms, in subscriber management environment, if the sequence of

event happensas following: theauthenticationprocess (authd) sendsdynamic-profile

service acct-start request to the Radius server (this is the service activated at login),

then theCoA(for example, is used toactivate theESSMservice)arrivesatauthdbefore

the acct-start response, so the authd starts processing the CoA before processing the

acct-start response, then during the processing of the acct-start response, the CoA,
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now in process, is deleted leaving authd with no way to answer the CoA request. As a

result, theRadius server times-out andeventually sendsaDisconnect request toauthd,

authd will deactivate any active services and deletes all of the subscriber's service

entries (since theESSMDservicesarenot in the 'Active' state, so theyareonly deleted),

at this point, thebusiness 'subscribers' (interfaces)areorphanedand 'stuck'. The issue

may be avoided by delaying the CoA requests by enough time to allow the authd to

receive the acct-start responses for login. PR1112323

• Whenmultiple authentication or accounting Radius servers are configured and if one

of the servers is down/not-reachable, the Access-Request messages will be queued

to the next Radius server nomatter its "max-outstanding-requests" is reached or not.

In case that all the Radius servers reached its "max-outstanding-requests", the new

requests should be queued to an internal queue but they are queued to the last Radius

server. As aworkaround, we can use only one Radius server ormake sure all the Radius

servers are reachable. PR1122703

• In subscriber management environment, the authentication process (authd) crash

may occur. This issue is not reproduced yet, possibly, it might be seenwhen generating

a CLI Change of Authorization (CoA) request (e.g., via CLI command "request

network-access aaa subscriber add service-profile filter-service session-id 10"), then

logging out the subscriber (the onewith service just activated), if themanagement CLI

session is closed before subscriber entry is reused, the crashmay occur. PR1127362

• In subscriber management environment with AAA authentication, after a few rounds

of login/logout, some dynamic PPPoE subscribers might stuck in configured

(AuthClntLogoutRespWait) state. PR1127823

• OnMX Series platforms, with "subscriber-management" enabled, the authd process

might crash during subscribers concurrent login/logout. When authd process crash,

the new subscribers might not login. But all connected subscribers remain connected.

The authd process will restore in a short time, then new subscribers could login

successfully. PR1128622

• For Point-to-Point Protocol over Ethernet over ATM (PPPoEoA) subscribers, during

subscriber bringing down, the assigned IFL unit number is not correctly retrieved, so it

can cause premature unit number exhaustion and thus fails to resolve

&junos-interface-unit/&junos-interface-name variables. PR1137723

• When class attribute is changed for a subscriber via COA, existing subscriber services

continue to use the class attribute value at the time when that service was created.

Updatedclassattribute valuewill takeeffect for the subscriber and the services created

there. When both service and class attributes are present in COA request, AUTHD first

processes the service requests and then processes class attribute. Due to this,

accounting starts for requested services does not contain updated class attribute.

PR1143083

• In normal BRAS environment, if the radius queue is presently full, MXBRASmight stop

send accounting messages and customer might see "Radius result is

CLIENT_REQ_MAXED_OUT" in authd log messages. PR1152052
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User Interface and Configuration

• Junoscript traceoptions are available. PR1062421

• When committing a configuration with very long as-path, in this case the as-path is

almost 12000characters long, thecommitdprocessmight crash.Thecommitdprocess

restart results inaminimal impactof system.Asaworkaround,pleaseconfigureas-path

less than 4096 characters long. PR1119529

• While using wildcard with interface like "set groups <group name> interfaces <xe>

unit <unit>", there is no "disable" option followed. PR1137377

• When there are two ormore sessions accessing the router, and one of the session (for

example, session 1) is executing commit check in configurationprivatemode, if another

session (for example, session 2) is keep executing commit and-quit in configuration

private mode, because the commit check is not keeping the lock on local Routing

Engine for entire session, there is a chance that session 2 will hit a Database opening

error. The detailed sequence events are as following: (1) Session 1: commit check is

not keeping the lock on local Routing Engine for entire session, once commit check on

local is success, while it asked for lock on other Routing Engine. (2) Session 2: mgd

acquireddb lockon localRoutingEngine. (3)Session 1: oncecommit check is completed

on remote Routing Engine, it does cleanup and deleted the juniper.data+ (created by

Session 2). (4) Session 2: juniper.data+ is still in use at local Routing Engine for by

daemons and daemons start complaining about it and emitted themessages as

"Database open failed for file '/var/run/db/juniper.data+' ". PR1141576

VPNs

• In NG-MVPN network, if there is a device working as PE which uses PIM, GRES/NSR

Routing Engine switchover might causemulticast traffic loss. PR1086129

• In scenario involving pseudowire redundancy where CE facing interface in the backup

neighbor (can be non-standby, standby, hot-standby type), if the virtual circuit (VC)

is not present for the CE facing interface, the CE facing interface may go up after

committing an unrelated VC interface configuration (e.g., changing description of

another VC interface) even though the local pseudowire status is in down state.

PR1101886

• On dual Routing Engine platformwith BGP L2VPN and NSR configured, there might

be a chance that the block label allocation and deletion for L2VPN is out of order on

backup Routing Engine as following: Master rpd follows the below sequeces (which

is the correct order): Add Prefix P1 of Label L1 Delete Prefix1 of Label L1 Add Prefix P2

of Label L1 However, on backup rpd, it goes like this: AddPrefix P1 of Label L1 AddPrefix

P2 of Label L1 <====== Delete Prefix1 of Label L1 In this situation, backup rpd cannot

allocate the label L1 for P2 since L1 is already in use for P1, so it crashes. This occurs in

scalingenvironment (10kL2VPN)where the routerhasmultipleBGPpeersanddifferent

L2VPN routing-instances are deleted and added back. PR1104723

• In Global Table Multicast (GTM) scenario (instance-typempls-internet-multicast),

when theGTM instanceandmaster instanceare used, if the nameof theGTM instance

is changed, the routing protocol process (rpd) may crash due to the usage of the

incorrect routing table handle. PR1113461
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• In L2circuit environment, if one PE has pseudowire-status-tlv configured but remote

has not, and at the same time, this PEdoes not support control-word but remote does,

then it will not send changed local status code to remote PE, in a rare condition, after

enable status-tlv support at remote end, the l2circuit might stuck in "RD" state on

remote PE. PR1125438

• In next-generationmulticast virtual private network (MVPN) scenario, the rpd process

will crash on the PE router after receiving PIM join messages from local receivers if

"nexthop-hold-time" is configured in this local VPN routing and forwarding (VRF). As

a workaround, we can disable "nexthop-hold-time" to avoid this issue. PR1131346

Resolved Issues: 15.1R2

• Class of Service (CoS) on page 254

• Forwarding and Sampling on page 255

• General Routing on page 258

• High Availability (HA) and Resiliency on page 262

• Interfaces and Chassis on page 262

• Layer 2 Features on page 266

• MPLS on page 267

• Network Management and Monitoring on page 267

• Platform and Infrastructure on page 267

• Routing Policy and Firewall Filters on page 271

• Routing Protocols on page 272

• Services Applications on page 273

• Software Installation and Upgrade on page 274

• Subscriber Access Management on page 274

• User Interface and Configuration on page 275

• VPNs on page 275

Class of Service (CoS)

• For an ATM interface configured with hierarchical scheduling, when a

traffic-control-profile attached at ifd (physical interface) level and another output

traffic-control-profile at ifl (logical interface) level, flapping the interface might crash

the FPC. PR1000952

• In SNMP environment, when performing multiple walks or parallel snmpget for same

interface at the same time (for example, SNMP bulk get/walk, or SNMP polling from

multiple devices) on CoS related MIBs (jnxCos table), if the interface state changes

or the request times out when FPC is responding the request, memory leak of

Class-of-Service process (cosd) about 160 bytes (up to 1500 bytes)may occur, which

may cause cosd to crash eventually when limit is exceeded. PR1058915

• OnMX Series platform, when aggregate Ethernet (AE) interface is in link aggregation

group (LAG) Enhancedmode, after deactivating and then activating one child link of
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theLAG , the feature that runsonAE interface rather thanon thechild link (for example,

IEEE-802.1ad rewrite rule) may fail to be executed. PR1080448

• After restarting chassisd or doing an in-service software upgrade from 13.2R8.2 to

13.3R7.3, results in the following messages seen in syslog:

cosd_remove_ae_ifl_from_snmp_db ae40.0 error 2 Messages appear to be harmless

with no functionality impact. PR1093090

• OnMX104 platform, when we configure rate-limit for the logical tunnel (lt-) interface,

the commit will fail. As a workaround, we can use firewall filter with policer to achieve

the same function. PR1097078

• OnMXSeries platforms, when class-of-service (CoS) adjustment control profiles and

"overhead-accounting" are configured, if the ANCP adjust comes before the logical

interface (logical interface) adding message and the logical interface is in "UP" state

whenadded (for example, itmayoccurwhen carrying scaling subscribers, for instance,

8K subscribers). For some of the subscribers, the local shaping rate from dynamic

profile for the subscriber logical interface may not be overridden by shaping-rate of

ANCP. PR1098006

• When performing the Routing Engine switchover without GRES enabled, due to the

fact that the Class-of-Service process (cosd) may fail to delete the traffic control

profile state attached to logical interface (IFL) index, the traffic-control-profile may

not get programmed after the logical interface index is reused by another interface.

PR1099618

Forwarding and Sampling

• When there are no services configured, datapath-traced daemon is not running. In the

PIC, the plugin continues to try for the connection and continuous connection failure

logs are seen. PR1003714

• In IP security (IPsec)VPNenvironment, after performing theRoutingEngine switchover,

the traffic may fail to be forwarded due to the SAsmay not be downloaded to the PIC,

or due to some security associations (SAs) on the PICmay incorrectly hold references

for old Security Policy Database (SPD) handles while SPD has deleted its entries in

the Security Association Database (SAD). PR1047827

• On all Junos OS based platforms, there are two different types of memory blocks that

might be leaked. The first issue is rpd-tracememory block leak. There is oneblock each

for any trace files opened for rpd. They could be leaked for each time a configuration

commit is done. Around 40 bytes are leaked per operation. The issue does not occur

in JunosOSReleaseprior to 14.1. The second issue is rt_parse_memory block leakwhich

could happen during the configuration of aggregate routes, configuration information

might not be freed. Around 16384 bytes are leaked per operation. This issue is a day-1

issue. PR1052614

• When enabling pseudowire subscribers the "show subscribers extensive" command

does not display CoS policies applied to the subscriber interface. This issue was fixed

in 13.3R6, 14.1R5 and 14.2R3. PR1060036

• For MX Series Virtual Chassis (MX-VC) with scaled subscribers, for example, 100K

DHCP/20K PPPoE subscribers. If the Virtual Chassis port (VCP) FPCs also house the
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uplink ports and the "indirect-next-hop-change-acknowledgements" and

"krt-nexthop-ack-timeout" configuration statements are configured along with the

protection mechanism, after the master Routing Engine in the Virtual Chassis master

router (VC-Mm) ispowereddown, the traffic lossandsubscriber lossmightbeobserved

due to the indirectnext-hopchangeacknowledgement timeout.With this fix, theupper

limit for "krt-nexthop-ack-timeout" is changed from 100 seconds to 250 seconds.

PR1062662

• ForMX-VCplatform, performing unified ISSU in scaled subscribers environmentmight

cause all VCmembers to get restarted unexpectedly. PR1070542

• After rebooting the BNGwith scaled subscribers, a dynamic-profile add requestmight

fail, causing bbe-smgd (subscriber management daemon) to crash, then some

subscribers might fail to login. PR1071850

• Juniper Networks device is not sending an error code to the Open vSwitch Database

(OVSDB) client when the commit fails. Now a graceful mechanism is introduced to

handle netconf configuration errors. If a netconf commit fails, the transaction will be

routed to a failed queue. The transaction remains in the failed queue, until the user

takes action to explicitly clear the transaction from the failed queue using the CLI. New

CLI commands to show and clear failed netconf transactions. user@router> show

ovsdbnetconf transactionsTxn IDLogical-switchPortVLAN ID 1 vlan100user@router>

clear ovsdb netconf transactions PR1072730

• OnMX Series-based platform, when the Layer 3 packets destine to an Integrated

RoutingandBridging (IRB) interfaceand thenhit theunderlyingLayer2 logical interfaces

(IFLs), due to the egress feature list of the Layer 2 logical interfaces may get skipped,

the features under the family bridge (for example, the firewall filter) on the Layer 2

interfaces may not be executed. PR1073365

• The issue is seenwhilemovingan interface fromonemeshgroup toanother.PR1077432

• In scaledsubscribermanagementenvironment (for example, 3.2KPPPoEsubscribers),

after heavy login/logout, the session setup rate keeps decreasing and also PAP-NAK

messages are sent with "unknown terminate code". This continues till Broadband

NetworkGateway(BNG)doesnotacceptPPPsessionsandall newly incomingsessions

are stuck in PAP Authentication phase (No PAP ACK received). PR1075338

• The license-check process may consumemore CPU utilization. This is due to a few

features trying to register with the license-check daemon which license-check would

not beable to handle properly and results in highCPUonRouting Engine .Optimization

is done through this fix, to handle the situation gracefully so that high CPUwill not

occur. PR1077976

• From Junos 14.1R1, if the hidden configuration statement "layer-4 validity-check" is

configured, the Layer4 hashing will be disabled for fragmented IP traffic. Due to a

defect, the Multicast MAC rewrite is skipped in this case, the fragmentedmulticast

packets will be sent with incorrect destination MAC. PR1079219

• The rpd process might crash on both master and backup Routing Engines when a

routing instance is deleted from configuration, if the routing instance is cleaned up

before the interface delete is received from device control daemon (dcd). This is a rare

timing issue. PR1083655
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• OTN based SNMP Traps such as jnxFruNotifOperStatus and

jnxIfOtnNotificationOperStatus are raised by offline/online MIC although no OTN

interface is provisioned. PR1084602

• Invalid Ethernet Synchronization (ESMC) framesmay be transmitted by MX router

when activating LAG and tag-protocol-id under interfaces. PR1084606

• Onadevicewith lt and ams interfaces configured,walking ifOutOctets or other similiar

OID'smaycausea "if_pfe_ams_ifdstat"message toprint. This is acosmeticdebug-level

entry, which was incorrectly set to critical-level. PR1085926

• In the specific configuration of a LT interface in a VPLS instance and the peer-unit of

this LT interface configured with family inet6 using vrrp, the kernel may crash when

the FPC is online. PR1087379

• OnMX Series based line card, if a rlsq interface is receiving continuous fragmented

traffic, doing rlsq switchovers couple of timesmight cause FPC to crash and reboot.

PR1088300

• In rare cases, SSHor telnet trafficmight hit incorrect filter related toSCU (SourceClass

Usage) due to the defect in kernel filter match. This issue comes when the filter has

match condition on source class ID. PR1089382

• In rare cases, MX Series routers might crash while committing inline sampling related

configuration for INET6 Family only. PR1091435

• In a fib-localization scenario, IPv4 addresses configured on service PICs (SP) will not

appear on FIB-remote FPCs although all local (/32) addresses should, regardless of

FIB localization role, install on all Packet Forwarding Engines. There is no workaround

for this and it implies that traffic destined to this address will need to transit through

FIB-local FPC. PR1092627

• There are entries for PEM in jnxFruEntry in VMX. It is not necessary and is cosmetic.

PR1094888

• When route convergence occurred, the new gateway address is not updated correctly

in inline-jflow route-record table (route-record table is used by sampling), and the

sampling traffic forwardingmightbeaffected,butnormal routingwouldbenotaffected.

PR1097408

• After upgrading to Junos OS Release 14.1R1 and higher, loopback ISO family address

may be stuck in KRT queue. PR1097778

• When BGPmultipath is enabled in a Virtual Routing and Forwarding (VRF), if

"auto-export" and "rib-group" are configured to leak BGP routes from this Routing

Instance table to another, for example, the default routing table, then traffic coming

from the default routing instancemight not be properly load balanced due to the

multipath-route leaked into the default routing table is not the active route. This is a

random issue. As aworkaround, only use "auto-export" to exchange the routes among

the routing tables. PR1099496

257Copyright © 2017, Juniper Networks, Inc.

Resolved Issues

http://prsearch.juniper.net/PR1084602
http://prsearch.juniper.net/PR1084606
http://prsearch.juniper.net/PR1085926
http://prsearch.juniper.net/PR1087379
http://prsearch.juniper.net/PR1088300
http://prsearch.juniper.net/PR1089382
http://prsearch.juniper.net/PR1091435
http://prsearch.juniper.net/PR1092627
http://prsearch.juniper.net/PR1094888
http://prsearch.juniper.net/PR1097408
http://prsearch.juniper.net/PR1097778
http://prsearch.juniper.net/PR1099496


General Routing

• There ishardwaredesign flawwith2x10GEMICand4x10GEMIC todaywhich introduces

+/-6.2ppm frequency offset for SyncE operation. In order to correct this, the framing

of the PIC and interface has to bematched (which will not be by default). PR932659

• SNMPMIB walk of object "jnxSpSvcSet" gives hardcoded value as "EXT-PKG" for

SvcType. PR1017017

• With Multiservices MPCs (MS-MPCs) or Multiservices MICs (MS-MICs) installed on

MX Series platform, when trying to view the Network Address Translation (NAT)

mappings for address pooling paired (APP) and/or Endpoint Independent Mapping

(EIM) fromaparticular privateor apublic IPaddress, all themappingswill bedisplayed.

PR1019739

• OnMX Series router with MPC3E/MPC4E/MPC5E/MPC6E if the Packet Forwarding

Engine has inline NAT configured or is processing inline GRE decapsulation with

packet-sizes between 100B-150B, in some very corner cases, traffic blackhole might

be seen due to incorrect cell packing handling. OnT4000with FPC type 5, when these

cardsareprocessinganypackets sizesbetween 133B-148B incertain sequencescauses

incorrect cell packing handling. PR1042742

• Queue stats on LSQ interfaces are not properly cleaned up when queuing enabled on

the IFD and the queues hosted at IFD level. This happens when a subsequent delete

and create of LSQ interface (not always though) - 14.1R4.10. PR1044340

• MPCwith Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC

(MIC-3D-4COC3-1COC12-CE) might crash. This problem is very difficult to replicate

and a preventive fix will be implemented to avoid the crash. PR1050007.

• In subscriber management environment, the Berkeley Database (DB) may get into

deadlock state. It is brought on bymultiple processes attempting to simultaneously

access or update the same subscriber or service record. In this case, due to the access

to DB were blocked by device control daemon (dcd), the subscriber management

infrastructure daemon (smid) fails to recover the DB. Consequently, the router may

stop responding to all the login/logout request aswell as statistics activity. This timing

related issue ismost likely to occur during login or logout andwhen the system is busy.

PR1054292

• With inline L2TP IP reassembly feature configured, the MX Series routers with

MPCs/MICs might crash due to amemory allocation issue. PR1061929

• In subscriber management environment, if IPv6 family is not enabled in the dynamic

profile, the IPv6 Router Advertisement message will not be sent through the dynamic

subscriber interface. As a workaround, you can enable family inet6 in the dynamic

profile. PR1065662

• When setting the syslog to debug level (any any), youmay note reoccurringmessages

of the form "ifa for this rt ia is not present, consider ifa as ready". These messages are

logged for IPv6 enabled interfaces when receiving forwarded packets and cause no

harm. Set a higher debug level to avoid seeing them. PR1067484

• The static route prefers the directly connected subnet route for resolving the nexthop

rather than performing a longest prefix match with any other available routes. In case
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of longest prefix route being desired in customer deployment, it will result in traffic loss

issue. Now a new configuration statement "longest-match" is introduced to enable

longest prefix matching behavior when desired: set routing-options static route

<destination prefix> next-hop <address> resolve longest-match. PR1068112

• In subscriber management environment, changing the system time to the past (for

example, overoneday)maycause theprocesses (for example, pppoed,andautoconfd)

that use the time to become unresponsive. PR1070939

• OnMXSeries routerswithMPCbased line cards in a setup involvingPacket Forwarding

Engine fast reroute (FRR) applications, when BFD session flaps the next-hop program

in the Packet Forwarding Engine may get corrupted. It may lead to incorrect selection

of next-hop or traffic blackhole. PR1071028

• Higher baseline CPU utilization and periodic CPU spikes might be seen on XM-based

MPC as compared to MPC-3D-16XGE-SFPP Cards due to the following reasons: On

MX-based MPC, low priority threads which monitor various things in the background

on aperiodic basis such as voltage, temperature, stats counters, hardware status exist.

When the system is idle, these threads are allowed to take more of the load and that

is why higher baseline CPU/CPU spikes are seen. This does not prevent other higher

priority threads from running when they have to, as these are non-critical activities

being done in the background and hence it is a non impacting issue. PR1071408

• Traffic throughput test between MPC1/1E/2/2E card and MPC2E/3E NG card, the

flowing fromMPC1/1E/2/2E card toMPC2E/3E NG card is lesser then fromMPC2E/3E

NG card to MPC1/1E/2/2E card. PR1076009

• Vendor provided the fix, which includes conditional check. PR1076369

• In a Q-in-Q setup, if outer vlan tag is coming with EtherType 0x88a8, it is not possible

to create dynamic vlan interface on Junos 13.1X42 or 14.1X51 releases. PR1080734

• OnMX Series platformwith MS-MPC/MS-MIC, in somemspmand process crash

scenarios, after themspmand coredump is finished or almost finished, PIC kernel also

crashes and dumps vmcore. Themspmand cores in these scenario are readable but

vmcores are not. PR1081265

• In DHCPv6prefix delegation over PPPoE scenario, when forwarding the control packet

from the Routing Engine to the DHCPv6 identity association for prefix delegation

(IA_PD)addressoverPPPoE, for instance, executingping fromRoutingEngine targeting

the client's PD address, the traffic may get dropped on the device. PR1081579.

• If a router hasServicePICequippedbutwithoutanyServicePICspecific configurations,

the CPU usage on this PIC/FPCmight be high. Have some configurations under below

configuration statement could prevent from this issue: [system processes

process-monitor traceoptions] OR [chassis fpc <fpc slot> pic <pic slot>

adaptive-services service-package extension-provider] OR [services] PR1081736

• In multi-homing and signal active EVPN scenario, if IRB interface is included in the

instance, when the DF-CE link flaps, due to a timing issue, the DFmight send L3 EVPN

routes with label 0 to remote PEs, causing traffic to be dropped at remote PE.

PR1082287
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• 'show interfaces queue <ifl>' stats are not correct with RLSQwarm-standbymode.

Issue seen on MPCs and MICs as well in 14.1R4.10. PR1082417

• TCPmessages do not have their MSS adjusted by the Multiservices MIC and MPC if

they do not belong to an established session. PR1084653

• With a scaled subscribers system, repeatedly doing tcpdump of subscriber interface

and press ctrl+c might cause bbe-smgd daemonmemory growing, which will in turn

causing crash, SDBcorruptionand someother daemons crashing. Following signsmay

be seen when this problem is hit: log messages like: "/kernel: cmd bbe-smgd pid 1997

tried to use non-present sched_yield" tcpdump stops working bbe-smgd no longer

accepts new vty sessions. PR1085944

• In some rare conditions, depending on the order in which configuration steps were

performed or the order in which hardware modules were inserted or activated, if PTP

master and PTP slave are configured on different MPCs on MX Series router acting as

BC, itmight happen that clock is not properly propagated betweenMPCs. This PR fixes

this issue. PR1085994

• MACsecusingstatic secureassociationkey (SAK)securitymodedoesnotworkproperly

on MX80 routers and FPC slots other than slot 0 of MX104 routers. PR1086117

• mspmand.core isobservedwhilemakingms-micofflinewith IPsecand Jflowconfigured

on samems-mic with dynamic IPSEC tunnels. PR1086819

• If the ALG is receiving UDP fragmented control traffic (e.g. SIP control packets)

continuously, themspmandprocess (whichmanages the servicePIC)might crashdue

to buffer error. PR1087012

• Due to a change in an existing PR, group names in the configuration must be a string

of alphanumericals, dashes or underscores. There is not workaround other than

following the group name instructions.PR1087051

• OnLAC(L2TPAccessConcentrator) routerwith sessionclient-idle-timeout configured,

the tunneled PPP session will always keep active due to the PPP control messages

are accounting as user data. PR1088062

• Wrong ESH checksum computation with non-zero Ethernet Padding in Juniper MX

Series router. PR1091396

• Themspmand process might crash due to prolonged flow-control with TCP ALGs

under the following possible scenario, mostly when the following conditions happen

together: 1. When the system is overloaded with TCP ALG Traffic 2. There are lots of

retransmissions and reordered packets. PR1092655

• When thecontrol path is busy/stuck for servicePIC, theAMSmember interfacehoisted

by itmightbedown,butwhen thebusy/stuckcondition is cleared, themember interface

might not recover, and AMS bundle still shows the PIC as inactive. PR1093460

• On TCP ALG, if there are a lot of retransmissions and reordered TCP packets, and the

system is overloadeddue to theTCP traffic, themspmand (whichmanages the service

PIC) process might crash. PR1093788

• In a scaled Broadband Subscriber Management environment (in this case, 16K

subscribers),whenAccessNodeControlProtocol (ANCP)CoSadjustment isconfigured,
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the minimum rate instead of the shaping-rate might be wrongly applied to some

subscribers and causes traffic loss. PR1094494

• Extensive Header integrity checks will be done for packets which match a service set

which has NAT/SFW configured. 1. Enable Header integrity checks by default when

SFW or NAT is configured in same service set. This is inline with ukernel behavior 2.

Retain the configuration statement for use by other plugins such as IPsec which may

want to enforce header integrity if needed 3. Ensure that the cmd "show services

service-sets statistics integrity-drops" works if sfw/nat is configured PR1095290

• The issue isbecauseof thesoftwareproblem. Justafter the systemreboots, rpdprocess

is determining the Routing Engine mastership mode too early before chassisd is

determining themastership , whichwould cause overload feature to notwork properly.

PR1096073

• If a service-PIC is configured to simultaneously function as both an MS interface and

as amember of an AMS interface, then some settings under services-optionsmay not

apply correctly. These settings are A) syslog_rate_limit, B) fragment-limit, C)

reassembly-timeout and D) jflow_log_rate_limit. PR1096368

• For Junos 13.3R1 and later, the DPC cardmight experience a performance degradation

when it's transferring bidirectional short packets (64B) in inline rate. PR1098357

• Some of the new revisions (for example, REV 30, REV 31) of the MICs can not come

upwithNG-MPC2orNG-MPC3 linecard.Wecancheck theMICversionbyCLI command

"show chassis hardware detail | no-more". root@user> show chassis hardware detail

| no-more Hardware inventory: Item Version Part number Serial number Description ..

FPC 2 REV 14 750-054901 CADJ3871 MPC3E NG PQ& Flex Q CPU REV 11 711-045719

CADN5465 RMPC PMBMIC 0 REV 30 750-028392 CAEB9203 3D 20x 1GE(LAN) SFP

<<<<<<REV>PR1100073

• When the null pointer of jbuf is accessed (jbuf, that is, a message buffer is allocated

onlywhen thepacket is ready toprocess. Thebuffer is freedafter thepacket completes

ALG handling is accessed), for example, when using the Microsoft Remote Procedure

Call (MS RPC) (as observed, issue may also happen on Sun Microsystems RPC)

Application-level gateway (ALG) with NAT (stateful firewall is used as a part of the

service chain), if the traffic matching configured universal unique identifier (UUID) is

arrived on the ALG, themspmand (whichmanages theMultiservice PIC) crash occurs.

PR1100821

• In broadband edge (BBE) environments, for example, if the interface-set is created

corresponding toSVLAN, thenmultiple logoutsand loginswill createanew interface-set

index.When the interface-set index range goes above 65535, executing CLI command

"show interfaces interface-set queue egress" will cause 100%CPU usage. As a

workaround,wecanuse thespecified interface-setname insteadofusing thewildcard.

PR1101648

• OnMX dual Routing Engine platforms, if there are a large number of addresses (in this

case, there are > 500 addresses configured, the issue might be observed around 472

addresses) configured on lo0.0, when the Broadband Edge subscriber management

daemon (bbe-smgd) replicating these addresses to the standby Routing Engine, the

internal 8K replication buffer may get exceeded. Due to this failure, memory leak

(around 45MB every time error is encountered) may occur when bbe-smgd tries to
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delete the object. Since lo0.0 object gets created/destroyed over and over, bbe-smgd

runs out of memory and crash eventually. PR1101652

• Non-queuing MPC5Emight crash continuously if rate-limit under transmit-rate for

scheduler is applied. As a workaround, do not configure rate-limit and use firewall

policer for forwarding-class instead. MPC5EQ is not exposed. PR1104495

• OnMX Series platform, the output of CLI command "show system

subscriber-management route" may be shown as empty. PR1104808

• An IPv4 filter configured to use the filter block with term that has both "from

precedence" and another non 5-tuple (i.e. not port, protocol, address) will cause an

XL/EA based board to reboot. Example: set firewall family inet filter FILTER

fast-filter-lookup set firewall family inet filter FILTER term TERM from precedence

PRECEDENCE set firewall family inet filter FILTER term TERM from tcp-established.

PR1112047

High Availability (HA) and Resiliency

• On dual Routing Engine platforms with NSR enabled, when committing scaling

configuration (for example, deactivating500 logical interfacesandperformingcommit,

then activating 500 logical interfaces and commit, the process may need to be

performed 3-6 times) to the device, the master Routing Engine would be busy

processing commit, due to which the backup does not get data or keepalive from

master. In this situation, the protocols (for example, OSPF, or LDP) may get down on

the backup Routing Engine due to keepalive timeout. PR1078255

Interfaces and Chassis

• Chap Local-name default to 8 characters. Should be 32. PR996760.

• If a subscribers-facing AE interface has link protection enabled, offline the primary

child link hosted FPCmight cause some subscribers to down. PR1050565

• dcd will crash if targeted-distribution applied to ge ifd via dynamic-profile. PR1054145

• There is amismatch inmac statistics, few frames go unaccounted. This is a day-1 issue

with the software fetching of mac statistics, the snap and clear bits were setting set

together on pm3393 chip driver software, so it used to so happen that even before the

copy of stats to shadow registers happened, clear was happening which used to go

unaccounted. PR1056232

• WhenadynamicPPPoEsubscriberwith targeted-distributionconfiguredonadynamic

vlan demux interface over aggregated ethernet, the device control daemon (dcd)

processmight crash during a commit if the vlan demux hasmistakenly been removed.

The end users cannot visit internet after the crash. This is a rare issue and not easy to

be reproduced. PR1056675

• It is observed that the syslogmessages related to kernel andPacket ForwardingEngine

may get generated at an excessive rate, especially in subscriber management

environment. Most of thesemessagesmay appear repeatedly, for example,more than

1.5 million messages may get recorded in 2 hours, and there are only 140 unique

messages. Besides, these messages are worthless during normal operation and due

to the excessive rate of log generation, it results in high Routing Engine CPU
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consumption (for example, Routing Engine CPU utilization can be stuck at 100% for

a long time (minutes or hours), it depends on the activity of subscribers (frequency of

logins and logouts) and on the AI scripts used by the customer) by event process

(eventd) might be observed on the device. PR1056680

• In subscriber management environment, PPP client process (jpppd) might crash as a

result of a memory allocation problem. PR1056893.

• When "set chassis lcc 0 offline" is used on SCC and committed, the configuration gets

synced on LCC. However when "delete chassis lcc 0 offline" is used on SCC, we need

todocommit two timesonSCC inorder to sync the config onLCCbeingbrought online.

PR1058994

• For transit traffic on INLINE LSQ redundancy (rlsq) interface, the input firewall-filter

counters are logging zero packet count regardless of traffic flow. Output filter counters

are logging correctly. For host-bound traffic, the firewall output counterwill get double

accounted on Classical rlsq and triple accounted on INLINE rlsq. This issue is targeted

to be fixed in Junos 14.1R5. PR1060659

• In scaling PPP subscriber environment, when the device is under a high load condition

(for example, high CPU utilization with 90% and above), the long delay in session

timeout may occur. In this situation, the device may fail to terminate the subscriber

session (PPPor PPPoE) immediately after three LinkControl Protocol (LCP) keepalive

packets aremissed. As a result, the subscriber fails in reconnect due to oldPPP session

and corresponding Access-Internal route are still active for some time. In addition to

this, it is observed that the server is still sendingKApackets after the session has timed

out. PR1060704

• For Junos OS Release 13.3R1 or above, after multiple (e.g. 26) iterations of graceful

Routing Engine switchover (GRES), the TNP address of management interface might

bedeleted incorrectlyduring switchover, this leads toall FPCsbeingoffline.PR1060764

• LinkUp/DownSNMP traps for AEmember linksmight not be generated, but theSNMP

traps for the AE bundle works well. PR1067011

• In PPP subscriber management environment, the jpppd process might crash for a

timing issue. PR1074545

• When the Ethernet Link Fault Management (LFM) action profile is configured, if there

are some errors (refer to the configuration, for example, frame errors or symbol errors)

happening in the past (even a long past), due to the improper handling of error stats

fetching fromkernel, the LFMprocess (lfmd)may generate false event PDUs and send

false alarm to the peer device. PR1077778

• OnMX Series Virtual Chassis (MX-VC) platform, due to a timing issue, the physical

interface (ifd) on the sameModular Interface Card (MIC) with Virtual Chassis port

(VCP)might not be created or takes a very long time to be created after rebooting the

hosted Modular Port Concentrator (MPC). PR1080032

• MAX-ACCESS value has been changed in jnx-otn.mib for the following oids:

jnxOtnIntervalOdu15minIntervalNumber jnxOtnIntervalOtu15minIntervalNumber

jnxOtnIntervalOtuFec15minIntervalNumberThevaluehasbeenchangedfromread-only

to not-accessible to be inline with newer MIBs. PR1080802
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• OnMXSeries platformacting as broadbandnetwork gateway (BNG), in Point-to-Point

Protocol (PPP) scenario, when using the Internet Protocol version 6 Control Protocol

(IPv6CP) for negotiation, if the router receives an IPv6CP Configure-Request packet

from client, MX BNG sends the Configure-Request packet, but does not send IPv6CP

Configure-Ack packet, in case it does not receive the Configure-Ack that responding

to the Configure-Request packet it sent. The behavior does not follow the RFC 1661,

which demands both the actions Send-Configure-Request (i.e. IPv6CP-ConfReq from

MX to client) and Send-Configure-Ack (i.e. IPv6CP-ConfAck fromMX to client) to be

conducted on the router without any significant delay. PR1081636

• With Non-MX Series/service DPCs which are not supported with enhanced-ip, when

these unsupported DPCs are in the chassis, the user switches to enhanced-ip and

reboots the router, the router should come back up and the unsupported DPCs should

stay powered off and not log any alarms. In this case, the non-supported DPCs stay

powered off, but they are also continuing to raise alarms. There are two workarounds

for this issue; first, power down the FPC prior to changing enhanced-ip mode; second,

perform a hard restart by "restart chassis-control immediately" to restore. Both of

these workarounds will impact traffic through the router. PR1082851

• In MX virtual chassis (MXVC) scenario, during unified ISSU operation, the newmaster

Routing Engine does not have the MXVC SCC's systemMAC address. It just has its

local systemMACaddress.Theaddress isnot replicatedbetween localRoutingEngines,

and the newmaster Routing Engine is not yet connected to the MXVC SCC to receive

it. Hence, the possibility of overwriting the FPC with an address that does not match

the previous address exists. PR1084561

• The VRRP preempt hold time is not being honored during NTP time sync and system

time is changed. PR1086230

• OnMX Series Virtual Chassis (MX-VC) platformwith "subscriber-management"

enabled, after power up/reboot, the VC backup router (VC-B) experiences a rapid

sequence of role transitions from no-role to VCmaster router (VC-M) to VC-B, the

expected local GRES and a reboot of the former master Routing Engine might not

happen on the VC-B. Some of the FPCs on it might be stuck in "present" state and

eventually rebooted. PR1086316

• Deactivating/activating logical interfaces may cause BGP session flapping when BGP

is using VRRP VIP as the source address. This is caused by a timing issue between dcd

and VRRP overlay file. When dcd reads the overlay file, it is not the updated one or yet

to be updated. This results in error and dcd stops parsing VRRPoverlay file.PR1089576

• In the dual Routing Engines scenario with GRES and ae0 interfaces configuration, if

GRES isdisabledonsystem, thebackupRoutingEngineshould remove theae0bundle,

however it doesnotgocleanandae0 remains inbackupRoutingEngine.After switching

Routing Engine mastership to make other Routing Engine as master, the newmaster

Routing Engine (which was backup earlier) continues to use invalid MAC address

"00:00:00:00:00:00". PR1089946

• When an interface on SFPPmodule in MIC is set disabled, after pulling out the SFPP

and then insert it, the remote direct connected interface might get up unexpectedly.

PR1090285.
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• After removing a child link from AE bundle, in the output of "show interface <AE>

detail", the packets count on the remaining child link spikes, then if add back the

previous child link, the count recover to normal. PR1091425

• For Junos OS version 14.1X51-D60 or 14.1X50-D105, when DHCP local server is

configured, the DHCP subscribers might be unable to come up. PR1092553

• In MX Series Virtual Chassis (MXVC) environment, when rebooting the system or the

line cards which contain all the Virtual Chassis port (VCP) links, because line cards

might fail to complete the rebooting process within 5 minutes, the timer (that is, the

amount of time allowed for the LCC to connect to the SCC) started by the master

router might expire which may cause the VCP links establishment failure. In addition,

this issue is not specific to the line cards type, based on the observation, the timer (5

minutes) may expire on a MX2020 with all 20 FPCs equipped as well. PR1095563

• On PB-2OC12-ATM2-SMIR PIC, port 0 and port 1 are configured with clock source as

external, if Loss of signal (LOS) is inserted on port 0, the port 0 will go down, the

expected behavior is clock being used from port 1. But in this case, port 0 down will

results inport 1 flappingand reportingSONETphase lock loop(PLL)errors.PR1098540

• In VRRP environment, with VRRP configured over double tagged interface and VRRP

delegate-processing enabled, the PDUs are generatedwith only one tag and the outer

tag is not added, because of which, the PDUs will get dropped at the receiving end.

The similar configuration thatmay cause the issuemight be seen as below, .. protocols

{ vrrp { delegate-processing; <<<<< "delegate-processing" is enabled for VRRP } .. ..

interfaces { xe-0/0/3 { flexible-vlan-tagging; unit 0 { vlan-tags outer 2000 inner 200;

<<<<< VRRP is configured over double tagged interface family inet { address

10.10.10.147/29 { vrrp-group 17 { virtual-address 10.10.10.145; priority 100; accept-data;

} } } } } } .. PR1100383

• After configuring relatedae interface configuration,wemight find someofae interfaces

disappear in MX-VC. It seemed that ae interfaces are not allocatedMAC address from

chassisd properly. * This issue only happens in the first configuration timing after

rebooting/restartingchassisd.Soeven if youconfigure relatedae interfaceconfiguration

repeatedly, you cannot find this issue.When this issue happens thesemessagewill be

seen in the messages logs. -------------------------------------------------

lab@router_re0> show logmessages|match CHASSISD_MAC_ADDRESS_AE_ERROR

Jun 26 16:04:34.064 router_re0 scchassisd[2008]:

CHASSISD_MAC_ADDRESS_AE_ERROR: chassisd MAC address allocation error for

ae4 Jun 26 16:04:34.105 router_re0 /kernel: Jun 26 16:04:34.064 router_re0

scchassisd[2008]: CHASSISD_MAC_ADDRESS_AE_ERROR: chassisd MAC address

allocation error for ae4 ------------------------------------------------- Restore ae

interfaces * This is not workaround. deactivate/activate ae interfaces. (We need to do

this to all disappeared ae interfaces.) PR1100731

• To ensure that the router or switch is reachable for management purposes while it

bootsor if the routingprotocol process fails to start properly,wecanconfigureabackup

router, which is a router that is directly connected to the local router or switch (that is,

on the same subnet) through its private management interface (for example, fxp0 or

me0).Whenabackup router running IPv6anda static route to reach themanagement

networkareconfigured, some invalid IPv6 routesareaddedtodefault forwarding-table

on themaster or the backup Routing Engine. PR1100981
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• Due to the fact that the error injection rate configured by user on Routing Engine via

CLI command "bert-error-rate" may not be programmed in the hardware register, the

PE-4CHOC3-CE-SFP, PB-4CHOC3-CE-SFP, MIC-3D-4COC3-1COC12-CE, and

MIC-4COC3-1COC12-CE-Hmay fail to inject bit errors during a Bit Error Ratio Test

(BERT). PR1102630

• OnMX240 or MX480 platformwith at least two DCmodules (PN: 740-027736)

equipped, when shutting down one of the PEMs and then turn it on again, even the

PEM is functioning, the "PEM Fan Fail" alarmmight be observed on the device due to

software logic bug. There is no way to clear the ALARM_REASON_PS_FAN_FAIL for

I2C_ID_ENH_CALYPSO_DC_PEM once it has been raised. PR1106998

Layer 2 Features

• Under rare circumstances it is possible for the DHCP drop counts for reason SEND

ERROR to be incremented twice for a single failure. PR1009296

• MTUchange is not advised on the Ethernet ring protection (ERP) ring interfaces unless

ring is in idle condition. Changing ring interfaceMTUwhile ring is not in idle statemight

result in change in the forwarding state of the interface which can lead to loop in the

ring. PR1083889

• When family bridge was configured and committed, l2ald repeated restarting with

core. After l2ald repeated restarting several times, it stoppedworking due to thrashing

condition. Core of l2ald will be seen with the following configuration. set interfaces

fxp0unit0 familybridge interface-modeaccess set interfaces fxp0unit0 familybridge

vlan-id 100When the configuration is committed, message like following is logged

and core is generated. l2ald[1624]:

../../../../../src/junos/usr.sbin/l2ald/l2ald_vpls_flood.c:3117: insist '!err' failed l2ald[1734]:

../../../../../src/junos/usr.sbin/l2ald/l2ald_vpls_flood.c:3117: insist '!err' failed l2ald[1769]:

../../../../../src/junos/usr.sbin/l2ald/l2ald_vpls_flood.c:3117: insist '!err' failed l2ald[1993]:

../../../../../src/junos/usr.sbin/l2ald/l2ald_vpls_flood.c:3117: insist '!err' failed l2ald[2195]:

../../../../../src/junos/usr.sbin/l2ald/l2ald_vpls_flood.c:3117: insist '!err' failed ... init:

l2-learning is thrashing, not restarted PR1089358

• During interface flaps, a high amount of TCN (Topology Change Notification) might

get propagated causing other switches to get behind due to high amount of TCN

flooding. This problem is visible after the change done from Junos OS Release 11.4R8

and later,whichpropagatesTCNBPDU immediately andnot in thepaceof the2 second

BPDU. Hello interval to speed up topology change propagation. The root cause is that

the TCNWHILE timer of 4 seconds is always reset upon receiving TCN notifications

causing the high churn TCN propagation. PR1089580

• InMXSeriesVirtualChassis (MXVC)environment,whenpacketscomefroma interface

(for example, xe-16/0/1.542) situatedononemember ofVC (for example, VCmember

1), if the ingress Packet Forwarding Engine (for example,FPC16 PFE0,who runs hash

to determine which interface it should send the packet to) decides that it should send

the packet via another interface (for example, xe-4/0/1.670) situated on different

member (for example, VCmember 0), it will send the frame tomember 0 via the vcp-

intf. In case of xe-4/0/1.670 belongs to an AE bundle which has multiple child links, a

hash need to be run on Packet Forwarding Engine carrying the VCPport (receiving side

onmember 0) to determine which one is the egress Packet Forwarding Engine within
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member0 tosend thepacketoutafter vcp- intf gets thepacket. Thishash result should

get the same result as the ingress Packet Forwarding Engine. If it is not the case, then

the packet would get dropped on Packet Forwarding Engine onmember 0. PR1097973

• With scaled subscribers connected, restarting one of MPCsmight cause subscribers

unable to log in for about 2 minutes. PR1099237

MPLS

• InResourceReservationProtocol (RSVP)environment, if CoS-BasedForwarding (CBF)

for per LSP (that filter out traffic not related to that LSP) is configured, and either the

feature fast-reroute or link-protection is used on the device, when the primary link is

down (for example, turning off the laser of the link), due to some next hops of the

traffic may be deleted or reassigned to different class of traffic, and the RSVP local

repair might fail to process more than 200 LSPs at one time, the traffic might get

droppedby the filter on thedevice before the newnext hop is installed. In this situation,

the feature (fast reroute or link protection) may take longer time (for example, 1.5

seconds) to function and the traffic loss might be seen at the meantime. In addition,

the issue may not be seen if the CBF for per LSP is not configured on the device.

PR1048109

• In race conditions, the rpd process on backup Routing Engine might crash when BGP

routes are exported into LDP by egress-policy and configuration changes during the

rpd process synchronizing the state to backup rpd process. PR1077804

• On dual Routing Engine platformwith GRES , the kernel synchronization process

(ksyncd) might crash on the backup Routing Engine when adding of route pointing to

indirect nexthop on system. PR1102724

Network Management andMonitoring

• In rare cases, when themib2d process attempts connection with the snmpd process

and there are pending requests waiting to be finished, the mib2d process might crash

and theCPUutilization is high around the same timeas the crash happens.PR1076643

• Due to a bug in jnxIfFcInline mib, a high order interface churn such as the one done by

the submitter in this case, can lead to amib2d core. The situation is recovered after

the core and no other impact is seen. PR1105438

Platform and Infrastructure

• Adaptive load-balance functionality is only supported for unicast traffic. If theaggregate

bundle contains logical interfaces for bridge or vpls domains, flooded traffic might get

dropped. PR821237

• In dual Routing Engines scenario with NSR configuration, the configuration statement

"groups re0 interfaces fxp0 unit 0" is configured. If disable interface fxp0, backup

Routing Engine is unable to proceed with commit processing due to SIGHUP not

received, the rpd process on backup Routing Engine might crash. PR974430

• When Network Configuration Protocol (NETCONF) service is used on the device, after

the NETCONF session is established, because all the output that contain <error> tag

might be incorrectly converted into <rpc error>, themanagement daemon (mgd)may

crash on the device. As the following example, the output that contains <error> tag
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may lead to thecrash. user@re0>showsubscribers address 1000 |display xml .. <error

junos:style="input-error"> <<<<<< The output contain <error> tag andmay trigger

the crash. PR975284

• OnMX Series Virtual Chassis (MX-VC) platform, mirroring of OAM packets may not

work as expected if the OAM packet is traversing throughmultiple Packet Forwarding

Engines (forexample, themirroredportandVCPportareonseparatePacketForwarding

Engines). PR1012542

• In EVPN scenario, MPCmay crashwith core-file when any interface is deleted and add

that interface to an aggregated Ethernet bundle or changing the ESI mode from

all-active to single-active. PR1018957

• LSI logical interface input packet andbyte stats are also added to core logical interface

stats, but when the LSI logical interface goes down and the core logical interface stats

are polled, there is a dip in stats. The fix is to restore LSI logical interface stats to core

logical interface before deleting the LSI logical interface. PR1020175

• Under very rare situations, Packet Forwarding Engines on the following linecards, as

well as the compact MX80/40/10/5 series, may stop forwarding transit traffic: -

16x10GEMPC - MPC1, MPC2. This occurs due to a software defect that slowly leaks

the resources necessary for packet forwarding. Interfaces handled by the Packet

Forwarding Engine under duress may exhibit incrementing 'Resource errors' in

consecutive output of 'show interfaces extensive' output. A Packet Forwarding Engine

reboot via the associated linecard or chassis reload is required to correct the condition.

PR1058197

• OnMX Series router with frame-relay (FR) CCC to connect FR passport devices. If

someof the FR circuits carry trafficwithout any valid FR encapsulations, theMXSeries

based Packet Forwarding Engine drops those frames. PR1059992

• If a Radius server is configured as accounting server, when it is non-reachable, the

auditd process might be stressed with huge number of audit logs to be sent to the

accounting server, which might cause auditd to crash. PR1062016

• Modifying IEEE-802.1ad rewrite-rule on the flymight be unable to change IEEE-802.1p

ToS values for inner VLAN in QinQ. PR1062817

• In Junos release 13.3R6 or 14.2R3, for PPPoE subscribers over the aggregated Ethernet

(ae) interface, the output of "show interface statistics <pp> detail" command shows

the ingress/egress traffic statistics for the aggregate interface instead of the statistics

for PP/DEMUX logical interface. PR1069242

• Having "shared-bandwidth-policer" on an aggregated ethernet interface; if amember

interface flapped, the NPCwhich the interface belongs may restart. Similar issue may

also happen when changing the firewall policer configuration. PR1069763

• When Integrated routing and bridging (IRB) interface is configured with Virtual Router

Redundancy Protocol (VRRP) in Layer 2 VPLS/bridge-domain, in corner cases after

interface flapping,MACfilter ff:ff:ff:ff:ff:ff is cleared fromthePacketForwardingEngine

hardware MAC table, so the IRB interfacemay drop all packets with destinations MAC

address FFFF:FFFF:FFFF (e.g. ARP packet). PR1073536
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• It tries to check allotted power for all the FPCs, here in the

CHASSISD_I2CS_READBACK_ERROR logs it shows for the FPCswhich are not present

in chassis. It just calls i2cs_readback() to read i2c device and fails there as these FPCs?

slots are blank and prints those readback errors. Also the errors are harmless:

"CHASSISD_I2CS_READBACK_ERROR: Readback error from I2C slave for FPC" Fix:

Code to check 'if power has been allotted to this FPC', needs to be executed only if the

FPC is present. PR1075643

• Whenusing the "pingdetail" command, the interfacenumber isprovidedon theoutput

instead of the interface name. PR1078300

• During a unified in-service software upgrade (ISSU), DHCP control traffic

(renew/rebinds) might be dropped on ingress Packet Forwarding Engine. PR1079812

• When an MX chassis network-services is "enhanced-ip" and an AE is part of a Layer 2

bridge (bridge-domain or VPLS), there is a possibility that an incorrect forwarding path

might be installed causing traffic loss. This could happen when first applying the

configuration, restarting the system or restarting the line card. PR1081999

• OnMX Series-based platform, the "RPF-loose-mode-discard" feature is not working

when configured within a Virtual Router routing instance. The feature is working only

when configured in the main instance. PR1084715

• With MSDPC equipped on BNG, there might be amemory leak in ukernel, which

eventually causes MSDPC to crash and restart. PR1085023

• In Junos OS Releases 13.3R3, 14.1R1, 14.2R1, there is a new feature, an extra TLV term

is added to accommodate the default action for the "next-interface" when the

correspondingnext-interface isdown.Whiledoingaunified ISSUfroman imagewithout

the feature to an image with this feature, all MPCsmight crash. PR1085357

• If thereare scalingunicast routes (e.g. 500k) inNG-MVPNVRF, and theprovider-tunnel

is PIM, when PIM on PE hasmultiple upstream neighbors and any of them could be its

rpf neighbor, performingGRES/NSRRouting Engine switchovermight causemulticast

traffic lossdue to thedifferent viewof rpf neighbor between themasterRoutingEngine

and the slave Routing Engine. PR1087795

• The prompt for SSH password changed in Junos OS Release 13.3, from "user@host's

password:" to "Password:". This change breaks the logic in "JUNOS/Access/ssh.pm"

which is located in /usr/local/share/perl/5.18.2/ on Ubuntu Linux, for example.

PR1088033

• OnMX Series router with MPC1/1E, MPC2/2E line cards in a broadband edge

environment with scaled (in this case 250K) subscribers, the FPC heap (dynamic

memory) utilization increases significantly during an in-service software upgrade

(ISSU). PR1088427

• OnMX Series platformwith MPC/MIC or T4000 FPC5, TCP session with

MS-Interface/AMS-Interface, configuration is not established successfully with the

"no-destination-port" or "no-source-port" configuration statements configured under

forwarding-options hierarchy level. PR1088501

• Issue is specific to 64-Bit RPD and config-groups wildcard configuration specific as in

the following case: set groups TEST routing-instances <*> routing-options multicast
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forwarding-cache family inet threshold suppress 200 set routing-instances vrf1

apply-groups TEST set routing-instances vrf1 routing-options multicast

forwarding-cache family inet threshold suppress 600With this daemon(rpd) reads

suppressedvalue?200?(i.e. coming fromgroups) insteadof readingvalue?600?from

foregroundandcustomerseesunexpectedbehaviorwith respect to threshold-suppress.

Workaround: They can replacewildcardwith actual routing-instancenameas in below

example: set groups TEST routing-instances vrf1 routing-options multicast

forwarding-cache family inet threshold suppress 200 set routing-instances vrf1

apply-groups TEST set routing-instances vrf1 routing-options multicast

forwarding-cache family inet threshold suppress 600 PR1089994

• OnMX Series router, if ifl (logical interface) is configured with VID of 0 and parent ifd

(physical interface) with native-vlan-id of 0, when sending L2 traffic received on the

ifl to Routing Engine, the VID 0will not imposed, causing the frames to get dropped at

Routing Engine. PR1090718

• When an interface on MQ-based FPC is going to link down state, in-flight packet on

interface transmit path will be stuck on the interface and never drained until the

interface comes up again. As a result, small number of such stacked packets will be

sent outwhen the interface is going toUP state. No othermajor impact should be seen

after those packets are drained. PR1093569

• OnMX2020/2010 router, anSPMBcore filewill be seen if therearebadXFchips (fabric

chip) on SFB, which might trigger Routing Engine/CB switchover. PR1096455

• In 64-bit Junos OS environment, the Representational State Transfer (REST) API fails

to start when configured with "set system services rest ...". PR1097266

• When a P2MP LSP is added or deleted at ingress LSR, traffic loss is seen to existing

sub-LSP(s) at transit LSR which replicates and forwards packet to egress PEs. This

issue only affects MX Series based line card. PR1097806

• The "shared-bandwidth-policer" configuration statement is used to enable

configuration of interface-specific policers applied on an aggregated Ethernet bundle

to match the effective bandwidth and burst-size to user-configured values. But this

feature is broken from Junos OS Release 14.1R1 when "enhanced-ip" is configured on

MX Series platformwith pure MX Series-based line cards. The bandwidth/burst-size

of policers attached to Aggregated Ethernet interfaces are not dynamically updated

uponmember link adding or deletion. PR1098486

• OnMXSeries-basedplatform,when the typeof the IPv6 traffic is non-TCPor non-UDP

(for example, next header field is GRE or No Next Header for IPv6), if the traffic rate is

high (for instance, higher than 3.5Mpps), the packet re-orderingmayoccur.PR1098776

• OnMX Series-based line cards, when the prefix-length is modified from higher value

to lower value for an existing prefix-action, heap gets corrupted. Due to this corruption,

the FPCmight crash anytime when further configurations are added/deleted. The

following operations might be considered as a workaround: Step 1. Delete the existing

prefix-action and commit Step 2. Then re-create the prefix-action with newer

prefix-length. PR1098870

• In an MPLS L3VPN network with a dual-homed CE router connected to different PE

routers, a protectionpath shouldbeconfiguredbetween theCE router andanalternate
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PE router to protect the best path. When BFD is enabled on the BGP session between

the CE and the primary PE router, with local traffic flowing from another CE connected

with the primary PE to this CE, after bringing the interface down on the best path, the

local repairwill be triggeredbyBFDsessiondown, but itmight fail due to a timing issue.

This will cause slow converge and unexpected traffic drop. PR1098961

• When the BFD is running onmulti LU (lookup chip) Packet Forwarding Engine (such

as MPC3 or MPC4), incoming BFD packet might be processed with a firewall filter on

different logical-routers's loopback interface. If the firewall filter is discarding/rejecting

BFD, the packets will be dropped incorrectly. PR1099608

• OnMX Series-based platform, before creating a new unilist nexthop, there is a check

to see if there is at least 512k DoubleWords (DW) free. So, even the attempting NH

requires only a small amount of memory (for example, < 100 DWs), if there is no such

enough free DWs (that is, 512k), the checkwill fail and the end result is that the control

plane will quit adding this NH prematurely - stopping at ~80% of capacity. With the

fix, it will check for 64k free DWswhich is lower reference watermark for available

resource, thereby ensuring that can allocate resource. PR1099753

• From Junos OS Release 14.1 and above, IPv6mobility packets with Heartbeat option

that the length of themobility header (including the ethernet encapsulation andmain

IPv6 header) extends beyond 128 Bytes will be discarded as bad IPv6 option packet

due to a logic error in packet handling. PR1100442

• OnMX Series platform, when using the 64-bit image, if the configuration statement

"source-address" is configured for the "radius-server" as the following, the RADIUS

request may not be sent to RADIUS server due to the failure of setting the

"source-address" on the device. user@re0> show configuration system radius-server

.. source-address 10.1.1.1; <<<<<The configuration statement thatmay cause the issue

PR1103517

• On T4000 platformwith FPC Type-5 equipped, after performing unified ISSU, due to

the fact that only 6 out of 16 temperature sensors may get initialized, the temperature

reading for the line card may be shown as "Absent". PR1104240

• Due to a software defect found in 13.3R7.3 and 14.1R5.4 , Juniper Networks strongly

discourage the use of Junos OS software version 13.3R7.3 on routers with MQ-based

MPC. This includes MX Series with MPC1, MPC2; all mid-range MX Series. PR1108826

Routing Policy and Firewall Filters

• In Class-of-Service (CoS) environment, there is a possibility (happened twice so far

andnot reproducible in the lab) that routingprotocol process (rpd)may crashbecause

the CoSmemory may get incorrectly freed and then allocated again. PR1062616

• On the platform that M7i/M10i with enhanced CFEB, M320 with E3-FPC, M120, and

MXwith DPC, when the flood filter is configured in VPLS instance on the Packet

ForwardingEngine, if thePacketForwardingEngine receivesa filter change(forexample,

FPC rebootoccurandcomesup), the linecardmay fail toprogramthe filter.PR1099257
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Routing Protocols

• Support for thePragmaticGeneralMulticast protocol (daemonpgmd) is beingphased

out from Junos OS. In Junos OS Release 14.2, the CLI is now hidden (although the

component is still there and configurable). In Junos OS Release 15.1 the code and its

corresponding CLI are removed. PR936723

• In PIMmulticast-only fast reroute (MoFRR) environment, when issuing CLI command

"showmulticast routeextensive"onegress edge router, due tomissingnull checkwhile

showing label information for reverse-path forwarding (RPF) nexthop, an error might

be seen in the output of the command. In addition, the routing protocol process (rpd)

may crash on the device. PR983140.

• For the pim nbr which is not directly connected ( that is, nbr on unnumbered interface,

or p2p interfacewith different subnet), pim join is not able to find the correct upstream

nbr which results in join not propagating to the upstream nbr . show command for pim

join shows upstream nbr "unknown" . Issue is present in the 15.1R1 release. PR1069896

• In mutli-topologies IS-IS scenario, there is huge difference between estimated free

bytes and actual free bytes when generating LSP with IPv6 Prefix. It might cause LSP

fragment exhaustion. PR1074891.

• There are two issues in the PR: (1) In multicast environment, Incoming interface list

(IIF) list has only RPF interface, designated forwarder (DF) winners are not added in

the list in backupRouting Engine. (2) "Number of downstream interfaces" in showpim

join extensive is not accounting Pseudo-VXLAN interface. PR1082362

• If a policy statement referred toa routing-table, but the corresponding routing instance

is not fully configured (ie. no instance-type), commit such configuration might cause

the rpd process to crash. PR1083257.

• With Multicast Source Discovery Protocol (MSDP) and nonstop active routing (NSR)

configured on the Protocol Independent Multicast (PIM) sparse-mode rendezvous

point (RP), the rpdprocessmightpermanently get stuckwhenmulticast traffic received

shortly after Routing Engines switchover. PR1083385

• When there are a number of secondary BGP routes in inet.0, an SNMPwalk of inet.0

by thebgp4MIBcancauseacore if thecorrespondingprimary routesarebeingdeleted.

PR1083988.

• 1. configure the ospf and ospf3 in all routers 2. configure node protection 3. check for

22.1.1.0 any backup is present 4. enable pplfa all 5. check for 22.1.1.0 any pplfa backup

is present through r2 we are not seeing any pplfa backup for 22.1.1.0 PR1085029

• WhenBGProute is leaked toa routing-instanceand there isan importpolicy tooverwrite

the route preference, if damping is also configured in BGP, the BGP routes which were

copied to second table cannot be deleted after routes were deleted in master table.

This is a day-1 issue. PR1090760

• When removing BGP Prefix-Independent Convergence (PIC) from the configuration,

the expected behavior is that any protected path would become unprotected. But in

this case, themultipath entry that contains the protection path (which is supposed to

be removed) remains active, until BGP session flaps or the route itself flaps. As a

workaround, we can use "commit full" command to correct or to commit. PR1092049
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• In BGP environment, when configuring RIB copy of routes from primary routing table

to secondary routing table (for example, by using theCLI command "import-rib [ inet.0

XX.inet.0]") and if the second route-table's instance is type "forwarding", due to the

BGP routes in secondary routing table may get deleted and not correctly re-created,

the routes may be gone on every commit (even commit of unrelated changes). As a

workaround, for re-creating theBGP routes in secondary route table, useCLI command

"commit full" to make configuration changes. PR1093317

• In Junos OS Release 9.1 and later, RFC 4893 introduces two new optional transitive

BGP attributes, AS4_PATH and AS4_AGGREGATOR. These new attributes are used

to propagate 4-byte AS path information across BGP speakers that do not support

4-byte AS numbers. In this case, when AS4_AGGREGATOR attribute (18) is received

from a 2-byte AS peer (note AS4_AGGREGATOR attribute is only received when the

aggregator has 4-byte AS but this peer only supports 2-byte AS), NSR synchronization

withstandbyRoutingEnginewould fail, causingsessionconstantlybouncingonstandby

Routing Engine (hogging CPU). PR1093615

• The rpd process might crash when resolve-vpn and rib inet.3 are configured under

separate levels (BGP global, group and peer). The fix is if anybody configures a family

at a lower level, reset the state created by either of configuration statements from

higher levels. This behavior conformswith our current behavior of family configuration

- which is that any configuration at a lower level is honored and the higher level

configuration is reset. PR1094499.

• When BGP routes has multiple protocol nexthops including discard/reject and other

IGP nexthops, the discard/reject nexthop will be selected as BGP nexthop, which will

cause traffic loss. PR1096363

• When polling SNMPOID isisPacketCounterTable 1.3.6.1.2.1.138.1.5.3, the rpd process

might crash. PR1101080.

• When the IS-ISconfigurationshavebeen removed, the IS-ISLSDBcontentsget flushed.

If at the same time of this deletion process, there is an SPF execution (that is, try to

access the data structures at same time when/a fraction of seconds after freeing its

content), routing protocol process (rpd) crash occurs. PR1103631

Services Applications

• When an MX Series router configured as an LNS sends an Access-Request message

toRADIUS for anLNSsubscriber, theLNSnow includes theCalled-Station-ID-Attribute

when it receives AVP 21 in the ICRQmessage from the LAC. PR790035

• In IPsec environment, after performing the Routing Engine switchover (for example,

performing Graceful Routing Engine Switchover) or chassis reboot (that is, whole

device is powered downandpoweredUPagain), due to the keymanagement daemon

(kmd)may be launched before the Routing Enginemastership is finalized, it may stop

running on the newmaster Routing Engine. PR863413

• InCG-NATor statefull firewall environment, due toanull pointer checkbug, theMS-DPC

might crash every few hours. Note that this is a regression issue. PR1079981
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• Thecrashhappens if inahttp flow, the flowstructure is allocatedataparticularmemory

region. There is no workaround but the chances of hitting this issue are very low

PR1080749

• On Layer 2 Tunnel Protocol (L2TP) network server (LNS), during L2TP session

establishment, when receiving Incoming-Call-Connected (ICCN)messages with Last

Sent LCP CONFREQ Attribute Value Pair (AVP) but without Initial Received LCP

CONFREQ and Last Received LCP CONFREQ AVPs, the jl2tpd process might crash.

PR1082673

• On Trivial File Transfer Protocol (TFTP) Application Layer Gateway (ALG) with NAT

translation type "dynamic-nat44"configured,MS-DPC/MS-MPC/MS-MICmight crash

when processes the TFTP packets. PR1091179

• OnM Series platform, in Layer 2 Tunneling Protocol (L2TP) network server (LNS)

environment, not all attributes (Missing NAS-Identifier, NAS-Port-Type, Service-Type,

Framed-Protocol attributes) within Accounting-Request packet are sending to the

RADIUS server. PR1095315

• If MS-DPC is used in CG-NAT environment, in a very rare condition, when the MS-DPC

tries to delete a NATmapping entry (e.g. entry timeout), error might occur and the

MS-DPCmight get rebooted and then generate a core file. PR1095396

• Some values of MIB object jnxSrcNatStatsEntry might be doubled when AMS (or rsp)

interface and NAT are configured together. PR1095713

Software Installation and Upgrade

• Add"on<host>"argument to to "request systemsoftware validate" toallowvalidation

on a remote host/Routing Engine running Junos. PR1066150

Subscriber Access Management

• In subscriber management environment, after deactivating a service with Change of

Authorization (CoA) dynamic requests, if the Acct-Stop response is not received, the

Broadband Network Gateway (BNG) will send CoA NAKmessage when the same

service is activatedagain. Theauthdprocess crashwill beobservedand somesessions

are stuck and cannot be terminated after terminating sessions. PR1004478

• The authd process memory leaks slowly when subscribers login and logout, which

eventually leads the process to crash and generate a core file. PR1035642

• OnMX Series routers, the generic authentication service process (authd) may fail to

send Acct-off message to the RADIUS server. This is becausemanagement daemon

(mgd)mightnotnotify theauthdprior toexecuting systemrebootor systemshutdown.

Also, theauthdmight fail togenerate theAcct-offmessageaswellwhen it is terminated

and there are no active subscribers. PR1053044

• In subscriber management environment with Remote AuthenticationÂ Dial InÂ User

Service (RADIUS) server configured,whenperforming scaling subscribers login/logout,

the device may stuck in RADIUS communication. PR1070468

• In subscriber management environment, when dual-stack service is activated by the

Change of Authorization (CoA) request from the Radius Server, both families will be

activated in the sameprofile response.Due toa softwaredefect, the serviceaccounting
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session id is not generated properly and the Service Accounting Messages and

Interim-updates failed to be sent out. PR1071093

• Subscriber is not coming up when CISCO AVPair VSA value is returned in Radius

ACCESS-ACCEPT packets in certain scenarios. PR1074992

• A CoA Request containing LI attributes cannot contain any non-LI service activations,

de-activations or variable modifications. PR1079036

• If authentication-order is configured as none under access profile and domain-name

servers (DNS) are configured locally under access profile, then the subscriberwill login

but will not get DNS addresses which were configured locally. PR1079691

• In scaled DHCP subscribers environment, the authd processmight crash and generate

a core file after clearing DHCP binding or logout subscribers. PR1094674

User Interface and Configuration

• Due to a change in an existing PR, group names in the configuration must be a string

of alphanumericals, dashes or underscores. There is not workaround other than

following the group name instructions. PR1087051

VPNs

• Problem, trigger and symptom: On dual Routing Engines, if mvpn protocol itself is not

configured, andnonstop routing is enabled, theshowcommand"showtask replication"

onmaster Routing Engine will list MVPN protocol even though it is not configured.

Other than themisleading show output which may be slightly confusing to the

user/customer, there is no functional impact due to this issue as such. There is no

workaround available. PR1078305

• In PIMDraft-RosenMulticast VPN (MVPN) environment, in a setupwhere active C-PR,

standbyC-RP,C-receivers, C-sourceare located indifferentVPNsiteofMVPN instance,

once the link to active C-RP is flapped, PE which connects to C-receivers would send

(*,g) join and (s,g,rpt) prune towards standby C-RP, when the PE which connects to

standby C-RP receives the (*,g) join and (s,g, rpt) prune over mt-, it ends up updating

the (s,g) forwarding entry with mt- as downstream, which is already the incoming

interface (IIF). This creates a forwarding loop due tomissing check if IIF is same as OIF

when PIMmake-before-break (MBB) join load-balancing feature is enabled and as a

result traffic gets looped back into the network. Loop once formedwill remain at least

for 210 seconds till the delayed prune timer expires. After this, IIF is updated to the

interface towards standby C-RP finally. PR1085777

• InNG-MVPNspt-onlymodewithaPE router acts as the rendezvouspoint (RP), if there

are only local receivers, the unnecessary multicast traffic continuously goes to this RP

and dropped though it is not in the shortest-path tree (SPT) path from source to

receiver. PR1087948

• When there aremore than2000outgoing interfaces (OIFs) for a samemulticast group

on MVPN egress PE, the multicast forwarding entries installed by MVPNmight have

duplicated OIFs and resulting in duplicated traffic. PR1095877

• In Internet multicast over an MPLS network by using next-generation Layer 3 VPN

multicast (NG-MVPN) environment, when rib-groups are configured to use inet.2 as
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RPF rib for Global Table Multicast (GTM, internet multicast) instance, the ingress PE

may fail to add P-tunnel as downstream even after receiving BGP type-7 routes. In

addition, this issue only affects GTM. PR1104676

Related
Documentation

New and Changed Features on page 74•

• Changes in Behavior and Syntax on page 123

• Known Behavior on page 156

• Known Issues on page 160

• Documentation Updates on page 276

• Migration, Upgrade, and Downgrade Instructions on page 282

• Product Compatibility on page 292

Documentation Updates

This section lists the errata and changes in Junos OS Release 15.1R5 documentation for

the M Series, MX Series, and T Series.

• Adaptive Services Interfaces Feature Guide for Routing Devices on page 276

• Broadband Subscriber Sessions Feature Guide on page 277

• Broadband Subscriber VLANs and Interfaces Feature Guide on page 278

• High Availability Feature Guide on page 278

• IPv6 Neighbor Discovery Feature Guide for Routing Devices on page 279

• Monitoring, Sampling, and Collection Services Interfaces Feature Guide for Routing

Devices on page 279

• MPLS Applications Feature Guide for Routing Devices on page 280

• Overview for Routing Devices on page 281

• Routing Policies, Firewall Filters, and Traffic Policers Feature Guide for Routing

Devices on page 281

• Security Services Administration Guide for Routing Devices on page 281

• Standards Reference on page 281

• Subscriber Management Provisioning Guide on page 281

• Tunnel and Encryption Services Interfaces on page 281

• User Access and Authentication Guide for Routing Devices on page 282

• VPNs Library for Routing Devices on page 282

Adaptive Services Interfaces Feature Guide for Routing Devices

• In the topic “Inline 6rd and 6 to 4 Configuration Guidelines”, the next-to-last bullet

should state:

Bandwidth for traffic from the 6rd tunnel is limited by the available Packet Forwarding

Engine bandwidth; bandwidth for traffic to the 6rd tunnel is limited by the internal VRF
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loopbackbandwidth.SI-IFD loopbackbandwidthconfigurationunder the [editchassis]

hierarchy has no impact on the 6rd loopback bandwidth.

• The “Configuring Secured Port Block Allocation”, “port”, and

“secured-port-block-allocation” topics should include the following note:

NOTE: If youmake any configuration changes to a NAT pool that has
secured port block allocation configured, youmust delete the existingNAT
address pool, wait at least 5 seconds, and then configure a newNAT
addresspool.Wealsostrongly recommendthatyouperformthisprocedure
if youmake any changes to the NAT pool configuration, even if you do not
have secured port block allocation configured.

• The descriptions in the “Options” section of the IPsec protocol statement at the [edit

services ipsec-vpn ipsec proposal proposal-name] and [edit services ipsec-vpn rule

rule-name term term-name thenmanual direction direction] hierarchy levels fail to state

that the ah and bundle options are not supported on MS-MPCs and MS-MICs on MX

Series routers.

Broadband Subscriber Sessions Feature Guide

• The “enhanced-policer” topic erroneously states thatwhenyoucommit aconfiguration

that includes this statement, the CLI displays a warning that FPCsmust be restarted

for it to take effect, and prompts you to proceed with a restart. No such warning or

prompt isdisplayed; instead, awarningmessage is logged that states that theenhanced

policer is enabled on FPCs only after they are restarted.

• The following topics erroneously include information about the Ignore-DF-Bit VSA

(26-70): “RADIUSAttributesand JuniperNetworksVSAsSupportedby theAAAService

Framework”, “Juniper Networks VSAs Supported by the AAA Service Framework”, and

“AAAAccessMessages and Supported RADIUSAttributes and Juniper Networks VSAs

for Junos OS”. Junos OS does not support VSA 26-70.

Some versions of the RADIUS dictionary file also erroneously list 26-70 as supported

by the Junos OS.

• The following topics indicate that you can configure an MX Series router to maintain

a DHCP subscriber in the event the subscriber interface is deleted:

• “Subscriber Binding Retention During Interface Delete Events”

• “Configuring theRouter toMaintainDHCPSubscribersDuring InterfaceDeleteEvents”

• “Verifying and Managing the DHCPMaintain Subscribers Feature”

• “interface-delete (Subscriber Management or DHCP Client Management)”

• “maintain-subscriber”

• “subscriber-management (Subscriber Management)”
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This feature is not supported on MX Series routers running Junos OS Release 15.1R4 or

later with enhanced subscriber management enabled.

• The Broadband Subscriber Sessions Feature Guide did not report the single session

DHCP dual-stack feature, which enables the use of only a single session for

authentication rather than the three sessions required for the traditional dual-stack

configuration. See the description of this feature in “New and Changed Features” on

page 74.

Broadband Subscriber VLANs and Interfaces Feature Guide

• The “show subscribers” topic does not fully describe the vlan-id vlan-id option. This

option displays information about active subscribers using a VLANwhere the VLAN

tagmatches the specified VLAN ID. The topic fails to mention that these subscriber

VLANs can be either single-tagged or double-tagged. The command output includes

information about subscribers using double-tagged VLANs when the inner VLAN tag

matches the specified VLAN ID. The command output does not distinguish between

these two types of subscribers.

To display only subscribers where the specified value matches only double-tagged

VLANs, use the stacked-vlan-id stacked-vlan-id option to match the outer VLAN tag

instead of the vlan-id vlan-id option.

High Availability Feature Guide

• The following information belongs in the “Nonstop Active Routing Concepts” topic:

If you haveNSR configured, it is never valid to issue the restart routing command in any

form on the NSRmaster Routing Engine. Doing so results in a loss of protocol

adjacencies and neighbors and a drop in traffic.

• The following information belongs in the “Configuring Nonstop Active Routing” topic:

If the routing protocol process (rpd) on the NSRmaster Routing Engine crashes, the

master Routing Engine simply restarts rpd (with no Routing Engine switchover), which

impacts routing protocol adjacencies and neighbors and results in traffic loss. To

prevent this negative impact on traffic flow, configure the switchover-on-routing-crash

statementat the [edit system]hierarchy level. This configuration forcesanNSRRouting

Engine switchover if rpd on themaster Routing Engine crashes.

• The"NonstopActiveRoutingSystemRequirements" topic should include the inet-mvpn

and inet6-mvpn protocol families for BGP in the list of supported family types. The

topic previously documented that NSR supports next-generation MVPN starting with

Junos OS 14.1R1, but didn't include the specific names of the next-generation MVPN

protocol families in the list.

• The topic “Improving the Convergence Time for VRRP” failed to include the following

information:
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• Disable duplication address detection for IPv6 interfaces—Duplicate address

detection is a feature of the Neighbor Discovery Protocol for IPv6. Duplicate address

detection is enabled by default and determineswhether an address is already in use

by another node. When duplicate address detection is enabled, convergence time

is high after an IPv6 interface that has been configured for VRRP tracking comes up.

To disable duplicate address detection, include the ipv6-duplicate-addr-translation

transmits0 statementat the [edit system internet-options]hierarchy level. Todisable

duplicate address detection only for a specific interface, include the dad-disable

statementat the [edit interfaces interface-nameunit logical-unit-number family inet6]

hierarchy level.

IPv6 Neighbor Discovery Feature Guide for Routing Devices

• The Secure Neighbor Discovery Guide for Routing Devices is merged with the IPv6

Neighbor Discovery Feature Guide for Routing Devices. We have consolidated these

guidesand restructured thecontent ina linear format.Thenewseamlessguideprovides

related information in a single location for easy navigation and faster access.

[See IPv6 Neighbor Discovery Feature Guide for Routing Devices.]

• The “NDPCacheProtectionOverview,” “ConfiguringNDPCacheProtection,” “Example:

Configuring NDP Cache Protection to Prevent Denial-of-Service Attacks,” and

“nd-system-cache-limit” topics failed to include the EX Series, M Series, PTX Series,

and T Series as supported platforms. These platforms, as well as the MX series, are

all supported.

Monitoring,Sampling,andCollectionServices InterfacesFeatureGuideforRouting
Devices

• The Options section for the flow-export-rate statement under the hierarchy [edit

forwarding-options sampling instance instance-name family inet output inline-jlow] did

not include the default value. The default value is:

Default: 1 for eachPacketForwardingEngineon theFPCtowhich thesampling instance
is applied.

• The following topics fail to state that for passivemonitoring on MX Series routers with

MPCs, the pop-all-labels statement at the [edit interfaces interface-name] hierarchy

level pops all labels by default, and the required-depth statement is ignored.

• “pop-all-labels”

• “required-depth”

• “Enabling Passive FlowMonitoring”

• The “Configuring RPMTimestamping” topic failed tomention that RPM timestamping

is also supported on the MS-MPCs and MS-MICs on MX Series routers.

• The description for themax-packets-per-second,maximum-packet-length, and

run-length statementsat the [edit forwarding-optionssampling instance instance-name

input] hierarchy level failed to include the following:
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NOTE: This statement is not supported when you configure inline flow
monitoring (by including the inline-jflow statement at the [edit

forwarding-options sampling instance instance-name family (inet | inet6)

output] hierarchy level).

• The default value for the ipv6-flow-table-size statement at the [edit chassis fpc

slot-number inline-services ipv6 flow-table-size] hierarchy level should state the

following:

“If the number of units is not specified, 1024 flow entries are allocated for IPv6.”

• The topics “Real-Time Performance Monitoring Services Overview” and “Configuring

RPM Probes” failed to state that RPM is not supported on logical systems.

• The following topics should state that the test-interval statement at the [edit services

rpm probe owner test test-name] hierarchy level has a range from 0 through 86400

seconds, and that a value of 0 seconds causes the RPM test to stop after one iteration:

• “Configuring RPM Probes”

• “test-interval”

• “Configuring BGP Neighbor Discovery Through RPM”

MPLS Applications Feature Guide for Routing Devices

• The "Configuring Miscellaneous LDP Properties," "Configuring the Authentication Key

Update Mechanism for BGP and LDP Routing Protocols," "authentication-key-chain

(LDP)," and "authentication-key-chain (BGP and BMP)” topics should include the

following information: Youmust also configure the authentication algorithm using the

authentication-algorithmalgorithm statement. This statementmust be included at the

[edit protocols (bgp | ldp)] hierarchy level when you configure the

authentication-key-chainkey-chain statementat the [editprotocols(bgp| ldp)]hierarchy

level.

• The "Path Computation for LSPs on an Overloaded Router" topic should state that

when you set the overload bit on a router running IS-IS, only new LSPs are prevented

from transiting through the router. Any existingConstrainedPathShortest First (CPSF)

LSPs remain active and continue to transit through the router. The documentation

incorrectly states that any existing LSPs transiting through the router are also rerouted

when you configure the overload bit on an IS-IS router.

The topic should also include the following information about bypass LSPs:When you

set the overload bit on an IS-IS router, new and existing bypass LSPs are recalculated

only when a different event triggers a path recalculation. For example, if you set the

smart optimize timer with the smart-optimize-timer statement, the bypass LSP is

re-routed away from the overloaded router only after the specified time elapses.

Otherwise, the bypass LSP continues to transit the overloaded router.
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Overview for Routing Devices

• The "Configuring Automatic Mirroring of the CompactFlash Card on the Hard Disk

Drive" and the "mirror-flash-on-disk" topics shouldnot include support forMX5,MX10,

andMX40 3DUniversal Edge Routers. On theMXSeries, this feature is supported only

on the MX104, MX240, MX480, MX960, MX2010, and MX2020 routers.

Routing Policies, Firewall Filters, and Traffic Policers Feature Guide for Routing
Devices

• The table in the “Firewall Filter Nonterminating Actions” topic failed to mention that

we recommend that you do not use the nonterminating firewall filter action

next-hop-groupwith the port-mirror-instance or port-mirror action in the same firewall

filter.

Security Services Administration Guide for Routing Devices

• The “Distributed Denial-of-Service (DDoS) Protection Overview” topic for Routing

Deviceshasbeenupdated todescribe thebuilt-in loginoverloadprotectionmechanism

that is available on MX Series routers.

The login overload protection mechanism (also called a load-throttling mechanism)

monitors the incoming subscriber login packets and admits only what the system is

capable of handling in accordance with the prevailing load on the system. Packets in

excess of what the system can handle are discarded. By shedding this excess load, the

system is able to maintain optimal performance and prevent any degradation of

login-completion rate under overload conditions. This mechanism uses minimal

resources and is enabled by default; no user configuration is required.

The protection provided by this mechanism is secondary to what distributed

denial-of-service (DDoS) protection provides as a first level of defense against high

rates of incoming packets. DDoSprotection operates on thePacket Forwarding Engine

and protects against all packet types of all protocols. In contrast, the login overload

protectionmechanism is located on the Routing Engine and specifically operates only

on incomingconnection-initiationpackets suchasDHCPv4DHCPDISCOVER,DHCPv6

SOLICIT, and PPPoE PADI packets.

Standards Reference

• The Supported Network Management Standards topic incorrectly states that Junos OS

supports mplsL3VpnIfConfTable as part of compliance with RFC 4382, MPLS/BGP

Layer 3 Virtual Private Network (VPN) MIB. Junos OS does not support this table.

Subscriber Management Provisioning Guide

• The topic “Configuring Address-Assignment Pool Linking" states that when you link

multiple address-assignment pools, a secondary pool is used only when the primary

address-assignment pool is fully allocated. However, once the router switches to a

pool other than the primary, it continues using that pool even when addresses are

available again in the primary pool.
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Tunnel and Encryption Services Interfaces

• The topic “Configuring Tunnel Interfaces on MX Series Routers” incorrectly states that

bandwidth rates of 20 gigabits per seconds and 40 gigabits per second require use of

a 100-Gigabit Ethernet Modular Port Concentrator and 100-Gigabit CFP MIC. The

MPC4E, MPC5E, and MPC6E also support 20 and 40 gigabits per second.

User Access and Authentication Guide for Routing Devices

• The "Example: DHCP Complete Configuration" and "dchp" topics should not include

support for the MX Series Universal Edge 3D Routers. This feature is supported only

on the M Series and the T Series.

VPNs Library for Routing Devices

• The “Routing Instances Overview” topic should include the following instance types:

EthernetVPN(EVPN)and InternetMulticastoverMPLS.Use theEthernetVPN instance

type, which is supported on the MX Series only, to connect a group of dispersed

customer sites using a Layer 2 virtual bridge. Use the Internet Multicast over MPLS

instance type to provide support for ingress replication provider tunnels to carry IP

multicastdatabetween routers throughanMPLScloud, usingMBGPornext-generation

MVPN.

To configure an EVPN instance type, include the evpn statement at the [edit

routing-instances routing-instance-name instance-type] hierarchy level. To configure

an Internet Multicast over MPLS instance type, include thempls-internet-multicast

statementat the [edit routing-instances routing-instance-name instance-type]hierarchy

level.

Related
Documentation

New and Changed Features on page 74•

• Changes in Behavior and Syntax on page 123

• Known Behavior on page 156

• Known Issues on page 160

• Resolved Issues on page 177

• Migration, Upgrade, and Downgrade Instructions on page 282

• Product Compatibility on page 292

Migration, Upgrade, and Downgrade Instructions

This sectioncontains theprocedure toupgrade JunosOS,and theupgradeanddowngrade

policies for JunosOS for theMSeries,MXSeries, andTSeries. Upgrading or downgrading

Junos OS can take several minutes, depending on the size and configuration of the

network.

Startingwith JunosOSRelease 15.1, in someof thedevices, FreeBSD 10.x is theunderlying

OS for JunosOS insteadofFreeBSD6.1. This feature includesasimplifiedpackagenaming

system that drops the domestic and world-wide naming convention. However, in some
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of the routers, FreeBSD 6.1 remains the underlying OS for Junos OS. For more details

about FreeBSD 10.x, see Understanding Junos OSwith Upgraded FreeBSD.

NOTE: In Junos OS Release 15.1, Junos OS (FreeBSD 10.x) is not available to
customers in Belarus, Kazakhstan, and Russia. Customers in these countries
need to use the existing Junos OS (FreeBSD 6.1).

The following table shows detailed information about which Junos OS can be used on

which products:

FreeBSD 10.x-based Junos OSFreeBSD 6.1-based Junos OSPlatform

NOYESM7i, M10i, M120, M320

NOYESMX80, MX104

YESNOMX240, MX480, MX960,

MX2010, MX2020

NOYEST640, T1600, T4000,

TX Matrix, TX Matrix Plus

• Basic Procedure for Upgrading to Release 15.1 on page 283

• Upgrading from Junos OS (FreeBSD 6.1) to Junos OS (FreeBSD 10.x) on page 285

• Upgrading from Junos OS (FreeBSD 6.1) to Junos OS (FreeBSD 6.1) on page 286

• Upgrade and Downgrade Support Policy for Junos OS Releases on page 288

• Upgrading a Router with Redundant Routing Engines on page 288

• Upgrading Juniper Network Routers Running Draft-Rosen Multicast VPN to Junos OS

Release 10.1 on page 288

• Upgrading the Software for a Routing Matrix on page 290

• Upgrading Using Unified ISSU on page 291

• Downgrading from Release 15.1 on page 291

Basic Procedure for Upgrading to Release 15.1

When upgrading or downgrading Junos OS, always use the jinstall package. Use other

packages (such as the jbundle package) only when so instructed by a Juniper Networks

support representative. For information about the contents of the jinstall package and

details of the installation process, see the Installation and Upgrade Guide and Upgrading

Junos OSwith Upgraded FreeBSD.
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NOTE: Before upgrading, back up the file system and the currently active
Junos OS configuration so that you can recover to a known, stable
environment in case the upgrade is unsuccessful. Issue the following
command:

user@host> request system snapshot

The installation process rebuilds the file system and completely reinstalls
Junos OS. Configuration information from the previous software installation
is retained, but the contents of log files might be erased. Stored files on the
routing platform, such as configuration templates and shell scripts (the only
exceptions are the juniper.conf and ssh files) might be removed. To preserve

the stored files, copy them to another system before upgrading or
downgrading the routing platform. For more information, see the Junos OS

Administration Library for Routing Devices.
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Upgrading from Junos OS (FreeBSD 6.1) to Junos OS (FreeBSD 10.x)

Products impacted: MX240, MX480, MX960, MX2010, and MX2020.

NOTE: This section does not apply to customers in Belarus, Kazakhstan, and
Russia. Customers in these countries need to refer to the next section.

To download and install from Junos OS (FreeBSD 6.1) to Junos OS (FreeBSD 10.x):

1. Using aWeb browser, navigate to the All Junos Platforms software download URL on

the Juniper Networks webpage:

http://www.juniper.net/support/downloads/

2. Select thenameof the JunosOSplatformfor thesoftware that youwant todownload.

3. Select the release number (the number of the software version that you want to

download) from the Release drop-down list to the right of the Download Software

page.

4. Select the Software tab.

5. In the Install Package section of the Software tab, select the software package for the

release.

6. Log in to the Juniper Networks authentication system using the username (generally

your e-mail address) and password supplied by a Juniper Networks representative.

7. Review and accept the End User License Agreement.

8. Download the software to a local host.

9. Copy the software to the routing platform or to your internal software distribution

site.

10. Install the new jinstall package on the routing platform.

NOTE: We recommend that you upgrade all software packages out of
band using the console because in-band connections are lost during the
upgrade process.

• For 32-bit Routing Engine version:

user@host> request system software add no-validate reboot
source/junos-install-mx-x86-32-15.1R4.9-signed.tgz

• For 64-bit Routing Engine version:

user@host> request system software add no-validate reboot
source/junos-install-mx-x86-64-15.1R4.9-signed.tgz

Replace sourcewith one of the following values:

• /pathname—For a software package that is installed from a local directory on the

router.
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• For software packages that are downloaded and installed from a remote location:

• ftp://hostname/pathname

• http://hostname/pathname

• scp://hostname/pathname (available only for Canada and U.S. version)

Do not use the validate option while upgrading from Junos OS (FreeBSD 6.1) to Junos

OS (FreeBSD 10.x). This is because programs in the junos-upgrade-x package are
built based on FreeBSD 10.x, and Junos OS (FreeBSD 6.1) would not be able to run

these programs. Youmust run the no-validate option. The no-validate statement

disables the validation procedure and allows you to use an import policy instead.

Use the reboot command to reboot the router after the upgrade is validated and

installed. When the reboot is complete, the router displays the login prompt. The

loading process can take 5 to 10minutes.

Rebooting occurs only if the upgrade is successful.

NOTE: After you install a Junos OS Release 15.1 jinstall package, you cannot

issue the requestsystemsoftwarerollbackcommandto return to thepreviously

installed JunosOS(FreeBSD6.1) software. Instead, youmust issue the request

system software add no-validate command and specify the jinstall package

that corresponds to the previously installed software.

Upgrading from Junos OS (FreeBSD 6.1) to Junos OS (FreeBSD 6.1)

Products impacted: All M Series routers, all T Series routers, MX80, and MX104.

NOTE: Customers inBelarus,Kazakhstan, andRussiamustuse the following
procedure for all MX Series routers running Junos OS Release 15.1.

To download and install from Junos OS (FreeBSD 6.1) to Junos OS (FreeBSD 6.1):

1. Using aWeb browser, navigate to the All Junos Platforms software download URL on

the Juniper Networks webpage:

http://www.juniper.net/support/downloads/

2. Select thenameof the JunosOSplatformfor thesoftware that youwant todownload.

3. Select the release number (the number of the software version that you want to

download) from the Release drop-down list to the right of the Download Software

page.

4. Select the Software tab.

5. In the Install Package section of the Software tab, select the software package for the

release.
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6. Log in to the Juniper Networks authentication system using the username (generally

your e-mail address) and password supplied by a Juniper Networks representative.

7. Review and accept the End User License Agreement.

8. Download the software to a local host.

9. Copy the software to the routing platform or to your internal software distribution

site.

10. Install the new jinstall package on the routing platform.

NOTE: We recommend that you upgrade all software packages out of
band using the console because in-band connections are lost during the
upgrade process.

• Customers in the United States and Canada, use the following command:

user@host> request system software add validate reboot
source/jinstall-15.1R4.9-domestic-signed.tgz

• All other customers, use the following command:

user@host> request system software add validate reboot
source/jinstall-15.1R4.9-export-signed.tgz

Replace sourcewith one of the following values:

• /pathname—For a software package that is installed from a local directory on the

router.

• For software packages that are downloaded and installed from a remote location:

• ftp://hostname/pathname

• http://hostname/pathname

• scp://hostname/pathname (available only for Canada and U.S. version)

The validate option validates the software package against the current configuration

as a prerequisite to adding the software package to ensure that the router reboots

successfully. This is the default behavior when the software package being added is

a different release.

Use the reboot command to reboot the router after the upgrade is validated and

installed. When the reboot is complete, the router displays the login prompt. The

loading process can take 5 to 10minutes.

Rebooting occurs only if the upgrade is successful.

NOTE: After you install a Junos OS Release 15.1 jinstall package, you cannot

issue the requestsystemsoftwarerollbackcommandto return to thepreviously

installed software. Instead, youmust issue the request system software add

validate command and specify the jinstall package that corresponds to the

previously installed software.
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Upgrade and Downgrade Support Policy for Junos OS Releases

Support for upgrades and downgrades that spanmore than three Junos OS releases at

a time is not provided, except for releases that are designated as Extended End-of-Life

(EEOL) releases. EEOL releases provide direct upgrade and downgrade paths—you can

upgrade directly from one EEOL release to the next EEOL release even though EEOL

releases generally occur in increments beyond three releases.

You can upgrade or downgrade to the EEOL release that occurs directly before or after

the currently installed EEOL release, or to twoEEOL releases before or after. For example,

Junos OS Releases 11.4, 12.3, and 13.3 are EEOL releases. You can upgrade from Junos OS

Release 11.4 to Release 12.3 or even from Junos OS Release 11.4 to Release 13.3. However,

you cannot upgrade directly from a non-EEOL release that is more than three releases

ahead or behind. For example, you cannot directly upgrade from Junos OS Release 12.1

(a non-EEOL release) to Junos OS Release 13.3 or directly downgrade from Junos OS

Release 13.3 to Junos OS Release 12.1.

To upgrade or downgrade fromanon-EEOL release to a releasemore than three releases

before or after, first upgrade to the next EEOL release and then upgrade or downgrade

from that EEOL release to your target release.

For more information on EEOL releases and to review a list of EEOL releases, see

http://www.juniper.net/support/eol/junos.html .

Upgrading a Router with Redundant Routing Engines

If the router has two Routing Engines, perform the following Junos OS installation on

each Routing Engine separately to avoid disrupting network operation:

1. Disable graceful Routing Engine switchover (GRES) on themaster Routing Engine,

and save the configuration change to both Routing Engines.

2. Install the new Junos OS release on the backup Routing Engine while keeping the

currently running software version on themaster Routing Engine.

3. After making sure that the new software version is running correctly on the backup

RoutingEngine, switchover to thebackupRoutingEngine toactivate thenewsoftware.

4. Install the new software on the original master Routing Engine that is now active as

the backup Routing Engine.

For the detailed procedure, see the Installation and Upgrade Guide.

Upgrading JuniperNetworkRoutersRunningDraft-RosenMulticastVPN to Junos
OS Release 10.1

In releases prior to Junos OS Release 10.1, the draft-rosenmulticast VPN feature

implements the unicast lo0.x address configured within that instance as the source

address used to establish PIM neighbors and create the multicast tunnel. In this mode,

the multicast VPN loopback address is used for reverse path forwarding (RPF) route

resolution to create the reverse path tree (RPT), or multicast tunnel. Themulticast VPN

loopback address is also used as the source address in outgoing PIM control messages.
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In Junos OS Release 10.1 and later, you can use the router’s main instance loopback

(lo0.0) address (rather than themulticast VPN loopback address) to establish the PIM

state for the multicast VPN. We strongly recommend that you perform the following

procedure when upgrading to Junos OS Release 10.1 if your draft-rosenmulticast VPN

network includes both Juniper Network routers and other vendors’ routers functioning

as provider edge (PE) routers. Doing so preservesmulticast VPNconnectivity throughout

the upgrade process.

Because JunosOSRelease 10.1 supportsusing the router’smain instance loopback (lo0.0)

address, it is no longer necessary for the multicast VPN loopback address to match the

main instance loopback adddress lo0.0 to maintain interoperability.

NOTE: Youmight want tomaintain amulticast VPN instance lo0.x address
to use for protocol peering (such as IBGP sessions), or as a stable router
identifier, or to support the PIM bootstrap server function within the VPN
instance.

Complete the following steps when upgrading routers in your draft-rosenmulticast VPN

network to Junos OS Release 10.1 if you want to configure the routers’s main instance

loopback address for draft-rosenmulticast VPN:

1. Upgrade all M7i and M10i routers to Junos OS Release 10.1 before you configure the

loopback address for draft-rosen Multicast VPN.

NOTE: Do not configure the new feature until all theM7i andM10i routers
in the network have been upgraded to Junos OS Release 10.1.

2. After you have upgraded all routers, configure each router’s main instance loopback

address as the source address for multicast interfaces.

Include the default-vpn-source interface-name loopback-interface-name] statement

at the [edit protocols pim] hierarchy level.

3. After you have configured the router’s main loopback address on each PE router,

delete the multicast VPN loopback address (lo0.x) from all routers.

We also recommend that you remove themulticast VPN loopback address from all

PE routers from other vendors. In Junos OS releases prior to 10.1, to ensure

interoperability with other vendors’ routers in a draft-rosenmulticast VPN network,

you had to perform additional configuration. Remove that configuration from both

the JuniperNetworks routers and the other vendors’ routers. This configuration should

beon JuniperNetworks routers andon theother vendors’ routerswhere youconfigured

the lo0.mvpnaddress ineachVRF instanceas thesameaddressas themain loopback

(lo0.0) address.

This configuration is not requiredwhen you upgrade to Junos OS Release 10.1 and use

themain loopback address as the source address for multicast interfaces.
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NOTE: Tomaintain a loopback address for a specific instance, configure
a loopback address value that does notmatch themain instance address
(lo0.0).

For more information about configuring the draft-rosen Multicast VPN feature, see the

Multicast Protocols Feature Guide for Routing Devices.

Upgrading the Software for a RoutingMatrix

A routing matrix can be either a TXMatrix router as the switch-card chassis (SCC) or a

TXMatrix Plus router as the switch-fabric chassis (SFC). By default, when you upgrade

software for a TXMatrix router or a TXMatrix Plus router, the new image is loaded onto

the TXMatrix or TX Matrix Plus router (specified in the Junos OS CLI by using the scc or

sfc option) and distributed to all line-card chassis (LCCs) in the routingmatrix (specified

in the Junos OS CLI by using the lcc option). To avoid network disruption during the

upgrade, ensure the following conditions before beginning the upgrade process:

• Aminimumof freedisk spaceandDRAMoneachRoutingEngine.Thesoftwareupgrade

will fail on any Routing Engine without the required amount of free disk space and

DRAM.Todetermine theamountofdisk spacecurrentlyavailableonallRoutingEngines

of the routing matrix, use the CLI show system storage command. To determine the

amount of DRAM currently available on all the Routing Engines in the routing matrix,

use the CLI show chassis routing-engine command.

• Themaster Routing Engines of the TXMatrix or TX Matrix Plus router (SCC or SFC)

and all LCCs connected to the SCC or SFC are all re0 or are all re1.

• The backup Routing Engines of the TXMatrix or TX Matrix Plus router (SCC or SFC)

and all LCCs connected to the SCC or SFC are all re1 or are all re0.

• All master Routing Engines in all routers run the same version of software. This is

necessary for the routing matrix to operate.

• All master and backup Routing Engines run the same version of software before

beginning theupgradeprocedure.Different versionsof JunosOScanhave incompatible

message formats especially if you turn on GRES. Because the steps in the process

include changing mastership, running the same version of software is recommended.

• For a routing matrix with a TXMatrix router, the same Routing Engine model is used

within a TXMatrix router (SCC) and within a T640 router (LCC) of a routing matrix.

For example, a routing matrix with an SCC using two RE-A-2000s and an LCC using

two RE-1600s is supported. However, an SCC or an LCC with two different Routing

Engine models is not supported. We suggest that all Routing Engines be the same

model throughout all routers in the routing matrix. To determine the Routing Engine

type, use the CLI show chassis hardware | match routing command.

• For a routing matrix with a TXMatrix Plus router, the SFC contains twomodel

RE-DUO-C2600-16G Routing Engines, and each LCC contains twomodel

RE-DUO-C1800-8G or RE-DUO-C1800-16G Routing Engines.
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BEST PRACTICE: Make sure that all master Routing Engines are re0 and all
backup Routing Engines are re1 (or vice versa). For the purposes of this
document, themaster Routing Engine is re0 and the backup Routing Engine
is re1.

To upgrade the software for a routing matrix:

1. Disable graceful Routing Engine switchover (GRES) on themaster Routing Engine

(re0), and save the configuration change to both Routing Engines.

2. Install the new Junos OS release on the backup Routing Engine (re1) while keeping

the currently running software version on themaster Routing Engine (re0).

3. Load the new Junos OS on the backup Routing Engine.

4. After making sure that the new software version is running correctly on the backup

Routing Engine (re1), switch mastership back to the original master Routing Engine

(re0) to activate the new software.

5. Install the new software on the new backup Routing Engine (re0).

For thedetailedprocedure, see theRoutingMatrixwithaTXMatrixRouterDeploymentGuide

or the Routing Matrix with a TXMatrix Plus Router Deployment Guide.

Upgrading Using Unified ISSU

Unified in-service softwareupgrade (ISSU)enables you toupgradebetween twodifferent

Junos OS releases with no disruption on the control plane and with minimal disruption

of traffic. Unified ISSU is only supported by dual Routing Engine platforms. In addition,

graceful Routing Engine switchover (GRES) and nonstop active routing (NSR)must be

enabled. For additional information about using unified ISSU, see the High Availability

Feature Guide for Routing Devices.

For information on ISSU support across platforms and Junos OS releases, see the

In-Service Software Upgrade (ISSU)Web application.

Downgrading fromRelease 15.1

To downgrade from Release 15.1 to another supported release, follow the procedure for

upgrading, but replace the 15.1 jinstall package with one that corresponds to the

appropriate release.

NOTE: Youcannot downgrademore than three releases. For example, if your
routing platform is running Junos OS Release 11.4, you can downgrade the
software to Release 10.4 directly, but not to Release 10.3 or earlier; as a
workaround, you can first downgrade to Release 10.4 and then downgrade
to Release 10.3.

For more information, see the Installation and Upgrade Guide.
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Related
Documentation

New and Changed Features on page 74•

• Changes in Behavior and Syntax on page 123

• Known Behavior on page 156

• Known Issues on page 160

• Resolved Issues on page 177

• Documentation Updates on page 276

• Product Compatibility on page 292

Product Compatibility

• Hardware Compatibility on page 292

Hardware Compatibility

To obtain information about the components that are supported on the devices, and

special compatibility guidelineswith the release, see theHardwareGuideand the Interface

Module Reference for the product.

To determine the features supported onM Series, MX Series, and T Series devices in this

release, use the Juniper Networks Feature Explorer, a Web-based application that helps

you to explore and compare Junos OS feature information to find the right software

release and hardware platform for your network. Find Feature Explorer at:

http://pathfinder.juniper.net/feature-explorer/
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Junos OS Release Notes for PTX Series Packet Transport Routers

These releasenotesaccompany JunosOSRelease 15.1R5 for thePTXSeries.Theydescribe

newandchanged features, limitations, andknownand resolvedproblems in thehardware

and software.

You can also find these release notes on the Juniper Networks Junos OS Documentation

webpage, located at http://www.juniper.net/techpubs/software/junos/.

• New and Changed Features on page 293

• Changes in Behavior and Syntax on page 302

• Known Behavior on page 305

• Known Issues on page 305

• Resolved Issues on page 308

• Documentation Updates on page 319

• Migration, Upgrade, and Downgrade Instructions on page 320

• Product Compatibility on page 323

New and Changed Features

This section describes the new features and enhancements to existing features in Junos

OS Release 15.1R5 for the PTX Series.

• High Availability and Resiliency (HA) on page 294

• Interfaces and Chassis on page 294

• IPv6 on page 295

• Junos OS XML API and Scripting on page 295

• Management on page 296

• MPLS on page 297

• Routing Protocols on page 297

• Software Licensing on page 298

• User Interface and Configuration on page 300

• VPNs on page 301
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High Availability and Resiliency (HA)

• Unified ISSU support for P2-10G-40G-QSFPP PIC and P2-100GE-OTN PIC
(PTX5000)—Startingwith JunosOSRelease 15.1, unified in-service software upgrade
(ISSU) is supported on P2-10G-40G-QSFPP PIC and on P2-100GE-OTN PIC on

FPC2-PTX-P1A FPC in PTX5000 routers. Unified ISSU enables you to upgrade from

an earlier Junos OS release to a later one with no disruption on the control plane and

with minimal disruption of traffic.

Interfaces and Chassis

• Support for including Layer 2 overhead in interface statistics (PTXSeries)—Starting
in Junos OS Release 15.1, support is added to account for the Layer 2 overhead size

(header and trailer) for both input and output interface statistics in PTXSeries routers.

• Support for dual-rate speed (PTXSeries)—Starting in JunosOSRelease 15.1, support
for dual rate for the 24-port 10-Gigabit Ethernet PIC (P1-PTX-24-10GE-SFPP) enables

you to switch all port speeds to either 1-Gigabit Ethernet or 10-Gigabit Ethernet. The

default is 10 Gbps. All ports are configured to the same speed; there is no

mixed-rate-mode capability. You can use either the SFP-1GE-SX or the SFP-1GE-LX

transceiver for 1 Gbps. Changing the port speed causes the PIC to reboot.

Toconfigureall portson theP1-PTX-24-10GE-SFPPtooperateat 1Gbps, use the speed

1G statement at the [edit chassis fpc fpc-number pic pic-number] hierarchy level. To

return all ports to the 10-Gbps speed, use the delete chassis fpc fpc-number pic

pic-number speed 1G command.

[See speed (24-port and 12-port 10 Gigabit Ethernet PIC) and 10-Gigabit Ethernet PIC

with SFP+ (PTX Series).]

• Support formixed-rate aggregated Ethernet bundles and per-port pseudowire CoS
classification on P2-10G-40G-QSFPP PIC and P2-100GE-OTN PIC
(PTX5000)—Starting with Junos OS Release 15.1, you can perform the following

actions on the P2-10G-40G-QSFPP PIC and the P2-100GE-OTN PIC on PTX5000

routers:

• Configure the member links with any combination of rates—10-Gigabit Ethernet,

40-Gigabit Ethernet, and 100-Gigabit Ethernet—on an aggregated Ethernet bundle,

thereby enabling egress unicast traffic load balancing based on the egress link rate.

• Classifying port-based pseudowire class of service (CoS) classification, which

includes Layer 3 IPv4, IPv6, andMPLS classification for interfaces with ethernet-ccc

encapsulation.

• Synchronous Ethernet support for P2-10G-40G-QSFPP PIC, P2-100GE-CFP2 PIC,
andP2-100GE-OTNPIC(PTX5000)—Startingwith JunosOSRelease 15.1, synchronous
Ethernet is supported on the P2-10G-40G-QSFPP PIC, P2-100GE-CFP2 PIC, and

P2-100GE-OTNPIConFPC2-PTX-P1AFPC inPTX5000routers. SynchronousEthernet

(ITU-T G.8261 and ITU-T G.8264) is a physical layer technology that functions

regardless of the network load and supports hop-by-hop frequency transfer, where

all interfaces on the trail must support synchronous Ethernet. It enables you to deliver
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synchronizationservices thatmeet the requirementsof thepresent-daymobilenetwork,

as well as future LTE-based infrastructures.

• CFP-100GBASE-ZR (PTX Series)—In Junos OS Release 13.3R6, 14.1R4, 14.2R3, and
15.1R1 and later, the CFP-100GBASE-ZR transceiver provides advanced dual

polarization-quadraturephaseshift keying(DP-QPSK)coherentdigital signalprocessing

(DSP) and forward error correction (FEC)-enabled robust tolerance to optical

impairments and supports 80 km reach over single-mode fiber. The transceiver is not

specifiedaspart of IEEE802.3but is built according to JuniperNetworks specifications.

The following interface module supports the CFP-100GBASE-ZR transceiver:

• 100-Gigabit Ethernet PIC with CFP (P1-PTX-2-100GE-CFP)

For more information about the interface modules, see the “Cables and Connectors”

section in the PTX Series Interface Module Reference.

[See 100-Gigabit Ethernet 100GBASE-R Optical Interface Specifications and Supported

Network Interface Standards by Transceiver for PTX Series Routers.]

IPv6

• Support foroutbound-SSHconnectionswith IPv6addresses(PTXSeries)—Starting
with Release 15.1, Junos OS supports outbound-SSH connections with devices having

IPv6 addresses.

[See outbound-ssh, Configuring Outbound SSH Service, and Establishing an SSH

Connection for a NETCONF Session.]

Junos OS XML API and Scripting

• Support for replacing patterns in configuration data within NETCONF and Junos
XMLprotocolsessions(PTXSeries)—Starting in JunosOSRelease 15.1, youcan replace
variables and identifiers in the candidate configuration when performing a

<load-configuration> operation in a Junos XML protocol or NETCONF session. The

replace-pattern attribute specifies the pattern to replace, thewith attribute specifies

the replacement pattern, and the optional upto attribute indicates the number of

occurrences to replace. The scope of the replacement is determined by the placement

of the attributes in the configuration data. The functionality of the attribute is identical

to that of the replace pattern configuration mode command in the Junos OS CLI.

[SeeReplacingPatterns inConfigurationDataUsing theNETCONFor JunosXMLProtocol.]

• Junos OS SNMP scripts to support customMIBs (PTX Series)—Starting with Junos OS

Release 15.1, you can use Junos SNMP scripts to support customMIBs until they are

implemented in Junos OS. SNMP scripts are triggered automatically when the SNMP

manager requests information from the SNMPagent for an object identifier (OID) that

is mapped to an SNMP script for an unsupported OID. The script acts like an SNMP

subagent, and the system sends the return value from the script to the network

management system (NMS).

[See SNMP Scripts Overview.]
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Management

• Support for enforcing RFC-compliant behavior in NETCONF sessions (PTX
Series)—Starting in Junos OS Release 15.1, you can require that the NETCONF server
enforce certainbehaviorsduring theNETCONFsessionbyconfiguring the rfc-compliant

statement at the [edit system services netconf] hierarchy level. When you configure

the rfc-compliant statement, the NETCONF server explicitly declares the NETCONF

namespace in its replies and qualifies all NETCONF tagswith the nc prefix. Also, <get>

and<get-config>operations that return no configurationdatadonot includeanempty

<configuration> element in RPC replies.

[See Configuring RFC-Compliant NETCONF Sessions.]

• NewYANG features including configuration hierarchymust constraints published
in YANG and a newmodule that defines Junos OS YANG extensions (PTX
Series)—Starting in Junos OS Release 15.1, the Juniper Networks configuration YANG
module includes configuration constraints published using either the YANGmust

statement or the Junos OS YANG extension junos:must. Constraints that cannot be

mapped directly to YANG’smust statement, which include expressions containing

special keywords or symbols such as all, any, unique, $, __, andwildcard characters, are

published using junos:must.

The new junos-extensionmodule contains definitions for Junos OS YANG extensions

including themustandmust-message keywords. The junos-extensionmodule is bound

to the namespace URI http://yang.juniper.net/yang/1.1/je and uses the prefix junos.

You can download Juniper Networks YANGmodules from the website, or you can

generate themodules by using the show system schema operational mode command

on the local device.

[See Using Juniper Networks YANGModules.]
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MPLS

• Newcommand to display theMPLS label availability in RPD (PTXSeries)—Starting
with JunosOSRelease 15.1, anewshowcommand, showmpls labelusage, is introduced

to display the available label space resource in RPD and also the applications that use

the label space inRPD.Using this command, theadministrator canmonitor theavailable

labels in each label space and the applications that are using the labels.

[See showmpls label usage.]

Routing Protocols

• BGP PIC for inet (PTX Series)—Beginning with Junos OS Release 15.1, BGP Prefix
IndependentConvergence (PIC),whichwas initially supported for Layer 3VPN routers,

is extended to BGPwith multiple routes in the global tables such as inet and inet6

unicast, and inet and inet6 labeled unicast. When the BGP PIC feature is enabled on

a router, BGP installs to thePacket Forwarding Engine the secondbest path in addition

to the calculated best path to a destination.When an IGP loses reachability to a prefix,

the router uses this backup path to reduce traffic loss until the global convergence

through the BGP is resolved, thereby drastically reducing the outage duration.

[See Use Case for BGP PIC for Inet.]

• Multi-instance support forRSVP-TE (PTXSeries)—Beginningwith JunosOSRelease
15.1,multi-instance support is extended to the existingMPLSRSVP-Traffic Engineering

(TE) functionality. This support is available only for a virtual router instance type. A

router cancreateandparticipate inmultiple independentTE topologypartitions,which

allows each partitioned TE domain to scale independently.

Multi-instance support is alsoextended for LDPoverRSVP tunneling for a virtual router

routing instance. This supports splitting of a single routing and MPLS domain into

multiple domains so that each domain can be scaled independently. BGP labeled

unicast can be used to stitch these domains for service FECs. Each domain uses

intra-domain LDP over RSVP LSP for MPLS forwarding.

[See Tunneling LDP LSPs in RSVP LSPs Overview.]

• SelectionofbackupLFAforOSPFroutingprotocol (PTXSeries)—Startingwith Junos
OS Release 15.1, the default loop-free alternative (LFA) selection algorithm or criteria

can be overriddenwith an LFA policy. These policies are configured per destination per

primary next-hop interface or per destination. These backup policies enforce LFA

selection based on admin-group, srlg, node, bandwidth, protection-type, andmetric

attributes of the backup path. During backup shortest-path-first (SPF) computation,

each attribute (both node and link) of the backup path, stored per backup next hop,

is accumulated by IGP. For the routes created internally by IGP, the attribute set of

every backup path is evaluated against the policy configured per destination per prefix

primary next-hop interface. The first or the best backup path is selected and installed

as the backup next hop in the routing table.

[See Example-configuring-backup-selection-policy-for-ospf-protocol.]

• RemoteLFAsupport forLDP inOSPF(PTXSeries)—Beginningwith JunosOSRelease
15.1, youcanconfigurea remote loop-freealternate (LFA) toextend thebackupprovided
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by the LFA in an OSPF network. This feature is useful especially for Layer 1 metro-rings

where the remote LFA is not directly connected to the PLR. The existing LDP

implemented for the MPLS tunnel setup can be reused for the protection of OSPF

networks and subsequent LDPdestinations thereby eliminating the need for RSVP-TE

backup tunnels for backup coverage.

[See Example-configuring-remote-lfa-over-ldp-tunnels-in-ospf-networks.]

Software Licensing

• Licensingenhancements(PTXSeries)—Startingwith JunosOSRelease 15.1R1, licensing
enhancements on PTX Series routers enable you to configure and delete license keys

in a Junos OS CLI configuration file. The license keys are validated and installed after

a successful commit of the configuration file. If a license key is invalid, the commit fails

and issues an error message. You can configure individual license keys or multiple

license keys by issuing Junos OS CLI commands or by loading the license key

configuration contained in a file. All installed license keys are stored in the

/config/license/ directory.

To install an individual license key in the JunosOSCLI, issue the set system license keys

key name command, and then issue the commit command.

For example:

[edit]
root@switch# set system license keys key "JUNOS_TEST_LIC_FEAT aeaqeb qbmqds
qwwsxeokyvou6v57u5zt6ie6uwl3zhassvnue2ptl5soxawyvtfh7kaxwnnom5w54j
6z"

root@switch# commit
commit complete

To verify that the license key was installed, issue the show system license command.

For example:

root@switch> show system license
License usage: 
                                 Licenses     Licenses    Licenses    Expiry

  Feature name                       used    installed      needed 
  sdk-test-feat1                        0            1           0    
permanent

Licenses installed: 
  License identifier: JUNOS_TEST_LIC_FEAT
  License version: 2
  Features:
    sdk-test-feat1   - JUNOS SDK Test Feature 1
      permanent

To install multiple license keys in the Junos OS CLI, issue the set system license keys

key name command, and then issue the commit command.

For example:

[edit]
root@switch# set system license keys key "key_1"
set system license keys key "key_2"
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set system license keys key "key_2"
set system license keys key "key_4"
root@switch# commit
commit complete

To verify that the license key was installed, issue the show system license command.

To install an individual license key configuration in a file, issue the cat command:

For example:

[edit]
root@switch%cat license.conf
system {
    license {
        keys {
           key "JUNOS_TEST_LIC_FEAT aeaqeb qbmqds qwwsxe okyvou 6v57u5 zt6ie6
 uwl3zh assvnu e2ptl5 soxawy vtfh7k axwnno m5w54j 6z";
        }
    }
}

Load andmerge the license configuration file.

For example:

[edit]
root@switch# loadmerge license.conf
load complete 

Issue the show|comparecommand to see theconfiguration, and then issue the commit

command.

For example:

[edit]
root@switch# show | compare
[edit system]
+   license {
+       keys {
+           key "JUNOS_TEST_LIC_FEAT aeaqeb qbmqds qwwsxe okyvou 6v57u5 
zt6ie6 uwl3zh assvnu e2ptl5 soxawy vtfh7k axwnno m5w54j 6z";
+       }
+   }

[edit]
root@switch# commit

To verify that the license key was installed, issue the show system license command.

For example:

root@switch> show system license
License usage: 
                                 Licenses     Licenses    Licenses    Expiry

  Feature name                       used    installed      needed 
  sdk-test-feat1                        0            1           0    
permanent

Licenses installed: 
  License identifier: JUNOS_TEST_LIC_FEAT
  License version: 2
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  Features:
    sdk-test-feat1   - JUNOS SDK Test Feature 1
      permanent

To install multiple license keys in a file, issue the cat command:

For example:

[edit]
root@switch%cat license.conf
system
{
license
{
  keys
  {
   key "key_1"
   key "key_2"
   key "key_3"
   ...
   key "key_n"
  }
}

Load andmerge the license configuration file, and then issue the commit command.

For example:

[edit]
root@switch# loadmerge license.conf
load complete 

[edit]
root@switch# commit

To verify that the license key was installed, issue the show system license command.

You can also delete or deactivate individual andmultiple license keys in the Junos OS

CLI by issuing the delete system license keys or deactivate system license keys

commands.Donotuse the requestsystemlicensedeletecommandtodelete the license

keys.

For example, to issue the delete system license keys command:

[edit]
root@switch# delete system license keys
root@switch# commit

User Interface and Configuration

• Support fordisplayingconfigurationdifferences inXMLtagformat(PTXSeries)—Starting

with Junos OS Release 15.1, you can use the show compare | display xml command to

compare the candidate configuration with the current committed configuration and

display the differences between the two configurations in XML tag format.

[See Understanding the show | compare | display xml Command Output.]

• Configuring chassis ambient temperature to optimize the power consumption of
FPCs (PTX5000)—Starting with Junos OS Release 15.1, the power management
feature of the PTX5000 is enhanced to manage the power supplied to the FPCs by

configuring the ambient temperature of the chassis. You can set the ambient
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temperature of the chassis at 25° C or 40° C. On system initialization, the power

manager reads the ambient temperature and allocates power to the FPCs according

to thepower budget policy at that temperature. If any FPCconsumesmorepower than

theconfiguredvalue formore than3minutes, thePWRRangeOvershootalarm is raised

for that FPC, and the power manager overrides the configured ambient temperature

setting of that FPC and resets its ambient temperature to the next higher level and

reallocatespower according to thenew temperature setting. All theovershooting FPCs

remain in the dynamic ambient temperature mode until the next reboot, or until you

override it with a CLI command. The power manager then resets the power budget of

the FRUs, including the overshooting FPCs, according to the configured ambient

temperature setting.

To configure the ambient temperature, include the set chassis ambient-temperature

statement at the [edit] hierarchy level.

NOTE: If ambient temperature is not configured, then default ambient
temperature is set as 55° C.

[See Chassis Ambient-Temperature.]

VPNs

• Segmented inter-areaP2MPLSP (PTXSeries)—Startingwith JunosOSRelease 15.1,
P2MP LSPs can be segmented at the area boundary. A segmented P2MP LSP consists

ofan ingressareasegment(ingressPE routerorASBR), backboneareasegment (transit

ABR), and egress area segment (egress PE routers or ASBRs). Each of the intra-area

segments can be carried over provider tunnels such as P2MP RSVP-TE LSP, P2MP

mLDP LSP, or ingress replication. Segmentation of inter-area P2MP LSP occurs when

the S-PMSI auto-discovery routes are advertised, which triggers the inclusion of a new

BGP extended community or inter-area P2MP segmented next-hop extended

community in the ingress PE router or ASBR, transit ABR, and egress PE routers or

ASBRs.

[See Example: Configuring Segmented Inter-Area P2MP LSP.]

Related
Documentation

Changes in Behavior and Syntax on page 302•

• Known Behavior on page 305

• Known Issues on page 305

• Resolved Issues on page 308

• Documentation Updates on page 319

• Migration, Upgrade, and Downgrade Instructions on page 320

• Product Compatibility on page 323
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Changes in Behavior and Syntax

This section lists the changes in behavior of JunosOS features and changes in the syntax

of Junos OS statements and commands in Junos OS Release 15.1R5 for the PTX Series.

• High Availability (HA) and Resiliency on page 302

• IPv6 on page 303

• Junos OS XML API and Scripting on page 303

• Management on page 303

• Network Management and Monitoring on page 303

• Routing Policy and Firewall Filters on page 304

• Routing Protocols on page 304

• User Interface and Configuration on page 304

High Availability (HA) and Resiliency

• A check option is added for command request chassis routing-enginemaster (all
platforms)—Starting in JunosOSRelease 15.1, a checkoptionavailablewith the switch,
release, and acquire options checks the GRES status of the standby Routing Engine

before toggling mastership. The force option is also removed from all platforms.

[See request chassis routing-enginemaster.]

• GRES readiness is part of show system switchover output (PTX Series)—Starting in
Junos OS Release 15.1, switchover readiness status is reported as part of the output

for operational mode command show system switchover.
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IPv6

• IPv6 addresses with padded zeros in MIC or MS-MPC system logmessages (PTX
Series)—Starting with Junos OS Release 15.1R2, all system logmessages originating

fromMIC or MS-MPC line cards display padded zeros in IPv6 addresses tomake them

compatible with MS-DPC line cards. Earlier, the system logmessages fromMIC or

MS-MPC line cards displayed IPv6 addresses with ”::” instead of padded zeros.

Junos OS XML API and Scripting

• Escaping of special XML characters required for request_login (PTX
Series)—Beginning with Junos OS Release 15.1R2 , youmust escape any special
characters in theusernameandpasswordelementsofa request_loginXMLRPCrequest.

The following five symbols are considered special characters: greater than (>), less

than (<), single quote (’), double quote (“), and ampersand (&). Both entity references

and character references are acceptable escape sequence formats. For example,

&amp; and &#38; are valid representations of an ampersand. Previously no escaping

of these characters was required.

Management

• Support for status deprecated statement in YANGmodules (PTX Series)—Starting
with Junos OS Release 15.1R5, Juniper Networks YANGmodules include the status

deprecated statement to indicate configuration statements, commands, and options

that are deprecated.

NetworkManagement andMonitoring

• Enhancement for SONET interval counter (PTX Series)—Starting with Junos OS
Release 15.1R3, only the Current Day Interval Total output field in the show interfaces

interval command forSONET interfaces is reset after 24hours. In addition, thePrevious

Day Interval Total output field displays the last updated time in hh:mm.

[See show interfaces interval.]

• New64-bit counter of octets for interfaces (PTX Series)—Starting with Release
15.1R3, Junos OS supports two new Juniper Networks enterprise-specific InterfaceMIB

Extension objects—ifHCIn1SecOctets and ifHCOut1SecOctets—that act as 64-bit

counters of octets passing through an interface.
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Routing Policy and Firewall Filters

• Support for logical queue-depth in the Packet Forwarding Engine for IP options
packets for a given protocol (PTX Series)—Starting with Junos OS Release 15.1R4,

you can configure logical queue-depth in the Packet Forwarding Engine for IP options

packets for a given protocol. The queue-depth indicates the number of IP options

packets that can be enqueued in the Packet Forwarding Engine logical queue, beyond

which it would start dropping the packets.

Routing Protocols

• New IS-IS adjacency holddown CLI command (PTX Series)—Beginning with Junos
OS Release 15.1, a new operational command, show isis adjacency holddown, is

introduced to display the adjacency holddown status. This command is useful to verify

whether the adjacency holddown is enabled and facilitates troubleshooting when

there are adjacency issues due to IS-IS adjacency holddown.

[See show isis adjacency holddown.]

• Configure and establish targeted sessions with third-party controllers using LDP
targetedneighbor(PTXSeries)—Startingwith JunosOSRelease 15.1, youcanconfigure

LDP targetedneighbor to third-party controllers for applications suchas route recorder

that wants to learn label-FEC bindings of an LSR. LDP targeted neighbor helps to

establish a targeted session with controllers for a variety of applications.

User Interface and Configuration

• Changed available REST interface cipher suites when Junos OS is in FIPSmode (PTX

Series)—Starting with Junos OS Release 15.1, when Junos OS is in FIPSmode, you can

onlyconfigurecipher suiteswithaFIPS-complianthashalgorithmfor theREST interface

to the device. To configure a cipher suite, specify the cipher-list statement at the [edit

system services rest] hierarchy level.

[See cipher-list (REST API).]

• New flag to control errors when executingmultiple RPCs through a REST interface (PTX

Series)—Starting with Junos OS Release 15.1, you can stop on an error when executing

multiple RPCs through a REST interface by specifying the stop-on-error flag in the

HTTP POSTmethod.

[See Submitting a POST Request to the REST API.]

• Newwarningmessage for the configuration changes to extend-size (PTX
Series)—Starting with Junos OS Release 15.1R2, any operation on the system
configuration-databaseextend-sizeconfiguration statement suchasdeactivate,delete,

or set, generates the following warning message:

Change in 'system configuration-database extend-size' will be effective at next reboot

only.

Related
Documentation

New and Changed Features on page 293•

• Known Behavior on page 305
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• Known Issues on page 305

• Resolved Issues on page 308

• Documentation Updates on page 319

• Migration, Upgrade, and Downgrade Instructions on page 320

• Product Compatibility on page 323

Known Behavior

This sectioncontains theknownbehavior, systemmaximums, and limitations inhardware

and software in Junos OS Release 15.1R5 for the PTX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• System Logging on page 305

System Logging

• Text string deprecated in syslogmessages that are converted to SNMP traps (PTX
Series)—In the syslog messages that are converted to SNMP traps for event policies,
the "trap sent successfully" text string is deprecated.

Related
Documentation

New and Changed Features on page 293•

• Changes in Behavior and Syntax on page 302

• Known Issues on page 305

• Documentation Updates on page 319

• Resolved Issues on page 308

• Migration, Upgrade, and Downgrade Instructions on page 320

• Product Compatibility on page 323

Known Issues

This section lists the known issues in hardware and software in Junos OS Release 15.1R5

for the PTX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• General Routing on page 306

• Infrastructure on page 306

• Interfaces and Chassis on page 306

• MPLS on page 306
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• Routing Protocols on page 307

• Software Installation and Upgrade on page 307

General Routing

• The IFL count is incorrect and will not be repaired until a PIC restart. PR882406

• It is reported that on PTX platforms, when the firewall filter is configured on the

loopback interface of the device, because of bad error handling or NULL pointer, all

the FPCs on the device might continuously crash and be unstable. Because the issue

is not reproducible, the trigger of the issue is not clear. PR996749

• In rare cases, when a child link flap within an aggregate bundle happens twice within

a short period of time (that is, if the child interface becomes up within a short period

of time after it has gone down), there is a probability that a race conditionmight occur.

The result is to have the child NHwithin the aggregate NH to be in "Replaced" state

on the FPC, thereafter leading to traffic blackholing. PR1032931

• In Junos OS Release 15.1, you might experience around 1.3 seconds of packet loss for

l2ckt traffic ingressing and egressing the router during unified ISSU switchover on the

PTX5000 platformwith Broadway-based FPCs. Prior to Junos OS Release 15.1, the

packet loss experienced was around 0.5 seconds. PR1102649

• On PTX platforms, the SNMP trap jnxFruRemoval(CB) is generated when the BITS

external clock is down or up, although the "External Source Lock Acquired" message

is logged. The SNMP trap jnxFruRemoval(CB) is incorrect with BITS external clock

down or up. The problem is that "jnxFruRemoval" is usedwhen the CB is not removed.

When the trap of "external clock acquired" is generated, the correct SNMP trap is:

Name: "jnxExtSrcLockAcquired" OID: "1.3.6.1.4.1.2636.4.2.5" However, the SNMP trap

is incorrectly reportedas:Name: "jnxFruRemoval"OID: "1.3.6.1.4.1.2636.4.1.5"PR1195686

Infrastructure

• Multiple negative tests such a restarting routing or chassis-control might cause the

router to reboot. PR1077428

Interfaces and Chassis

• On dual Routing Engine platforms, when adding the logical interfaces (IFLs) and

committing, the device control process (dcd) on the backup Routing Enginemight fail

to process the configuration and keep it in thememory. In some cases, thememory of

the dcdmight keep increasing on the backup Routing Engine. PR1014098

• Configuring ODU FRR under otn-options for the 2x100GDWDMPIC is an unsupported

command on the PTX Series router. Attempting such a configuration could result in

an FPC crash and restart. PR1038551

MPLS

• On a point-to-multipoint (P2MP)MPLS LSP transit router with nonstop active routing

(NSR) enabled, when the RSVP refresh reduction feature is enabled and LSP link
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protection is configured on all interfaces, slight P2MP traffic loss might be seen after

graceful Routing Engine switchover (GRES). PR1023393

• In an RSVP-based P2MP scenario, if a sub-LSP switchover is used to bypass LSP

caused by a PIC offline, when a new sub-LSP is established using setup-protection,

deletion of the old sub-LSPmight result in deletion of both sub-LSPs. PR1132050

Routing Protocols

• On shmlog unsupported platforms , the following messagemight be seen after a

configuration change: PTX-re0 rpd[42030] shmlog not initialized for PIM - not

provisioned in platformmanifest file Themessage does not indicate an error, it just

indicates that shmlog is not supported on the PTX Series platform. The severity of the

log has been reduced to INFO. PR1065055

• In IS-ISenvironment,MPLSLSPsareestablished,when IS-IS traceoptions flag "general"

is activated, the LSP convergence time is increased. PR1090752

Software Installation and Upgrade

• When you have two paths for the same route, the route gets pointed to Unilist NH,

which in turn gets pointed to two separate Unicast NHs. The route is determined by

OSPF and BFD is enabled on one of the paths, which runs through an l2circuit path.

When the link on the l2circuit is cut, the link flap is informed by BFD as well as through

OSPF LSAs. Ideally, the BFD should inform the link-down event before the OSPF LSA.

Instead, the OSPF LSAs update the current event a second before BFD. As a result, the

route does point to a new Unilist NH with the weights swapped. However, the Unicast

NH for which the L3 link is down gets added to the Unilist NH, the BFD assumes the

link to be up and updates theweights inappropriately, resulting in traffic loss. Once the

BFD link-down event is processed at OSPF protocol level, the route points to only

Unicast NH traffic flows through the currently active link. During FRR, the traffic outage

is less than a second. Also, this can be avoided if the BFD keepalive intervals are

maintained around 50mswith amultiplier of 3 as opposed to 100mswith amultiplier

of 3. PR1119253

• In amulticast environment,when the rendezvous point (RP) is a first-hop router (FHR)

with MSDP peers, when the rpf interface on the RP is changed to an MSDP-facing

interface, traffic loss is seen. The loss occurs because themulticast traffic is still on

the old rpf interface, so amulticast discard route is installed.PR1130238

• IS-IS might flap during Routing Engine switchover. PR1163770

Related
Documentation

New and Changed Features on page 293•

• Changes in Behavior and Syntax on page 302

• Known Behavior on page 305

• Resolved Issues on page 308

• Documentation Updates on page 319

• Migration, Upgrade, and Downgrade Instructions on page 320
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• Product Compatibility on page 323

Resolved Issues

This section lists the issues fixed in the Junos OSmain release and themaintenance

releases. The identifier following the description is the tracking number in the Juniper

Networks Problem Report (PR) tracking system.

• Resolved Issues: 15.1R5 on page 308

• Resolved Issues: 15.1R4 on page 310

• Resolved Issues: 15.1R3 on page 313

• Resolved Issues: 15.1R2 on page 316

Resolved Issues: 15.1R5

• General Routing on page 308

• Forwarding and Sampling on page 309

• Infrastructure on page 309

• MPLS on page 309

• Platform and Infrastructure on page 310

• Routing Protocols on page 310

• User Interface and Configuration on page 310

General Routing

• To lock to thesecondarynodewhenprimarynodegoesdown, youshouldnot reprogram

the Centralized Clock Generator (CCG). However, when you are determining whether

clock_selection should be aborted, if the old primary clock source has been removed

from the configuration, do not abort; new sources need to be reselected. PR1094106

• The routing protocol process (rpd) fails to respond to any new CLI routing commands

(for example, showmpls lsp terse). The rpd is forking a child process while rpd is

processing a show command. When the subprocess tries to exit, it tries to close the

management socket being used by the show command. This failure might cause the

rpd subprocess to crash and generate a core file. It also removes the rpd pid file, which

prevents the rpd from processing any new CLI commands even though original rpd

process continues to run normally. PR1111526

• On the FPC-SFF-PTX-P1-A(PTX3000), FPC-SFF-PTX-T(PTX3000),

FPC-PTX-P1-A(PTX5000), and FPC2 -PTX-P1A(PTX5000), packet loss might be

observed in an equal-cost multipath (ECMP) or aggregated Ethernet (AE) scenario. It

occurs in a race condition: because the unilist is created before ARP has learned MAC

addresses, the selector table is corrupted. PR1120370

• OnPTXseriesplatformswithFPC3, theoctetsof IPv4sourceanddestinationaddresses

in the firewall log are listed in reverse; this might affect troubleshooting. The IPv6 log

works fine. This is a minor issue, and there is no other service impact. PR1141495
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• Becauseof incorrect implementation in the code, power consumptionwasnot fetched

properly for the SIBs when using PTX PDU2. PR1156265

• FPCmight crash after FPC reloading (restart FPC/non-GRES Routing Engine

switchover), because of memory corruption when interface-specific filter process IPC

messages. To fix this, the way firewall daemon (dfwd) for interface-specific filters is

enhanced. Now, when the TLV decode has errors, the process discards the incorrectly

decoded IPCmessage. PR1164055

• On PTX Series platforms, when a high-priority clock source (bits-a) goes down, the

clock status transits from "locked to bits-a" to "holdover" to "acquiring" to "locked to

bits-b". When the bits-a comes up, the clock status reverts from "locked to bits-b" to

"holdover" to "acquiring" to "locked to bits-a". PR1168000

• ForPTXSeries routers, the IPv6unilist next-hopmemberwill become"replaced" status

on Packet Forwarding Engine (PFE) after interface flapping with IPv6 ND (Neighbor

Discovery) timeout.While the problem is happening, routing-table will display all right

next-hop status but cannot forward traffic since forwarding next-hop in PFE is in

"replaced" status and no longer active. PR1177023

• FPCmight generate a core file when issuing clear threads and show threads

simultaneously. PR1184113

• By default SNMPwill cache SNMP values for 5 seconds. Sometimes the kernel will

cache these values for a longer duration. PR1188116

• On PTX Series routers with FPC type 1 and FPC type 2, if there is a problemwith ASIC

in the FPC, the FPCmight be disconnected from the Routing Engine. PR1207153

• In some conditions where the fan tray is not properly seated in PTX Series routers, the

present PIN from the fan tray might not be detected and the fan tray is declared

"Absent" in theoutput for theshowchassisenvironmentcommand.However, thealarm

for this condition is not raised under "show chassis alarms" if the alarm occurs during

a system reboot. PR1216335

Forwarding and Sampling

• The Sampling Route-Record Daemon (SRRD) process does not delete routes when

the DELETE is received fromRPD. This results in build-up ofmemory in SRRD daemon

andonceSRRDreaches the limit, it crashesand restarts itself. This scenarioonlyoccurs

when one family is not configured on all the FPC clients (for example, FPC with inline

J-FlowenabledorPICwithPIC-basedsamplingenabled inoneclient).Only IPv4 family

is configured in all the clients, and IPv6 and MPLS families are not configured for

sampling in any of the clients. PR1180158

Infrastructure

• When the kernel tries to collect statistics from a faulty FPC, it might trigger a kernel

panic because of an invalid response from the faulty FPC. PR1185013

MPLS

• In scenarios where the PHOP link goes down and the router becomes an MP for an

LSP, after some time, the NHOP link for the LSP also goes down. That is, the router
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becomes both MP and PLR for the same LSP. The router sends an incorrect PathErr

message for the backupMPPSB. It sends a “Bad strict route” PathErrmessage instead

of a “Tunnel local repaired” PathErr message.PR1132641

• Changing the configuration under both [ protocols pcep ] and [ protocolsmpls

lsp-external-controller ]might trigger rpd to crash because of a race condition.

PR1194068

Platform and Infrastructure

• When you configure one group with a configuration of routing-instances and apply

that group under routing-instances, the rpd process crashes after executing you run

theactivatingrouting-instancesordeactivatingrouting-instancescommands.PR1109924

• In avery rare scenario, duringTACaccountingconfigurationchange, theauditddaemon

crashesbecauseof a raceconditionbetweenauditdand its sigalarmhandler.PR1191527

Routing Protocols

• A PTX Series node with a PR 1169289 fix might not be able to play the role of 6PE

ingress node for inet6 traffic, ifmultipath is enabled for the peer giving the inet6 routes

in the "inet6 labeled-unicast" family. This problemoccurs because PR 1169289 causes

the PTX Series router to create a composite next hop for the inet6.0 route, which is

not supported. PR1185362

User Interface and Configuration

• When persist-groups-inheritance is configured and you issue a rollback, the

configuration is not propagated properly after a commit. PR1214743

Resolved Issues: 15.1R4

• Class of Service (CoS) on page 310

• General Routing on page 311

• High Availability (HA) and Resiliency on page 312

• Interfaces and Chassis on page 312

• MPLS on page 312

• Network Management and Monitoring on page 312

• Platform and Infrastructure on page 312

• Routing Protocols on page 312

• Software Installation and Upgrade on page 313

• VPNs on page 313

Class of Service (CoS)

• In case ofmember links of an aggregated Ethernet (AE) interface scatter overmultiple

Packet Forwarding Engines, if the FPC where member links of the AE interface reside

gets reset or the interface is disabled, there may be a dip in the output of SNMPwalk

on an AE-related queue MIB (such as jnxCosQstatTxedPkts). The behavior is

intermittent and not seen every time. PR1122343
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• ThisPRdoesoptimization inAESNMPhandling. If all the links inanAEbundlegodown,

then any CoS SNMP query for this AE IFD/IFL will return cached values. PR1140440

General Routing

• FFP is a generic process that will be called during commit process, and FFP calls the

PDB initializationaspartof itsprocess.On thePDB-unsupportedplatforms(MXSeries,

EX9200, M10i, M120, M320 is PDB-supported), when committing configuration, some

error messages will be seen. PR1103035

• When a labeled BGP route resolves over a route with MPLS label (for example,

LDP/RSVP routes), after clearing the LDP/RSVP routes, in the short window before

theLDP/RSVP routes restore, if theBGP routes resolvesover adirect route (for example,

a one-hop LSP), the rpd process might crash. PR1063796

• Whenaswitchover is done fromoneRoutingEngine to theother, in graceful-switchover

redundancymode, there is abrief periodearly in the transitionof theSIB toonline state,

during which unsoliciited (not corresponding to an attempt by the CPU to access the

SIB via PCIe) errors are received at the downstream PCIe port on the CB to the SIB.

The fix is tomute thegenerationof sucherrorsduring this brief periodof the switchover.

PR1068237

• TheMIB counter or "showpfe statistics traffic" shows junk PPS and invalid total traffic

output counter. PR1084515

• On PTX Series platforms with external clock synchronization interface configured,

when both BITS external clocks are disconnected at the same time, the 100GbE-LR4

FINISAR interface might flap. This link flap issue is narrowed down to the operation of

datapath FIFOwithin CFP.When both the BITS clocks are disconnected, the reference

clock jumps to "free-running" mode. This transition leads to a phase shift in the

reference clock. Because of this phase shift, the data rates into and out of the FIFO

will temporarily not match, leading to a FIFO over-run or under-run condition. This

over-run or under-run condition forces a FIFO reset, and the output signal is distorted.

So the far-end interface detects a “local-fault,” then returns a “remote-fault” back to

the near-end, hence a link flap. Users need to manually configure the FPC recovered

clock port for each clock put into "chassis synchronization source". Only one clock of

each FPC can be put into "chassis synchronization source". PR1091228

• OnPTXSeries platforms, if there are scaling configurations (for example, 5,000 routes

and each of themwith 64 ECMP paths configured) on a single interface and an L2

rewrite profile is applied for the interface, the FPCmight crash when deactivating and

then activating the CoS configuration of the interface. PR1096958

• Entropy Label Capability is enabled by-default on all Juniper Networks (PTX Series

and MX Series) systems. On PTX Series routers transit LSRs that carry LSPs with

Entropy Label Capability, packet loss can be observed caused by data errorswhen one

or more labeled route entries are not properly removed from the hash table (That is,

following LSP optimization or MBB event) because the “stale” entries are pointing to

corrupted route memory. As a result, when the MPLS label that is associated with the
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stale entry is reused, data errors are seen for packets using the corresponding label.

PR1100637

• Because of a buffer size issue for FPC-SFF-PTX-P1-A (PTX3000) and FPC2-PTX-P1A

(PTX5000), the "ISSU RECONNECT TIMEOUT" or "READYMessageWithout

Reconnect" message is seen during unified ISSU . PR1155936

High Availability (HA) and Resiliency

• OnMX Series platforms with Junos OS Release 15.1R1 or later, while a core file is being

generated, if you try to access thedump file directory, the systemmight hangand crash

due to the deadlock defect.PR1087082

Interfaces and Chassis

• During subscriber login or logout, the following error log might occur on the device

configured with GRES/NSR: /kernel: if_process_obj_index: Zero length TLV! /kernel:

if_pfe: Zero length TLV. (pp0.1073751222) PR1058958

MPLS

• When an LSP is link-protected and has no-local-reversion configured, if the primary

link (link1) is down and LSP is on bypass (link2), then another link (link3) is brought up,

before the LSP switch to link3. If link1 is enabled and link3 is disabled, the LSP will

remain in bypass LSP forever. This is a timing issue. PR1091774

• Whenmultipoint LDP (M-LDP) in-band signaling is enabled to carry multicast traffic

across an existing IP/MPLS backbone and routing process is enabled to use 64-bit

mode, the rpdmight crash because it is attempting to access an uninitialized local

variables. PR1118459

Network Management andMonitoring

• While the router is rebooting and SNMP polling is not stopped, SNMP requests might

land on themib2d process before Routing Engine protocol mastership is resolved,

causing the mib2d process crash. PR1114001

Platform and Infrastructure

• With the delta-export command enabled, "show|compare" output still appears after

the last successful commit. PR1129577

Routing Protocols

• In an IS-IS environment MPLS LSPs are established, when the IS-IS traceoptions flag

"general" is activated, and the LSP convergence time is increased. PR1090752

• In amulticast environment,when the rendezvous point (RP) is a first-hop router (FHR)

with MSDP peers, when the rpf interface on the RP is changed to an MSDP-facing

interface, traffic loss is seen. The loss occurs because themulticast traffic is still on

the old rpf interface, so amulticast discard route is installed.PR1130238
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Software Installation and Upgrade

• In certain conditions,when /var is notmounted fromapersistent file system, executing

a Junos OS upgrade will have unexpected results. This is caused by an inexact check

of whether Junos OS is running from an Emergency VAR. PR1112334

VPNs

• For a Layer 2 circuit, the PTX3000 uses a different Virtual Circuit Connectivity

Verification (VCCV) BFD control packet format from that of MX Series and the other

PTX Series platforms. PTX3000 negotiates the router-alert control channel type and

uses the PWAssociated Channel Header of Channel Type : 0x0021. However, MX

Series and the other PTX Series platforms use the channel Type 0x0007 without

IP/UDP headers. Junos OS takes the Channel-type 0x0007 as default. MX Series and

the other PTX Series platforms work as expected. This is a PTX3000-specific issue.

PR1116356

Resolved Issues: 15.1R3

• Class of Service (CoS) on page 313

• General Routing on page 314

• High Availability (HA) and Resiliency on page 315

• Interfaces and Chassis on page 315

• MPLS on page 315

• Network Management and Monitoring on page 315

• Platform and Infrastructure on page 315

• Routing Protocols on page 315

• Software Installation and Upgrade on page 316

• VPNs on page 316

Class of Service (CoS)

• In case ofmember links of an aggregated Ethernet (AE) interface scatter overmultiple

Packet Forwarding Engines, if the FPC where member links of the AE interface reside

get reset or the interface is disabled, theremight be a decrease in the output of SNMP

walk on the AE-related queue MIB (such as jnxCosQstatTxedPkts). The behavior is

intermittent and not seen every time. PR1122343

• ThisPRdoesoptimization inAESNMPhandling. If all the links inanAEbundlegodown,

then any CoS SNMP query for this AE IFD/IFL will return cached values. PR1140440
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General Routing

• When a labeled BGP route resolves over a route with an MPLS label (for example,

LDP/RSVP routes), after clearing the LDP/RSVP routes, in the short time before the

LDP/RSVP routes restore, if the BGP routes resolve over a direct route (for example,

a one-hop LSP), the rpd process might crash. PR1063796

• Whenaswitchover is done fromoneRoutingEngine to theother, in graceful-switchover

redundancymode, there is abrief periodearly in the transitionof theSIB toonline state,

during which unsoliciited (not corresponding to an attempt by the CPU to access the

SIB through PCIe) errors are received at the downstream PCIe port on the CB to the

SIB. The fix is to mute the generation of such errors during this brief period of the

switchover. PR1068237

• On PTX Series platforms with external clock synchronization interface configured,

when both BITS external clocks are disconnected at the same time, the 100GbE-LR4

FINISAR interface might flap. This link flap issue is narrowed down to the operation of

data-pathFIFOwithinCFP.Whenboth theBITSclocks aredisconnected, the reference

clock jumps to "free-running" mode. This transition leads to a phase shift in the

reference clock. Due to this phase shift, the data rates into and out of the FIFO will

temporarily notmatch, leading to a FIFOover-run or under-run condition. This over-run

or under-run condition forces a FIFO reset, and the output signal is distorted. So the

far-end interface detects 'local-fault', then return 'remote-fault' back to the near-end,

hence a link flap. User needs to manually configure FPC recovered clock port for each

clock put into "chassis synchronization source". Only one clock of each FPC can be put

into "chassis synchronization source". PR1091228

• On PTX Series platform, if there are scaling configurations (for example, 5000 routes

and each of themwith 64 ECMPpaths configured) on a single interface and L2 rewrite

profile is applied for the interface, the FPCmay crash when deactivating and then

activating the CoS configuration of the interface. PR1096958

• Starting with Junos Release 14.1, Entropy Label Capability is enabled by-default on all

Juniper [PTX ] systems. On PTX transit LSRs that carry LSPs with Entropy Label

Capability, packet loss can be observed due to data errors when one or more labeled

route entries are not properly removed from the hash table (i.e., following LSP

optimization or MBB event) because the 'stale' entries are pointing to corrupted route

memory. As a result, when the MPLS label that's associated with the 'stale' entry is

re-used, data errors are seen for packets using the corresponding label. PR1100637

• FFP is a generic process that shall be called during commit process, and FFP calls the

PDB initializationaspartof itsprocess.On thePDB-unsupportedplatforms(MXSeries,

EX9200, M10i, M120, M320 is PDB-supported), when committing configuration, some

error messages will be seen. PR1103035
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High Availability (HA) and Resiliency

• On PTX Series platformwith Junos OS Release 15.1R1 and later, while a core dump is

in progress, if we try to access the dump directory, due to the deadlock defect, the

systemmight hang and crash. As aworkaround, we should not access the "/var/crash"

directory till the core dump is complete. PR1087082

Interfaces and Chassis

• During subscriber login/logout, thebelowerror logmightoccur on thedevice configured

with GRES/NSR. /kernel: if_process_obj_index: Zero length TLV! /kernel: if_pfe: Zero

length TLV (pp0.1073751222). PR1058958

MPLS

• When an LSP is link-protected and has no-local-reversion configured, if the primary

link (link1) is down and LSP on bypass (link2), then another link (link3) is brought up,

before the LSP switch to link3, if link1 is enabled and link3 is disabled, the LSPwill stuck

in bypass LSP forever. This is a timing issue. PR1091774

• Whenmultipoint LDP (M-LDP) in-band signaling is enabled to carry multicast traffic

across an existing IP/MPLS backbone and routing process is enabled to use 64-bit

mode, the rpdmight crash due to accessing uninitialized local variables. PR1118459

Network Management andMonitoring

• While the router is rebooting and SNMP polling is not stopped, SNMP requests might

land onmib2d process before Routing Engine protocolmastership is resolved, causing

the mib2d process crash. PR1114001

Platform and Infrastructure

• TheMIB counter or "showpfe statistics traffic" shows junk PPS and invalid total traffic

output counter. PR1084515

• With delta-export command enabled, "show |compare" output still shows after last

successful commit. PR1129577

Routing Protocols

• In IS-ISenvironment,MPLSLSPsareestablished,when IS-IS traceoptions flag "general"

is activated, the LSP convergence time is increased. PR1090752

• Inmulticast environment,when theRP is FHR(first-hop router) and it hasMSDPpeers,

when the rpf interface on RP changed to MSDP facing interface, due to the multicast

traffic is still on the old rpf interface, a multicast discard route will be installed and

traffic loss will be seen. PR1130238

315Copyright © 2017, Juniper Networks, Inc.

Resolved Issues

http://prsearch.juniper.net/PR1087082
http://prsearch.juniper.net/PR1058958
http://prsearch.juniper.net/PR1091774
http://prsearch.juniper.net/PR1118459
http://prsearch.juniper.net/PR1114001
http://prsearch.juniper.net/PR1084515
http://prsearch.juniper.net/PR1129577
http://prsearch.juniper.net/PR1090752
http://prsearch.juniper.net/PR1130238


Software Installation and Upgrade

• In certain conditions,when /var is notmounted fromapersistent file system, executing

a Junos OS upgrade will have unexpected results. This is caused by an inexact check

of whether it is running from an Emergency VAR. PR1112334

VPNs

• For Layer 2 circuit, PTX3000 uses different VCCV (Virtual Circuit Connectivity

Verification) BFD control packet format from that of MX Series and the other PTX

Series platforms. PTX3000 negotiates Router-alert control channel type, and uses

PWAssociated Channel Header of Channel Type : 0x0021. However, MX Series and

the other PTX Series platforms use the Channel Type is 0x0007 without IP/UDP

headers. JunosOS takes theChannel-type0x0007asdefault.MXSeries and theother

PTX Series platforms work as expected. This is a PTX3000 specific issue. PR1116356

Resolved Issues: 15.1R2

• Forwarding and Sampling on page 316

• General Routing on page 316

• Interfaces and Chassis on page 317

• MPLS on page 318

• Network Management and Monitoring on page 318

• Routing Protocols on page 318

Forwarding and Sampling

• In PTXSeries Carrier-Grade Service Engine (CSE) jflow solution environment, because

the sampling process (sampled) may get into a continuous loop when handling

asynchronous event (for example, aggregated tethered services interface flapping, or

route update, or IFL/IFD update), the sampledmay never come out of that loopwhich

may result in high CPU usage (up to 90% sometimes). Because, sampled is not able

to consume any states (such as route updates, interface updates) generated by kernel

and this results in memory exhaustion, finally resulting in the router not making any

updates and forcing a router reboot. PR1092684

General Routing

• On PTX Series platform, when performing scaling (for example, polling 768 IFDs via

SNMPwith max of 92 PPS and with all 8 FPCs online) SNMP polling on the device,

due to the large number ofmessages between Routing Engine and Packet Forwarding

Engine, PFEMAN (Packet Forwarding Engine manager) errors might be seen on the

router,whichmaycausehighSNMPresponse timeandCPUspike (forexample, increase

8%when executing the "show" command) as well. PR1078003

• On PTX3000 routers running Junos OS Release 14.1 and later, the Packet Forwarding

Enginedoesnot support L3VPNVRF. For example,whenyouassign the loopback (lo0)

interface to VRF as the management VRF, the following commit error is returned:#

commit check [edit routing-instances l3vpn interface] 'et-8/0/0.0' RT Instance: Only

loopback interface issupportedundervrf routing instances. error: configurationcheck-out
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failed Note that in Junos OS Release 14.2, you will see the same commit error, but the

commitwill be successful. Youmightalsoencounter apacketdiscard issue.PR1078960

• Tunable SFP+ optics will not be supported on P1-PTX-24-10G-W-SFPP PIC in Junos

OS 15.1R1 release. On Tunable Optics in this PIC, with 15.1R1, the wavelength will not

be configurable and the tunable parameters will not be correctly displayed in the CLI.

PR1081992

• The FPC on PTX Series router might crash and reboot when the Packet Forwarding

Engine is handling a fatal error; when the error happened, "TQCHIP0: Fatal error

pqt_min_free_cnt is zero" log message will be seen. PR1084259

• Due to a change in an existing PR, group names in the configuration must be a string

of alphanumericals, dashes, or underscores. There is not workaround other than

following the group name instructions. PR1087051

• In Dual Routing Engine systems when both Routing Engines reboot and after coming

up, if themastership is not established or takes time to establish,mib2dmay start and

exit four times in quick succession. Hence it will not be running. As aworkaround, it can

be simply started again once Routing Engine mastership is established. This is a race

condition and hencemay not be seen always. PR1087428

• On PTX Series platforms, some non-fatal interrupts (for example, CM cache or AQD

interrupts) are logged as fatal interrupts. The following log messages will be shown

on CM parity interrupt: fpc0 TQCHIP 0: CM parity Fatal interrupt,Interrupt status:0x10

fpc0CMSNG: Fatal ASIC error, chip TQ fpc0TQCHIP0: CMcache parity Fatal interrupt

has occurred 181 time(s) in 180010msecs TQCHIP 0: CM cache parity Fatal interrupt

has occurred 181 time(s) in 180005msecs PR1089955

• On Junos OS Release 15.1R1, when themulticast next-hop is changed, the grafting and

pruning operations take more time than before. PR1090608

• When thePTXSeries only has bits-a and bits-b as configured clock sources (and there

is no interface on FPC configured as clock souce), and it is losing signal from both of

bits-a and bits-b simultaneously, clock sync state will go to FREERUNmode

immediately, this is unexpected behavior. After the fix of this PR, clock sync state will

stay HOLDOVER, then will go to FREERUNmode after the timeout. PR1099516

• OnPTXSeriesplatform,whenyankingout FPCorSIBungracefully (for example, pulling

the line cardoutof thechassis unintentionallywhen the line card is carrying the traffic),

theremightbesmall probability that it can impactanyof theFPCswithGrantScheduler

(GS) and Request Table (RT) fatal interrupt occurred. PR1105079

Interfaces and Chassis

• If we load the 15.1 Junos jinstall/jinstall64 image on PTX Series and if we have CFM

configured over AE interfaces, the FPCmight crash. PR1085952

• In the dual Routing Engines scenario with GRES and ae0 interfaces configuration, if

GRES isdisabledonsystem, thebackupRoutingEngineshould remove theae0bundle;

however, it does not go clean and ae0 remains in the backup Routing Engine. After

switchingRouting Enginemastership tomakeother Routing Engine asmaster, the new

masterRoutingEngine (whichwasbackupearlier) continues touse invalidMACaddress

"00:00:00:00:00:00". PR1089946
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• After removing a child link from AE bundle, in the output of "show interface <AE>

detail", the packets count on the remaining child link spikes, then if add back the

previous child link, the count recovers to normal. PR1091425

• On PTX Series platform, if the configurations that have per-unit-scheduler configured

on the interface, but without proper class-of-service configuration for the same

interface, due to lack of commit check, the device control daemon (dcd) may fail to

return "commit error" andpass the configuration. Following is an example: user@re0#

set interfaceset-0/0/1per-unit-scheduler vlan-taggingunit0<<<<<Theconfiguration

for interfaceet-0/0/1 user@re0#commit checkerror: per-unit-scheduler is configured

but class-of-service is blank <<<<< This is correct behavior error: configuration

check-out failed <<<<< .. user@re0# set class-of-service forwarding-classes queue

7 q7 <<<<< user@re0# commit check configuration check succeeds <<<<< This is

wrong behavior because et-0/0/1 does not have class-of-service configuration * If

reboot this router after committing, the administrator cannot access without console

because the router cannot read this configuration. When deleting the above

configuration after rebooting, telnet etc could be used. PR1097829

MPLS

• In theoutputof theCLI command"traceroutempls ldp", theaddressesof the interfaces

on transit PTX Series routers might be shown as "127.0.0.1". PR1081274

Network Management andMonitoring

• Due to inappropriate cleanup in async library, disablingmultiple interfaceswhile SNMP

is polling interface oids might causemid2d process to crash. PR1097165

Routing Protocols

• On PTX Series platformwith transit BGP-LU chained composite next-hop configured,

when advertising LDP routes via BGP labeled unicast (BGP-LU), if the LDP LSP itself

is tunneled over an RSVP LSP, the rpd process might crash. Note: The "set

routing-options forwarding-table chained-composite-next-hop transit labeled-bgp"

is enabled by default on PTX Series. PR1065107

Related
Documentation

New and Changed Features on page 293•

• Changes in Behavior and Syntax on page 302

• Known Behavior on page 305

• Documentation Updates on page 319

• Migration, Upgrade, and Downgrade Instructions on page 320

• Product Compatibility on page 323
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Documentation Updates

This section lists the errata and changes in Junos OS Release 15.1R5 documentation for

the PTX Series.

• High Availability Feature Guide on page 319

• IPv6 Neighbor Discovery Feature Guide on page 319

High Availability Feature Guide

• The following information belongs in the “Nonstop Active Routing Concepts” topic:

If you haveNSR configured, it is never valid to issue the restart routing command in any

form on the NSRmaster Routing Engine. Doing so results in a loss of protocol

adjacencies and neighbors and a drop in traffic.

• The following information belongs in the “Configuring Nonstop Active Routing” topic:

If the routing protocol process (rpd) on the NSRmaster Routing Engine crashes, the

master Routing Engine simply restarts rpd (with no Routing Engine switchover), which

impacts routing protocol adjacencies and neighbors and results in traffic loss. To

prevent this negative impact on traffic flow, configure the switchover-on-routing-crash

statementat the [edit system]hierarchy level. This configuration forcesanNSRRouting

Engine switchover if rpd on themaster Routing Engine crashes.

IPv6 Neighbor Discovery Feature Guide

• The “NDPCacheProtectionOverview,” “ConfiguringNDPCacheProtection,” “Example:

Configuring NDP Cache Protection to Prevent Denial-of-Service Attacks,” and

“nd-system-cache-limit” topics failed to include the EX Series, M Series, PTX Series,

and T Series as supported platforms. These platforms, as well as the MX series, are

all supported.
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New and Changed Features on page 293•

• Changes in Behavior and Syntax on page 302

• Known Behavior on page 305

• Known Issues on page 305

• Resolved Issues on page 308
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Migration, Upgrade, and Downgrade Instructions

This sectioncontains theprocedure toupgrade JunosOS,and theupgradeanddowngrade

policies for Junos OS for the PTX Series. Upgrading or downgrading Junos OS can take

several hours, depending on the size and configuration of the network.

• Upgrading Using Unified ISSU on page 320

• Upgrading a Router with Redundant Routing Engines on page 320

• Basic Procedure for Upgrading to Release 15.1 on page 320

Upgrading Using Unified ISSU

Unified in-service softwareupgrade (ISSU)enables you toupgradebetween twodifferent

Junos OS releases with no disruption on the control plane and with minimal disruption

of traffic. Unified in-service software upgrade is only supported by dual Routing Engine

platforms. In addition, graceful Routing Engine switchover (GRES) and nonstop active

routing (NSR)must be enabled. For additional information about using unified in-service

software upgrade, see the High Availability Feature Guide for Routing Devices.

For information on ISSU support across platforms and Junos OS releases, see the

In-Service Software Upgrade (ISSU)Web application.

Upgrading a Router with Redundant Routing Engines

If the router has two Routing Engines, perform a Junos OS installation on each Routing

Engine separately to avoid disrupting network operation as follows:

1. Disable graceful Routing Engine switchover (GRES) on themaster Routing Engine

and save the configuration change to both Routing Engines.

2. Install the new Junos OS release on the backup Routing Engine while keeping the

currently running software version on themaster Routing Engine.

3. After making sure that the new software version is running correctly on the backup

RoutingEngine, switchover to thebackupRoutingEngine toactivate thenewsoftware.

4. Install the new software on the original master Routing Engine that is now active as

the backup Routing Engine.

For the detailed procedure, see the Installation and Upgrade Guide.

Basic Procedure for Upgrading to Release 15.1

When upgrading or downgrading Junos OS, use the jinstall package. For information

about the contents of the jinstall package and details of the installation process, see the

Installation and Upgrade Guide. Use other packages, such as the jbundle package, only

when so instructed by a Juniper Networks support representative.
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NOTE: Backupthe file systemandthecurrentlyactive JunosOSconfiguration
before upgrading Junos OS. This allows you to recover to a known, stable
environment if the upgrade is unsuccessful. Issue the following command:

user@host> request system snapshot

NOTE: The installation process rebuilds the file system and completely
reinstalls Junos OS. Configuration information from the previous software
installation is retained, but the contents of log files might be erased. Stored
files on the router, suchas configuration templatesandshell scripts (theonly
exceptions are the juniper.conf and ssh files),might be removed. To preserve
the stored files, copy them to another system before upgrading or
downgrading the routing platform. For more information, see the Junos OS

Administration Library for Routing Devices.
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NOTE: We recommend that you upgrade all software packages out of band
using the console because in-band connections are lost during the upgrade
process.

The download and installation process for Junos OS Release 15.1R5 is different from

previous Junos OS releases.

1. Using aWeb browser, navigate to the All Junos Platforms software download URL
on the Juniper Networks webpage:

http://www.juniper.net/support/downloads/

2. Select thenameof the JunosOSplatformfor thesoftware that youwant todownload.

3. Select the release number (the number of the software version that you want to

download) from the Release drop-down list to the right of the Download Software
page.

4. Select the Software tab.

5. In the Install Package section of the Software tab, select the software package for
the release.

6. Log in to the Juniper Networks authentication system using the username (generally

your e-mail address) and password supplied by Juniper Networks representatives.

7. Review and accept the End User License Agreement.

8. Download the software to a local host.

9. Copy the software to the routing platform or to your internal software distribution

site.

10. Install the new jinstall package on the router.

NOTE: After you install a Junos OS Release 15.1R5 jinstall package, you
cannot issue the request system software rollback command to return to
the previously installed software. Instead youmust issue the request
system software add validate command and specify the jinstall package
that corresponds to the previously installed software.

The validate option validates the software package against the current configuration

as a prerequisite to adding the software package to ensure that the router reboots

successfully. This is the default behavior when the software package being added is

a different release. Adding the reboot command reboots the router after the upgrade

is validated and installed. When the reboot is complete, the router displays the login

prompt. The loading process can take 5 to 10minutes. Rebooting occurs only if the

upgrade is successful.

Customers in the United States and Canada, use the following command:

user@host> request system software add validate reboot source/jinstall-15.1
R51-domestic-signed.tgz

Copyright © 2017, Juniper Networks, Inc.322

Junos OS Release 15.1R5 for the ACX Series, EX Series, M Series, MX Series, PTX Series, QFX Series, and T Series

http://www.juniper.net/support/downloads/


All other customers, use the following command:

user@host> request system software add validate reboot source/jinstall-15.1
R51-export-signed.tgz

Replace the sourcewith one of the following values:

• /pathname—For a software package that is installed from a local directory on the

router.

• For software packages that are downloaded and installed from a remote location:

• ftp://hostname/pathname

• http://hostname/pathname

• scp://hostname/pathname (available only for Canada and U.S. version)

The validate option validates the software package against the current configuration

as a prerequisite to adding the software package to ensure that the router reboots

successfully. This is the default behavior when the software package being added is

a different release.

Adding the reboot command reboots the router after the upgrade is validated and

installed. When the reboot is complete, the router displays the login prompt. The

loading process can take 5 to 10minutes.

Rebooting occurs only if the upgrade is successful.

NOTE: After you install a Junos OS Release 15.1 jinstall package, you cannot

issue the requestsystemsoftwarerollbackcommandto return to thepreviously

installed software. Instead youmust issue the request system software add

validate command and specify the jinstall package that corresponds to the

previously installed software.
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Hardware Compatibility

To obtain information about the components that are supported on the devices, and

special compatibility guidelineswith the release, see theHardwareGuideand the Interface

Module Reference for the product.

Todetermine the features supportedonPTXSeriesdevices in this release, use the Juniper

Networks Feature Explorer, a Web-based application that helps you to explore and

compare Junos OS feature information to find the right software release and hardware

platform for your network. Find Feature Explorer at:

http://pathfinder.juniper.net/feature-explorer/

Related
Documentation

New and Changed Features on page 293•

• Changes in Behavior and Syntax on page 302

• Known Behavior on page 305

• Known Issues on page 305
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• Documentation Updates on page 319

• Migration, Upgrade, and Downgrade Instructions on page 320
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Junos OS Release Notes for the QFX Series

These releasenotesaccompany JunosOSRelease 15.1R5 for theQFXSeries.Theydescribe

newandchanged features, limitations, andknownand resolvedproblems in thehardware

and software.

You can also find these release notes on the Juniper Networks Junos OS Documentation

webpage, located at http://www.juniper.net/techpubs/software/junos/.

• New and Changed Features on page 325

• Changes in Behavior and Syntax on page 328

• Known Behavior on page 329

• Known Issues on page 332

• Resolved Issues on page 335

• Documentation Updates on page 347

• Migration, Upgrade, and Downgrade Instructions on page 348

• Product Compatibility on page 352

New and Changed Features

This section describes the new features and enhancements to existing features in Junos

OS Release 15.1 for the QFX Series.

NOTE: The following QFX Series platforms are supported in Release 15.1R5:
QFX3500, QFX3600, and QFX5100.

• Management on page 325

• Network Management and Monitoring on page 327

• Spanning-Tree Protocols on page 327

• User Interface and Configuration on page 327

Management

• Support for YANG features including configuration hierarchymust statement
constraintspublished inYANG,andamodulethatdefinesJunosOSYANGextensions
(QFXSeries)—Startingwith JunosOSRelease 15.1R3, the JuniperNetworksconfiguration
YANGmodule includes configurationconstraintspublishedusingeither theYANGmust

statement or the Junos OS YANG extension junos:must. Constraints that cannot be

mapped directly to the YANGmust statement, which include expressions containing

special keywords or symbols such as all, any, unique, $, __, andwildcard characters, are

published using junos:must.

The junos-extensionmodule contains definitions for Junos OS YANG extensions,

including themustandmust-message keywords. The junos-extensionmodule is bound

to the namespace URI http://yang.juniper.net/yang/1.1/je and uses the prefix junos.

Youcandownload JuniperNetworksYANGmodules fromthe JuniperNetworkswebsite,
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or you can generate the modules by using the show system schema operational mode

command on your local device.

[See Using Juniper Networks YANGModules.]

• Support for enforcing RFC-compliant behavior in NETCONF sessions (QFX
Series)—Starting with Junos OS Release 15.1R3, you can require that the NETCONF
server enforce certain behaviors during the NETCONF session by configuring the

rfc-compliant statement at the [edit system services netconf] hierarchy level. If you

configure the rfc-compliant statement, the NETCONF server explicitly declares the

NETCONF namespace in its replies and qualifies all NETCONF tags with the nc prefix.

Also, <get> and <get-config> operations that return no configuration data do not

include an empty <configuration> element in RPC replies.

[See Configuring RFC-Compliant NETCONF Sessions.]
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NetworkManagement andMonitoring

• Monitor Virtual Chassis ports (VCPs) with SNMP (QFX3500, QFX3600)—Starting
with JunosOSRelease 15.1R3, youcanconfigure the switch tomonitorVCPswithSNMP.

ToenableSNMPmonitoringofVCPs inaVirtualChassis orVirtualChassis Fabric (VCF),

use the set virtual-chassis vcp-snmp-statistics CLI command.

Spanning-Tree Protocols

• Global configuration of spanning-tree protocols (QFX Series)—Starting with Junos
OS Release 15.1R13, global configuration of the spanning-tree protocols RSTP, MSTP,

andVSTP is supported onQFXSeries switcheswith Enhanced Layer 2 Software (ELS)

configuration style.

In earlier releases, theELSsoftware supportedconfigurationof spanning-treeprotocols

on individual interfaces or on a range of interfaces. It did not support configuration of

spanning-tree protocols on all interfaces or disabling spanning-tree protocols on

specific interfaces.

Starting with this release, CLI changes in the ELS software provide the options of

configuring spanning-tree protocols on all interfaces, disabling the configuration for

individual interfaces, and configuring VSTP on all VLANs or on a VLAN group.

[See Configuring RSTP (CLI Procedure), Configuring MSTP, and Configuring VLAN

Spanning-Tree Protocol.]

User Interface and Configuration

• Support for replacing patterns in configuration datawithin NETCONFand JunosOS
XMLprotocol sessions (QFXSeries)—Starting with Junos OS Release 15.1R3, you can
replace variables and identifiers in the candidate configuration when performing a

<load-configuration> operation in a Junos OS XML protocol or NETCONF session. The

replace-pattern attribute specifies the pattern to replace, thewith attribute specifies

the replacement pattern, and the optional upto attribute indicates the number of

occurrences to replace. The scope of the replacement is determined by the placement

of the attributes in the configuration data. The functionality of the attribute is identical

to that of the replace pattern configuration mode command in the Junos OS CLI.

Related
Documentation

Changes in Behavior and Syntax on page 328•

• Known Behavior on page 329

• Known Issues on page 332

• Resolved Issues on page 335

• Documentation Updates on page 347

• Migration, Upgrade, and Downgrade Instructions on page 348

• Product Compatibility on page 352

327Copyright © 2017, Juniper Networks, Inc.

New and Changed Features

http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/spanning-trees-rstp-ex-series-cli-els.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/layer-2-services-mstp-spanning-trees-cli.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/layer-2-services-stp-configuration-vstp-ex-qfx.html
http://www.juniper.net/techpubs/en_US/junos15.1/topics/task/configuration/layer-2-services-stp-configuration-vstp-ex-qfx.html


Changes in Behavior and Syntax

This section lists the changes in behavior of JunosOS features and changes in the syntax

of JunosOSstatementsandcommands fromJunosOSRelease 15.1R5 for theQFXSeries.

• Interfaces and Chassis on page 328

• Routing Protocols on page 329

Interfaces and Chassis

• Configuring unified forwarding table profiles (EX4600 Virtual Chassis, QFX5100
VirtualChassis, andQFXSeriesVirtualChassisFabric)—Starting in JunosOSRelease
15.1R5, Packet Forwarding Engines on switches in a Virtual Chassis or Virtual Chassis

Fabric (VCF) do not automatically restart upon configuring and committing a unified

forwarding table profile change using the set chassis forwarding-options statement.

Instead, a message is displayed at the CLI prompt and logged to the switch’s system

log, prompting you to reboot the Virtual Chassis or VCF for the change to take effect.

This change avoids Virtual Chassis or VCF instability that might occur with these

switches if the profile update propagates to member switches and otherwise causes

multiple Packet Forwarding Engines to automatically restart at the same time. This

behavior change does not apply to other switch types or to EX4600 and QFX5100

switches not in a Virtual Chassis or VCF; in those cases, the switch continues to restart

automatically when a unified forwarding table profile change is committed.

We recommend that you plan to make profile changes in a Virtual Chassis or VCF

comprised of these switches only when you can perform a Virtual Chassis or VCF

system reboot shortly after committing the configuration update, to avoid instability

if oneormoremember switches restart unexpectedlywith thenewconfiguration (while

the remaining members are still running the old configuration).

[See Configuring the Unified Routing Table and forwarding-options (chassis).]

• New vc-path command display for Virtual Chassis Fabric (VCF)—Starting in Junos
OSRelease 15.1R5, theoutput fromtheshowvirtual-chassisvc-pathcommanddisplays

additional fields when showing the forwarding path from a source interface to a

destination interface in a Virtual Chassis Fabric (VCF), including details of multiple

possible next hops. The vc-path command display for a forwarding path in a Virtual

Chassis remains unchanged.

[See show virtual-chassis vc-path.]
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Routing Protocols

• Support for RFC 6996, RFC 7300, and Internet draft draft-ietf-idr-as0-06 (QFX
Series)—Starting with Junos OS Release 15.1, RFC 6996, Autonomous System (AS)

Reservation for Private Use, RFC 7300, Reservation of Last Autonomous System (AS)

Numbers, and Internet draft draft-ietf-as0-06 are supported.

RFC 7300, Reservation of Last Autonomous System (AS) Numbers, and the Internet

draft draft-ieft-idr-as0-06 restrict the use of 2-byte AS number 65535, 4-byte AS

number 4294967295UL, and AS number 0 in a configuration. When you use these

restricted AS numbers, the commit operation fails.
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• Known Behavior on page 329

• Known Issues on page 332
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• Migration, Upgrade, and Downgrade Instructions on page 348
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Known Behavior

This section lists known behavior, systemmaximums, and limitations in hardware and

software in Junos OS Release 15.1R5 for the QFX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• High Availability (HA)and Resiliency

• Interfaces and Chassis

• Layer 2 Features

• Multicast Protocols

• Multiprotocol Label Switching (MPLS)

• Platform and Infrastructure

• Routing Protocols

• Software-Defined Networks (SDN)

• Spanning-Tree Protocols

• Virtual Chassis and Virtual Chassis Fabric (VCF)

High Availability (HA)and Resiliency

• On QFX5100 switches, Fibre Channel over Ethernet (FCoE) traffic might be dropped

for up to four seconds during an in-service software upgrade (ISSU) when FCoE

Initialization Protocol (FIP) snooping is enabled. PR981306
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• On EX4600 and QFX5100 switches, the Link Aggregation Control Protocol (LACP) in

either slowmode or fast modemight go down and then come back up, causing a

timeoutandaserviceoutageduringan in-service softwareupgrade(ISSU)oranonstop

software upgrade (NSSU). In addition, after the master Routing Engine is rebooted,

the switches might experience intermittent traffic loss on non-LAG interfaces, and

redundant trunk group (RTG) convergence timesmight be long. PR1031338

Interfaces and Chassis

• On an MC-LAG, if an ARP for a host is learned on the MC-LAG interface and the host

changes its MAC address without sending a gratuitous ARP, traffic loss might occur.

PR1009591

• OnQFX5100 switches, if you configureMC-LAG, IRBmac sync, and LACP force up, the

numberofpackets received(rx)mightbe twice theamount sent (tx) fromthecustomer

edge to the core. PR1015655

• On a QFX5100 switch, youmight be unable to commit the configuration if youmodify

the subnet of an IP address on an IRB interface by using the replace pattern command.

PR1119713

Layer 2 Features

• On amixed-mode Virtual Chassis Fabric (VCF) with interface-mac-limit configured,

if you remove the complete mac-limit configuration, the mac-limit behavior might

remain. As a workaround, try rebooting the device. PR1044460

• OnELS (EnhancedLayer 2Software)platforms (includingEX4300, EX4600, EX9200,

QFX3500, QFX3600, and QFX5100 switches), if Q-in-Q tunneling is enabled, if you

configureanRTG(redundant trunkgroup)onaQ-in-Q interface, theRTGconfiguration

cannot be applied; there is a commit check error. PR1134126

• On QFX5100 switches with a CoS classifier configured on an AE interface, if you add

or delete a subinterface, traffic loss of approximately 10 packets might occur while

you are committing the changes. PR1162963
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Multicast Protocols

• Whenan IGMP leave is sent fromahost to aQFX5100 switch, onepacket permulticast

group is dropped during route programming. PR995331

Multiprotocol Label Switching (MPLS)

• On a QFX5100 switch, if an MPLS link is in hot standbymode and a pseudowire

switchover is triggered by the event "remote site local interface signaled down," traffic

flowing through the pseudowire might drop. PR1027755

Platform and Infrastructure

• Traffic convergencedelay time for linkprotection, node-linkprotection, and fast reroute

is more than 50ms for the QFX5100-48T switch. PR1026957

Routing Protocols

• On a QFX Series Virtual Chassis, if you delete a member of a LAG associated with an

IRB interface, the counter for the filter applied to the IRB interfacemight reset.PR898171

Software-Defined Networks (SDN)

• OnQFX5100switches, ifmore than 1Kvirtual extensible LANnetwork identifiers (VNIs)

are created by Open vSwitch Database (OVSDB), the VTEP gateway daemon (vgd)

might generate a core file. PR1075189

Spanning-Tree Protocols

• On QFX5100 Virtual Chassis interfaces on which the flexible-vlan-tagging statement

is specified, STP, RSTP, MSTP, and VSTP are not supported. PR1075230

Virtual Chassis and Virtual Chassis Fabric (VCF)

• In amixedVirtualChassisorVirtualChassis Fabric (VCF), the showpfefilterhwsummary

command is not supported for an EX4300member of the Virtual Chassis or VCF.

PR1019377

• On a QFX5100, QFX3600, QFX3500, or EX4300 switch, if you remove a transceiver

from an interface and then reinsert it in the interface within 30 seconds after you have

issued the setvirtual-chassisvc-port setcommand toconvert the interface intoaVirtual

Chassis port (VCP), the VCP is not created. PR1029829

• On a QFX5100 Virtual Chassis, frequent MACmove events can put the system into an

inconsistent state, which results in a Packet Forwarding Engine manager (FXPC)

process crash with a core file generated. PR1086108
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• On QFX3500 and QFX3600 Virtual Chassis, any change in channelization causes the

Packet ForwardingEngine to restart. If youapply channelizationacross variousmember

switches in the Virtual Chassis, connectivity might be lost temporarily. PR1105371

• In amixedmode Virtual Chassis with QFX3500 switches, if multicast packets are sent

to the Routing Engine at a high rate, the Virtual Chassis might become unresponsive.

PR1117133

Related
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• Known Issues on page 332

• Resolved Issues on page 335
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Known Issues

This section lists the known issues in hardware and software in Junos OS Release 15.1R5

for the QFX Series.

For the most complete and latest information about known Junos OS defects, use the

Juniper Networks online Junos Problem Report Search application.

• Firewall Filters on page 333

• Infrastructure on page 333

• Interfaces and Chassis on page 333

• Network Management and Monitoring on page 333

• Port Security on page 333

• Routing Policy on page 333

• Routing Protocols on page 334

• Security on page 334

• Software-Defined Networks (SDN) on page 334

• Software Installation and Upgrade on page 334

• Spanning Tree Protocols on page 334

• Virtual Chassis and Virtual Chassis Fabric on page 334
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Firewall Filters

• On QFX5100 switches, starting with Junos OS Release 15.1R1, forwarding-classmcast

configurations are not supported in port-based firewall filters. PR1088313

Infrastructure

• OnaVirtualChassis formedwithQFX3500andQFX3600switches,CPUconsumption

might be high if a greater than usual amount of host traffic goes to a VRRP backup

node. PR1124038

Interfaces and Chassis

• On an EX4300 or a QFX5100 switch, a MAC address that is specified as part of a

MAC-based VLAN is authenticated on an interface, for example, xe-1/1/1, on which

802.1X authentication in multiple supplicant mode is configured. However, the same

MAC address might not be authenticated on another interface, for example, xe-2/1/1,

if the MAC address moves to interface xe-2/1/1 from interface xe-1/1/1. PR1007589

• OnQFX5100 Virtual Chassis, generic routing encapsulation (GRE) counters might not

increment with a firewall filter and PIM configured. PR1124170

• On QFX5100 switches, if an mc-aemember link is deleted and then re-added on an

MC-LAG node, there could be a traffic loss of about 2 seconds. PR1146206

• OnQFX5100Virtual Chassis, DHCPv6 bindingmight fail if the server and the client are

in different virtual routing and forwarding (VRF) instances. PR1167693

• On QFX5100 switches, Layer 2 control frames with a destination MAC address of

01:80:c2:00:00:02andanethertypeof8809mightbedroppedat theegressPE router

Layer 2 VPN. PR1182124

NetworkManagement andMonitoring

• Despite the EX4300 or QFX5100 switch’s being configuredwith the network analytics

feature, the analytics daemonmight not run. As a result, the network analytics feature

might be unable to collect traffic, queue statistics, and generate reports. PR1165768

Port Security

• On QFX5100 Virtual Chassis, the DHCP snooping databasemight be cleared if you

change the configuration of the LACPmode from fast to slow. PR1191404

Routing Policy

• On theQFXSeries, in aBGPequal-costmultipath (ECMP) scenario, if the import policy

uses the policy action next-hoppeer-address to set the route's protocol next-hop, BGP

multipath might use more ECMP groups than necessary. If the ECMP entries exceed

themaximum supported by the hardware, traffic loss might occur. As a workaround,

use the policy action next-hop ip-address instead of the action next-hop peer-address.

PR921938
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• On QFX3500 and QFX3600 switches with ECMP enabled, if you add or delete routes

continuously, the Packet Forwarding Engine might stop forwarding traffic, causing a

traffic blackhole. PR1137890

Routing Protocols

• On EX4300, EX4600, and QFX Series switches, a Bidirectional Forwarding Detection

(BFD) sessionmight not come upwhen BFD version 0 is configured. As a workaround,

deactivate or delete the version configuration. PR1076052

Security

• On EX4300, EX4600, and QFX5100 switches, when a VLAN is mirrored, the mirrored

packets may contain 38 additional bytes. The IP address in this packet is randomly

generated andmay appear as one ofmany existing, valid IP addresses on the Internet.

It may appear as ERSPAN as well, which is a proprietary non-Juniper protocol. These

addresses and packet types can be ignored. They may appear as alerts in certain IDP

/ IDS's and in packet analyzer applications, which you can ignore.PR1170589

Software-Defined Networks (SDN)

• On QFX5100 switches, OVSDB traffic might be dropped after Layer 2 learning is

restarted. PR1177012

Software Installation and Upgrade

• On amixed-mode Virtual Chassis Fabric (VCF), nonstop software upgrade (NSSU)

cannot be used to upgrade from a Junos OS Release 14.1X53 image to a Junos OS

Release 15.1 or later image. PR1087893

Spanning Tree Protocols

• On QFX5100 Virtual Chassis interfaces on which the flexible-vlan-tagging statement

is specified, STP, RSTP, MSTP, and VSTP are not supported.PR1075230

Virtual Chassis and Virtual Chassis Fabric

• OnaVirtualChassis Fabric, VirtualChassis ports (VCPs) internal traffic looping causing

traffic loss might be seen for knownmulticast traffic with TTL=1. PR1042270

Related
Documentation

New and Changed Features on page 325•

• Changes in Behavior and Syntax on page 328

• Known Behavior on page 329

• Resolved Issues on page 335

• Documentation Updates on page 347

• Migration, Upgrade, and Downgrade Instructions on page 348

• Product Compatibility on page 352
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Resolved Issues

This section lists the issues fixed in the Junos OSmain release and themaintenance

releases.

For the most complete and latest information about known Junos OS defects, use the

Juniper online Junos Problem Report Search application.

• Resolved Issues: Release 15.1R5 on page 335

• Resolved Issues: Release 15.1R4 on page 338

• Resolved Issues: Release 15.1R3 on page 341

Resolved Issues: Release 15.1R5

• Class of Service (CoS)

• Firewall Filters

• Infrastructure

• MPLS

• Platform and Infrastructure

• Routing Protocols

• Spanning-Tree Protocols

Class of Service (CoS)

• In an ETS configuration, if transmit-rate is configured at queue-level, the guaranteed

rate should be configured at the TCP level. If not, a syslog message is logged about

configuration failure. The configuration is not pushed to the kernel/PFE.On aQFX5100

Virtual Chassis, when amember joins, since the configuration check is already done

on themaster, the configuration is sent to members. Because the guaranteed rate is

configured as 0, the logic to calculate the transmit-rate fails. PR1195498

Firewall Filters

• OnQFX5100 switches, the DSCP actionmodifier of a family inet firewall filter does not

properlymodifyormark theDSCPbitsonpacketsmatching the firewall filter.PR1205072

• On QFX5100 switches, port-range-optimize (both source and destination) might fail

to be programmed into the hardware for an inet output filter. PR1211576

Infrastructure

• On QFX5100 and EX4600 switches, in a rare timing condition, if there was already a

request to gather some info from theQSFPand remove it at the same time, the Packet

Forwarding Engine manager (fxpc) might crash. PR1151295

• On an EX4300 switch in a VCF, if a Layer 3 AE interface is looped back with a Layer 2

port in the same VLAN, then traffic with the same destinationMAC to the AE interface

is dropped (for example, the ping address of the AE interface). PR1157283

• On QFX5100-48T, when issuing show interface extensive or show interfacemedia, the

Local resolution: sectionof theAutonegotiation information section indicates that flow
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control is enabled for both tx and rx even though flow control has been explicitly

configured as disabled and the disabled state is indicated in the top portion of the

output. PR1168511

• On QFX5100 switches, packet loss and framing errors might be observed on

QSFP+40GE-LX4 transceiver. PR1177499

• On EX4300, EX4600, QFX3500, QFX3600, and QFX5100 switches with vlan-rewrite

configured on an AE interface, a VLAN rewrite might fail and result in traffic loss.

PR1186821

• OnQFX5100switches that are runningwithVXLANOpen vSwitchDatabase (OVSDB),

the Packet Forwarding Engine manager (fxpc) might crash and generate a core file

because of heapmemory exhaustion on the kernel. This is a specific issuewithOVSDB

and does not affect multicast VXLAN. PR1187299

• After you add or remove a PEM on a QFX5100 switch, the show chassis environment

pemcommanddoesnotdisplay thecorrectCurrent(A)andPower(A)usage.PR1204850

• If a QFX5100 switch or VCF is configuredwith IGMP snoopingwithout any PIM-related

configuration, a mcsnoopdmemory leak might occur when the device receives PIM

hello packets that need to be forwarded further. When PIM hello packets are arriving

on the device, 12 bytes are allocated for every PIM hello packet, causing an increase in

the memory consumed by themcsnoopd process. PR1209773

MPLS

• On QFX5100 switches or a QFX3500 or QFX3600 Virtual Chassis, IP packet frames

of 1500 bytes might drop when family mpls is configured on a logical interface.

PR1199919

• On QFX5100 switches with MPLS and LDP enabled, for packets with incoming labels

thatmustperformapenultimatehoppopping (PHP)operationon theQFX5100switch,

occasionally the packets are not processed and are dropped. PR1190437

Platform and Infrastructure

• The Packet Forwarding Engine manager daemon (fxpc) might crash on an QFX5100

switch ifmultiple processes attempt to access the Ethernet-switching table/database

at the same time. PR1146937

• On EX4600 or QFX5100 switches or Virtual Chassis or Virtual Chassis Fabric (VCF),

when you reconfigure ormodify the Unified Forwarding Table (UFT) profile, the device

automatically restarts (for the UFT configuration to take effect). When this happens

in a Virtual Chassis or Virtual Chassis Fabric (VCF) environment, the Virtual Chassis or

VCFmight become unstable and fail to recover, and the Virtual Chassis or VCF (all

member devices) must be rebooted to reestablish stable operation. To avoid this

situation, configure the UFT profile when you initially set up the device. After the fix,

for standalone switches and Virtual Chassis with a single member, it works as before.

For aVirtual Chassis orVCFwithmore thanonemember, themember doesnot restart,

and the system generates a syslog message that tells you to restart the system

manually when you change the UFT configuration.PR1152102
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• OnQFX3500 or QFX5100 switches, when parity errors occur on interfaces, theymight

affect the memory management unit (MMU)memories. MMU counters can be

corrupted, the interface buffersmight be stuck, and theremight be interface flaps and

traffic losson theaffectedports. Asaworkaround (restorationonly), reboot the system.

PR1169700

• In a QFX5100 Virtual Chassis, if the master is halted or rebooted with some limited

MAC persistence timer set, then in a specific sequence the IRB MAC does not get

programmed correctly in the BCM. PR1188092

• OnQFX3500, QFX3600, QFX5100, and EX4600 switches, if a routing loop is created,

the TTL of the packet does not reduce to 0 and the packet is not dropped. PR1196354

• On QFX3500, QFX3600, QFX5100, and EX4600 switches, if you disable an IRB

interface, reboot the switch, and then reenable the IRB interface, the IRB interface

might not be reachable. PR1196380

• On a Virtual Chassis Fabric, youmight see an error such as MMU ERR Type: 1B error,

Addr: 0x001052cf, module: 42, which indicates that there was an ECC error in the PFE

MMU counter memory. ECC errors are corrected by the hardware without software

intervention and are corrected only when a packet hits that memory. Reading an

ECC-errored entry always generates an interrupt; however, the error will only be

corrected when the packet hits the memory. Because this is a counter memory, the

counter thread reads this memory continuously, and hence you see continuous error

messages. PR11968162

• On QFX5100 and QFX10002 switches, Rx power lowwarning setmessages might be

loggedcontinuously for channelizationports thatare in theDOWNstatewith snmpwalk

running in the background. PR1204988

• There are basically three arguments—periodic, diagnostic, and tx—for the lcdd_cmd -f

0 -d chassism -c command, and this top-level command requires different numbers

of arguments. If any one of the arguments is missing when the command is executed

on a QFX3500 or QFX3600 switch, chassisd might crash. PR1206328

• On QFX5100 and EX4600 switches, in rare cases, the fxpc process might crash and

restartwithacore file generateduponLPMroute install failure. After the switch restarts,

services are restored. PR1212685
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Routing Protocols

• On QFX5100 switches, the routing protocol process (rpd) fails to respond to any new

CLI routing commands (for example, showmpls lsp terse). The rpd is forking a child

process while processing a show command. When the subprocess tries to exit, it

attempts to close the management socket being used by the show command. This

failuremight cause the rpdsubprocess to crashandgenerateacore file. It also removes

the rpd pid file, which prevents the rpd from processing any new CLI commands even

though the original rpd process continues to run normally. PR1111526

Spanning-Tree Protocols

• On QFX5100 and EX4600 switches, in a scenario where MSTP, RSTP, orVSTP is

configured to prevent a Layer 2 network loop, xSTP convergencemight fail on an

interface that is configured with flexible-vlan-tagging and encapsulation of

extended-vlan-bridge. PR1179167

Resolved Issues: Release 15.1R4

• Class of Service (CoS)

• Interfaces and Chassis

• Layer 2 Features

• Platform and Infrastructure

• Routing Protocols

• Security

• Software-Defined Networks (SDN)

• Virtual Chassis and Virtual Chassis Fabric (VCF)

Class of Service (CoS)

• On QFX5100 and EX4600 switches, ICMP, SSH, and ARP traffic generated by the

switch might be forwarded to queue 7 (network-control); the default behavior is that

the traffic would be forwarded to queue 0 (best-effort). PR1178188

Interfaces and Chassis

• On aQFX5100 Virtual Chassis, if you configure an aggregated Ethernet interface as an

OVSDB interfacewithmultiple subinterfaces thatare configuredunderdifferentVXLAN

domains, removal of the last but one AE subinterface might reset VXLAN settings on

the physical port that are part of the AE interface, resulting in packet drops. PR1150467

• OnQFXSeries andEXSeries switches, if youconfigureVRRPwithanMC-LAGbetween

themaster and backup switches, both VRRPmembers of IRB interfaces might stay in

the master state after a software upgrade. PR1157075

• On QFX5100 switches, if a trunk interface is a VXLAN port, tagged framesmatching

the native VLAN IDmight be sent out with the native VLAN tagged. PR1164850
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• If a QFX5100Virtual Chassis is createdwith aQFX5100-48S in the routing-engine role

and a QFX5100-48T in the linecard role, ports of the QFX5100-48Tmight be shown

as having media type Fiber. PR1166810

• On QFX5100 switches, if you enable aggregated Ethernet links by deleting the disable

command, LACP core files might be generated. PR1173562

Layer 2 Features

• On a QFX5100 switch, if you delete a VLAN and create a new VLANwith a different

VLAN ID but use the sameVNI, and you commit those changeswithin a single commit,

a MAC learning failure might occur on the newly created VLAN. These system logging

messages might be displayed:

• fpc0 BRCM-VIRTUAL,brcm_vxlan_hw_add(),263:Failed to Program vxlan bd(22)

token(0xf) status(-8)

• fpc0BRCM-VIRTUAL,brcm_virtual_bd_add(),626:CannotcreateVirtual-BDforbd(22)

• fpc0 BRCM-VIRTUAL,brcm_virtual_port_add(),101:Port(ge-0/1/2) add came before

bd(22) add

• fpc0LBCM-L2,pfe_bcm_l2_addr_delete_by_vlan(),52:deleteL2entriesassociatedwith

bd 21(65535) failed(-4)

PR1161574

• On QFX5100 and EX4600 switches, every time a MAC address is learned, some

messagesmight beoutput to syslog andbe repeated frequently. The loggedmessages

have no impact on service traffic. PR1171523

Platform and Infrastructure

• On QFX Series mixed Virtual Chassis Fabric (VCF), software rollback with the force

option (request system software rollback force) might not work. PR1028666

• In a Virtual Chassis Fabric (VCF) with three or four spine devices, the spine devices

operating in the linecard role cannot assume theRouting Engine role, including in cases

where the master or backup Routing Engine fails. PR1115323

• In a Virtual Chassis or a Virtual Chassis Fabric (VCF), issuing the clear arp command

might not clear ARP entries. PR1159447

• If DHCP packets with MPLS tags are sent to the CPU on a QFX5100 node acting as a

PHP node, the logical interfaces index on the packet notification might not be set

correctly, and the DHCP packets might be dropped. PR1164675

• OnaQFX5100switchwithan integrated routingandbridging (IRB) interfaceconfigured

as a Layer 3 interface andwith two hosts (Host A andHost B) connected to the switch,

if you deactivate the IP address on Host A and then configure the same IP address on

Host B, the outgoing interface of the IP addressmight not be changed in theARP table.

PR1166400

• Some interfaces might be down after you disable and then reenable autonegotiation

on QFX5100 48T-6Q interfaces that are connected to QFX3500 SFP-T interfaces. As

a workaround, restart the Packet Forwarding Engine. PR1168581
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Routing Protocols

• OnQFX Series switches, when a neighbor device sends a flood of Link Layer Discovery

Protocol (LLDP) traffic bigger than 1000 pps to the QFX, Link Aggregation Control

Protocol (LACP) flaps might be seen on unrelated interfaces. PR1058565

• On QFX5100 and EX4600 switches, if you use the Network Configuration Protocol

(NETCONF) to add or delete firewall filters on an integrated bridging and routing (IRB)

interface, the Packet Forwarding Engine Manager (fxpc) might generate a core file.

PR1155692

• OnQFX5100 and EX4600 switches, when a limit traffic filter is configured with TTL=1

packets accepted on the loopback interface, the host-bound unicast packets with

TTL=1 (for example, OSPF packets) might be dropped. PR1161936

• On aQFX3500 switch, if you configure one interface with PIM and the interface sends

hello packets, and then you change its PIM hello-interval from non-zero to 0, the

interface sends hello packets continuously. PR1166236

• On QFX5100 switches, if you apply a firewall filter on the loopback interface with the

match condition for packets with TTL 0/1 and with policer set as the action, the term

does not catch the packets. PR1166936

Security

• On QFX Series switches, up to four port-mirroring analyzers can be configured, which

can have up to four ingresses and egresses total for all input stanzas. If the count of

ingresses plus egresses is greater than four, the analyzers do not work properly.

PR1168528

Software-Defined Networks (SDN)

• On QFX5100 switches, the openflowd process might generate a core file. PR1142563

Virtual Chassis and Virtual Chassis Fabric (VCF)

• OnQFX5100 Virtual Chassis, if you insert some SFP or SFP+ optics in a port, that port

might go down andmight not read any other optics. As a workaround, reboot the

chassis. PR1144190

• OnQFX5100VirtualChassis,VirtualChassisports (VCPs)mightnotbeauto-configured

if the ports are connected while other ports are being converted. PR1159242

• On an EX4600Virtual Chassis or aQFXSeries Virtual Chassis or Virtual Chassis Fabric

(VCF), if you convert the Virtual Chassis port (VCP) to a network port by issuing the

request virtual-chassis vc-port delete command, broadcast andmulticast trafficmight

bedroppeddue to theport remainingprogrammedasaVCP in thehardware.PR1159461
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Resolved Issues: Release 15.1R3

NOTE: Some resolved issues at Release 15.1R3 apply to bothQFXSeries and
EX Series switches. Those shared issues are listed in this section.

• Authentication and Access Control

• Bridging and Learning

• Class of Service (CoS)

• Dynamic Host Control Protocol

• Firewall Filters

• High Availability (HA) and Resiliency

• Infrastructure

• Interfaces and Chassis

• Layer 2 Features

• MPLS

• Multicast

• Platform and Infrastructure

• Routing Protocols

• Software-Defined Networks (SDN)

• Spanning-Tree Protocols

• Storage and Fibre Channel

• Virtual Chassis and Virtual Chassis Fabric (VCF)
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Authentication and Access Control

• On EX4300, EX4600, EX9200, and QFX5100 switches configured for 802.1X

authentication, if theVLANassigned toanaccessport is changed, then the supplicants

authenticated are disconnected and the users are not able to authenticate anymore.

PR1148486

Bridging and Learning

• On EX4300 and QFX Series switches with PVLAN configured, if secondary VLANs

(isolated VLANs or community VLANs) are configured with vlan-name, after binding

or unbinding the isolated or community VLANs in the primary VLAN, packet lossmight

occur between existing VLANs. PR1144667

Class of Service (CoS)

• On QFX Series switches with Data Center Bridging and Capability Exchange (DCBX)

enabled, when you are configuring a guaranteedminimum rate of transmission for a

CoS traffic control profile, the Layer 2 Control Protocol daemon (l2cpd) might crash

during the initial LACP setup. PR1143216

• On EX4600 and QFX5100 switches, when the Virtual Router Redundancy Protocol

(VRRP)priority ismodified tochange theVRRPmastershipafter cosd restart (or device

restart), packetsmight be droppedon interfaces that have both inet and inet6 families

enabled. PR1105963

• On QFX5100 and EX4600 switches, if you channelize a 40-Gigabit Ethernet QSFP+

interface into four 10-Gigabit Ethernet ports and try to apply the CoS configuration to

one of the specific channels, multicast traffic might get dropped. PR1108103

• On QFX5100 and EX4600 switches, if an interface that is enabled for flow control is

connected to an EXSeries switch (except EX9200), even low-rate traffic (host-bound

traffic) receivedmight cause a MAC pause frame to be sent from the interface to the

peer device, and other transmitting traffic from the interfaces might be affected (for

example, LACP flapping might occur). PR1113937

Dynamic Host Control Protocol

• On EX9200 and QFX5100 switches, when DHCP relay is configured with the DHCP

server and DHCP client in separate routing instances, unicast DHCP reply packets, for

example, DHCPACK in response to a lease renewal request, might be dropped.

PR1079980

• On an EX Series or QFX Series switch configured as a DHCP client, the length of the

DHCP vendor ID is always 60 in DHCP discover packets when the vendor class ID is

configured, although the actual vendor-id name is less than 60. As per RFC 2132, the

code for this option ("Vendor class identifier") is 60, and its minimum length is 1.

PR1123111

Firewall Filters

• On EX4600 andQFX Series switches, if filter-based forwarding (FBF) is configured on

an IRB interface that is also enabled for Virtual Router Redundancy Protocol (VRRP),
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when the host uses the VIP address as the gateway, the switch does not forward

packets fromthathost to thedestination routing instance throughFBF. This is expected

behavior basedon the implementationof family inet filters. Asaworkaround, configure

the hosts to use the physical IP address of the IRB interface rather than the VRRP VIP

address as the gateway. PR1025312

• OnEX4600andQFXSeries switches, youmightnotbeable tocommit theconfiguration

when the arp-typematch condition is configured in a firewall filter. PR1084579

• On QFX5100 switches, in the absence of any match condition in filters used for

filter-based forwarding (FBF) that are applied to IPv4 traffic, IPv6 traffic coming in on

the same interface might get filtered as well. PR1145667

High Availability (HA) and Resiliency

• OnQFX5100switcheswithaminimum interval for aBidirectional ForwardingDetection

(BFD)sessionconfigured to less thanasecond, thepre-ISSUcheckmightbesuccessful

and continue to implement the ISSU, causing the BFD session to flap. The expected

behavior is that the pre-ISSU check for the BFD session fails and ISSU is aborted.

PR1132797

Infrastructure

• On a QFX3500 switch with nonstop active routing (NSR) enabled, deleting a

routing-instance or logical-system configuration might cause a soft assert of the rpd

process. If NSR is not enabled, after you delete a routing-instance or logical-system

configuration, executing the restart routing commandmight trigger this issue, too. This

issue has no functional impact. PR1102767

Interfaces and Chassis

• On a QFX5100 Virtual Chassis, the MAC address is not learned on an aggregated

Ethernet (AE) interface configured as a VXLAN Layer 2 port and with the interface

mode configured as access. The issue is observed only with AE interfaces that span

multiple Virtual Chassis members and when themember node is rebooted or power

cycled. PR1112790

• On QFX5100 switches, a child member might drop the incoming Link Aggregation

Control Protocol (LACP) frames when this child member is moved from an

access-mode VXLAN LAG interface to a trunk-mode VXLAN LAG interface. PR1153042

• On QFX5100 and EX4600 switches, the Gigabit Ethernet (ge) interface might stop

forwarding trafficwhen you hot-swap a transceiver fromSFP-SX to SFP-T.PR1144485

Layer 2 Features

• On QFX5100 and EX4600 switches running under Junos OS Release 14.1X53-D10 or

later, whenDHCPv6 solicitation packets go through the devicewithQ-in-Q configured,

the packets might be dropped by peers because the S-tag has not been added.

PR1103793

• On EX4300, EX4600, and QFX Series switches, if a trunk port is deleted and then

reconfigured as an access port in the same commit, the Layer 2 address learning

daemon (l2ald) might generate a core file. PR1105255
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• On EX4600 and QFX5100 switches, the VLAN Spanning Tree Protocol (VSTP) bridge

protocol data units (BPDUs)might be reinjected to the Packet Forwarding Engine and

not be sent out of an interface when the interface has been added to the VSTP

configuration and is configured with flexible-vlan-tagging. PR1117540

• OnQFX5100switches, if youconfigureaPVLAN inter-switch linkonanexistingworking

trunk port, normal VLAN traffic might break. PR1118728

• OnEX4300,EX4600,andQFXSeriesswitches, traffic receivedonthebackup redundant

trunk group (RTG) link might get forwarded to other interfaces following an RTG link

failover. PR1119654

• If you reboot one FPC in a two-member Virtual Chassis, the traffic might not exit from

the FPC after the FPC comes back online and rejoins the Virtual Chassis, and local

registersmight be incorrectly cleared if theport number is the sameonboth themaster

and backup. PR1124162

• On a QFX5100 Virtual Chassis, traffic might not pass the inter-member when the

firewall filter is applied to the ingress interfaceusing the interface vlanoption.PR1138714

• On QFX5100 and EX4600 switches, after you delete one logical interface from one

VLAN that is configured with multiple logical interfaces, the MAC address for other

logical interfaces might not be learned again. PR1149396

MPLS

• On QFX5100 switches, a ping from the customer edge (CE) to the provider edge (PE)

(last-hop router [LHR]) lo0 interface does not go through with explicit-null (RSVP).

PR1145437

Multicast

• On EX4600 and QFX Series switches, IGMP snooping might not be enabled after you

reboot the switch. Youmight see the same issue after you run a nonstop software

upgrade (NSSU) on the switch. PR1082453

Platform and Infrastructure

• Setting link speed to 100Mbps does not work in the following situations:

• When network interfaces are used on an EX4600

• When an EX4600-EM-8F expansion module is installed in a QFX5100-24Q switch

or EX4600 switch

PR1032557

• OnEXSeries andQFXSeries switches, issuing the show interfacesextensive command

or polling SNMPOID ifOutDiscards provides a drop count of zero. PR1071379

• On QFX5100 switches, the wrong source IP address is being used when the switch

initiates traffic and em0 is configuredwith a 192.168.1.x/16 subnet and after the switch

has been upgraded with the force-host option. PR1071517
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• OnEX4600 andQFXSeries switches, MAC addresses on one VLANmight be installed

in the hardwarebut bemissing from theEthernet-switching table if the following steps

were taken and if A + B >= 4096:

1. Configured vlan-id-list for a VLAN range "A" with a commit.

2. Deleted the VLAN range "A" and re-added the VLAN range "B" in the same commit.

PR1074919

• On QFX3500 switches, if you remove 1-Gigabit Ethernet SFP transceivers from ports

0-5/42-47 and then insert 10-Gigabit Ethernet SFP+ transceivers in the same ports,

the 10GE SFP+ transceivers might not be detected. PR1085634

• On QFX5100 switches, adding or removing virtual routing and forwarding (VRF)

instances that havemany logical interfaces in the link aggregation group (LAG)might

cause Link Aggregation Control Protocol (LACP) flapping. PR1087615

• On EX4600 and QFX5100 switches, when Spanning Tree Protocol (STP) is enabled

on an S-VLAN, that S-VLAN's STP bridge data protocol unit (BPDU) packets might

be dropped by the S-VLAN interface if the S-VLAN interface is an aggregated Ethernet

(AE) interface. PR1089331

• On a QFX Series Virtual Chassis Fabric (VCF), rebooting a leaf nodemight change the

size of the VCF, resulting in a flood loop of the unicast or multicast traffic. To fix the

issue, use the new configuration statement fabric-tree-root. PR1093988

• On EX4600 and QFX5100 switches, when flow control is configured on an interface,

and pause frames are sent to this interface, the interface might go down. PR1098055

• On EX4600 and QFX5100 switches with Q-in-Q, if the native VLAN is configured on a

Q-in-Q interface connected to a customer edge (CE), the packets going out with the

native VLAN ID (customer-VLAN) are still tagged. PR1105247

• On a QFX Series Virtual Chassis Fabric (VCF) or Virtual Chassis with graceful Routing

Engine switchover (GRES) enabled, the backup Routing Engine might continuously

reboot after you configure forward-and-send-to-re or forward-only under the [edit

interface interface-name unit unit-number family inet targeted-broadcast] hierarchy.

PR1106151

• On a QFX5100 VCF in auto-provisionedmode, when adding a new leaf device to the

VCF, you should zeroize the device and reboot by using the request system zeroize

command if the new leaf device has been configured with any command. The issue

(interface still up) might be observed at the time of the reboot until the Packet

Forwarding Engine reinitializes the interfaces. PR1106194

• On EX4300 and QFX Series switches, the analytics daemon (analyticsd) runs on

devices even if there is no analytics configuration,whichmight cause system instability

because of the high number of files opened by analyticd. PR1111613

• On QFX5100 Virtual Chassis, multiple PFEMAN disconnects and reconnects between

themaster and backupwithin a short period of time can cause the backup to generate

core files. PR1123379

• OnEX4300, EX4600, EX9200, andQFXSeries switches, the lldp-med-bypass feature

does not work. PR1124537
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• OnQFX3500 and QFX5100 switches, if you commit an et inet interface with an MPLS

configuration and the no-redirects statement, the operation might cause no protocol

ARP for the specific logical interface in the Packet Forwarding Engine, and traffic is not

sent out. PR1138310

• OnQFX Series and EX4600 switches, if an aggregated Ethernet (AE) interface is used

as an ECMP next hop (load balance), traffic is not hashed evenly to all member

interfaces correctly. PR1141571

• On EX4200, EX4300, EX4550, EX4600, and QFX5100 switches with Media Access

Control Security (MACsec) enabled on an AE subinterface, MACsecmight not work

because the MACsec Key Agreement (MKA) session is not established with a peer

after flexible-vlan-tagging is configured on the AE interface. PR1133528

• On QFX5100 switches, if you delete an autonegotiate configuration on a 10-gigabit

interface (xe), the interface goes downas expected because the autonegotiate setting

is not matching with that on the peer interface. However, the interfacemight come up

after the reboot even though autonegotiate is still disabled. PR1144718

• OnEXSeriesandQFXSeries switches, if interface-mac-limit is configuredonan interface

range, the commit might fail. PR1154699

Routing Protocols

• OnaQFXVCF, if the switchworksaspart of a target subnet,while receiving the targeted

broadcast traffic, the packets might be forwarded to the destination with the switch's

MAC address as the destination MAC address, where it should be converted into a

Layer 2 broadcast frame with destination MAC address FFFF.FFFF.FFFF. PR1114717

• On QFX5100 switches, youmight see the soc_mem_read: invalid index -1 for memory

EGR_L3_INTF log message. You can ignore the message; there is no functional impact

on the switch. PR1126035
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Software-Defined Networks (SDN)

• In anOpenFlowscenariowithQFX5100orEX9200as thevirtual switch, theopenflowd

process might crash after you issue the show openflow statistics tables command.

PR1131697

Spanning-Tree Protocols

• On QFX5100 switches, when an STP configuration is initially applied to an interface

and the interface is down at that moment, executing show or clear spanning-tree

statistic interfacemight cause the Layer 2 control protocol process (l2cpd) to crash.

PR1152396

Storage and Fibre Channel

• On EX4500 and QFX Series switches with Data Center Bridging Capability Exchange

(DCBX) enabled, when the DCBX neighbor is up and then receives a normal Link Layer

Discovery Protocol (LLDP)packet (withoutDCBXTLVs) on the sameport as theDCBX

packets, the device might ignore the DCBX packets, causing session timeouts and a

reset of the priority-based flow control (PFC) settings. PR1095265

Virtual Chassis and Virtual Chassis Fabric (VCF)

• On a Virtual Chassis Fabric (VCF), a small amount of Layer 3 unicast packet loss (for

example, 0.2 - 0.3 sec) might be seen when a leaf node that is not in the traffic path

is rebooted. PR976080

• On a QFX Series Virtual Chassis Fabric (VCF), rebooting a leaf nodemight change the

size of the VCF, resulting in a flood loop of the unicast or multicast traffic. To fix the

issue, use the new configuration statement fabric-tree-root. PR1093988

Related
Documentation

New and Changed Features on page 325•

• Changes in Behavior and Syntax on page 328

• Known Behavior on page 329

• Known Issues on page 332

• Resolved Issues on page 335

• Documentation Updates on page 347

• Migration, Upgrade, and Downgrade Instructions on page 348

• Product Compatibility on page 352

Documentation Updates

There are no errata or changes in Junos OS Release 15.1R5 for the QFX Series switches

documentation.

Related
Documentation

New and Changed Features on page 325•

• Changes in Behavior and Syntax on page 328
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• Known Behavior on page 329

• Known Issues on page 332

• Resolved Issues on page 335

• Migration, Upgrade, and Downgrade Instructions on page 348

• Product Compatibility on page 352

Migration, Upgrade, and Downgrade Instructions

This sectioncontains theprocedure toupgrade JunosOS,and theupgradeanddowngrade

policies for Junos OS. Upgrading or downgrading Junos OS can take several hours,

depending on the size and configuration of the network.

• Upgrading Software on QFX3500, QFX3600, and QFX5100 Standalone

Switches on page 348

• Performingan In-ServiceSoftwareUpgrade(ISSU)ontheQFX5100Switchonpage349

UpgradingSoftwareonQFX3500,QFX3600,andQFX5100StandaloneSwitches

When upgrading or downgrading Junos OS, always use the jinstall package. Use other

packages (such as the jbundle package) only when so instructed by a Juniper Networks

support representative. For information about the contents of the jinstall package and

details of the installation process, see the Junos OS Installation and Upgrade Guide and

Junos OS Basics in the QFX Series documentation.

If you are not familiar with the download and installation process, follow these steps:

1. In a browser, go to http://www.juniper.net/support/downloads/junos.html .

The Junos Platforms Download Software page appears.

2. In the QFX Series section of the Junos Platforms Download Software page, select the

QFX Series platform for which you want to download the software.

3. Select 15.1 in the Release pull-down list to the right of the Software tab on the

Download Software page.

4. In the Install Packagesectionof theSoftware tab, select theQFXSeries Install Package

for the 15.1 release.

An Alert box appears.

5. In the Alert box, click the link to the PSN document for details about the software,

and click the link to download it.

A login screen appears.

6. Log in to the Juniper Networks authentication system using the username (generally

your e-mail address) and password supplied by Juniper Networks representatives.

7. Download the software to a local host.
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8. Copy the software to the device or to your internal software distribution site.

9. Install the new jinstall package on the device.

NOTE: We recommend that you upgrade all software packages out of
band using the console, because in-band connections are lost during the
upgrade process.

Customers in the United States and Canada use the following command:

user@host> request systemsoftware add source/jinstall-qfx-5-15.1-R3-domestic-signed.tgz
reboot

Replace sourcewith one of the following values:

• /pathname—For a software package that is installed from a local directory on the

switch.

• For software packages that are downloaded and installed from a remote location:

• ftp://hostname/pathname

• http://hostname/pathname

• scp://hostname/pathname (available only for Canada and U.S. version)

Adding the reboot command reboots the switch after the upgrade is installed. When

the reboot is complete, the switch displays the login prompt. The loading process can

take 5 to 10minutes.

Rebooting occurs only if the upgrade is successful.

NOTE: After you install a JunosOSRelease 15.1 jinstallpackage, youcan issue

the request system software rollback command to return to the previously

installed software.

Performing an In-Service Software Upgrade (ISSU) on the QFX5100 Switch

You can use ISSU to upgrade the software running on the switch with minimal traffic

disruption during the upgrade.

NOTE: ISSU is supported in Junos OS Release 13.2X51-D15 and later.

Before you begin software installation using ISSU:

• Ensure thatnonstopactive routing (NSR), nonstopbridging (NSB), andgracefulRouting

Engine switchover (GRES) are enabled. NSB and GRES enable NSB-supported Layer

2 protocols to synchronize protocol information between themaster and backup

Routing Engines.

To verify that nonstop active routing is enabled:
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NOTE: If nonstop active routing is enabled, then graceful Routing Engine
switchover is enabled.

user@switch> show task replication
        Stateful Replication: Enabled
        RE mode: Master

If nonstopactive routing isnotenabled (StatefulReplication isDisabled), seeConfiguring

Nonstop Active Routing on Switches for information about how to enable it.

• Enable nonstop bridging (NSB). See Configuring Nonstop Bridging on Switches (CLI

Procedure) for information on how to enable it.

• (Optional) Back up the system software—Junos OS, the active configuration, and log

files—on the switch to an external storage device with the request system snapshot

command.

To upgrade the switch using ISSU:

1. Download the software package by following the procedure in the Downloading

Software Files with a Browser section in Upgrading Software.

2. Copy the software package or packages to the switch. We recommend that you copy

the file to the /var/tmp directory.

3. Log in to the console connection. Using a console connection allows you to monitor

the progress of the upgrade.

4. Start the ISSU:

• On the switch, enter:

user@switch> request system software in-service-upgrade
/var/tmp/package-name.tgz

where package-name.tgz is, for example, jinstall-132_x51_vjunos.domestic.tgz.

NOTE: During the upgrade, you cannot access the Junos OS CLI.

Theswitchdisplays statusmessages similar to the followingmessagesas theupgrade

executes:

warning: Do NOT use /user during ISSU. Changes to /user during ISSU may get 
lost!
ISSU: Validating Image
ISSU: Preparing Backup RE
Prepare for ISSU
ISSU: Backup RE Prepare Done
Extracting jinstall-qfx-5-13.2X51-D15.4-domestic ...
Install jinstall-qfx-5-13.2X51-D15.4-domestic completed
Spawning the backup RE
Spawn backup RE, index 0 successful
GRES in progress
GRES done in 0 seconds
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Waiting for backup RE switchover ready
GRES operational
Copying home directories
Copying home directories successful
Initiating Chassis In-Service-Upgrade
Chassis ISSU Started
ISSU: Preparing Daemons
ISSU: Daemons Ready for ISSU
ISSU: Starting Upgrade for FRUs
ISSU: FPC Warm Booting
ISSU: FPC Warm Booted
ISSU: Preparing for Switchover
ISSU: Ready for Switchover
Checking In-Service-Upgrade status
  Item           Status                  Reason
  FPC 0          Online (ISSU)        
Send ISSU done to chassisd on backup RE
Chassis ISSU Completed
ISSU: IDLE
Initiate em0 device handoff

NOTE: An ISSUmight stop, instead of abort, if the FPC is at the warm
boot stage.Also, any links that godownandupwill notbedetectedduring
a warm boot of the Packet Forwarding Engine (PFE).

NOTE: If the ISSU process stops, you can look at the log files to diagnose
the problem. The log files are located at /var/log/vjunos-log.tgz.

5. Log in after the reboot of the switch completes. To verify that the software has been

upgraded, enter the following command:

user@switch> show version

6. To ensure that the resilient dual-root partitions feature operates correctly, copy the

new Junos OS image into the alternate root partitions of all of the switches:

user@switch> request system snapshot slice alternate

Resilient dual-rootpartitionsallow the switch toboot transparently fromthealternate

root partition if the system fails to boot from the primary root partition.

Related
Documentation

New and Changed Features on page 325•

• Changes in Behavior and Syntax on page 328

• Known Behavior on page 329

• Known Issues on page 332

• Resolved Issues on page 335

• Documentation Updates on page 347

• Product Compatibility on page 352
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Product Compatibility

• Hardware Compatibility on page 352

Hardware Compatibility

To obtain information about the components that are supported on the devices and the

special compatibility guidelineswith the release, see theHardwareGuide for theproduct.

To determine the features supported on QFX Series switches in this release, use the

Juniper Networks Feature Explorer, a Web-based application that helps you to explore

andcompare JunosOSfeature information to find the right software releaseandhardware

platform for your network. Find Feature Explorer at:

http://pathfinder.juniper.net/feature-explorer/

Related
Documentation

New and Changed Features on page 325•

• Changes in Behavior and Syntax on page 328

• Known Behavior on page 329

• Known Issues on page 332

• Resolved Issues on page 335

• Documentation Updates on page 347

• Migration, Upgrade, and Downgrade Instructions on page 348
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Third-Party Components

This product includes third-party components. To obtain a complete list of third-party

components, seeOverview for Routing Devices.

For a list of open source attributes for this Junos OS release, seeOpen Source: Source

Files and Attributions.

Compliance Advisor

For regulatory compliance information about Common Criteria, FIPS, Homologation,

ROHS2, and USGv6 for Juniper Networks products, see the Compliance Advisorweb

application.

FindingMore Information

For the latest, most complete information about known and resolved issues with Junos

OS, see the Juniper Networks Problem Report Search application at:

http://prsearch.juniper.net .

Juniper Networks Feature Explorer is aWeb-based application that helps you to explore

and compare Junos OS feature information to find the correct software release and

hardware platform for your network. Find Feature Explorer at:

http://pathfinder.juniper.net/feature-explorer/.

Juniper Networks Content Explorer is aWeb-based application that helps you explore

Juniper Networks technical documentation by product, task, and software release, and

download documentation in PDF format. Find Content Explorer at:

http://www.juniper.net/techpubs/content-applications/content-explorer/.

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can

improve the documentation. You can provide feedback by using either of the following

methods:

• Online feedback rating system—On any page at the Juniper Networks Technical

Documentation site at http://www.juniper.net/techpubs/index.html, simply click the

stars to rate the content, anduse thepop-up form toprovideuswith informationabout

your experience. Alternately, you can use the online feedback form at

http://www.juniper.net/techpubs/feedback/.

• E-mail—Sendyourcommentsto techpubs-comments@juniper.net. Includethedocument

or topic name, URL or page number, and software version (if applicable).
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Requesting Technical Support

Technical product support is available through the JuniperNetworksTechnicalAssistance

Center (JTAC). If you are a customer with an active J-Care or JNASC support contract,

or are covered under warranty, and need post sales technical support, you can access

our tools and resources online or open a case with JTAC.

• JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

• Product warranties—For product warranty information, visit

http://www.juniper.net/support/warranty/.

• JTAC Hours of Operation —The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online

self-service portal called the Customer Support Center (CSC) that provides youwith the

following features:

• Find CSC offerings: http://www.juniper.net/customers/support/

• Search for known bugs: http://www2.juniper.net/kb/

• Find product documentation: http://www.juniper.net/techpubs/

• Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

• Download the latest versions of software and review release notes:

http://www.juniper.net/customers/csc/software/

• Search technical bulletins for relevant hardware and software notifications:

http://kb.juniper.net/InfoCenter/

• Join and participate in the Juniper Networks Community Forum:

http://www.juniper.net/company/communities/

• Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

Toverify serviceentitlementbyproduct serial number, useourSerialNumberEntitlement

(SNE) tool located at https://tools.juniper.net/SerialNumberEntitlementSearch/.

Opening a Casewith JTAC

You can open a case with JTAC on theWeb or by telephone.

• Use the Case Management tool in the CSC at http://www.juniper.net/cm/.

• Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, visit us at

http://www.juniper.net/support/requesting-support.html.
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If you are reporting a hardware or software problem, issue the following command from

the CLI before contacting support:

user@host> request support information | save filename

To provide a core file to Juniper Networks for analysis, compress the file with the gzip

utility, rename the file to include your company name, and copy it to

ftp.juniper.net/pub/incoming. Then send the filename, along with software version

information (the output of the show version command) and the configuration, to

support@juniper.net. For documentation issues, fill out the bug report form located at

https://www.juniper.net/cgi-bin/docbugreport/.
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