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ABOUT THIS BOOK

This book, the MVS/XA Conversion Notebook, Volume 1 contains very little new
information. Rather, it focuses on the history of those changes to MVS/XA that
occurred with each level of MVS/SP Version 2 Release 1 that are still relevant for
users of MVS/SP Version 2 Release 2.

Installations currently running the last level of Release 1, MVS/SP Version 2
Release 1.7, only need to read the passages marked by change bars in the left
margin. Installations currently running an early level of MVS or MVS/XA and
planning to convert to MVS/SP Version 2 Release 2 must read the passages that
are new to them.

The companion to this book, the MVS/XA Conversion Notebook, Volume 2
(GC28-1411), describes the updates and enhancements that are new with Release
2. All installations planning to convert to MVS/SP Version 2 Release 2,
regardless of which release they are currently running, must read Volume 2.

Even though this book contains little new technical information, it differs from
previous editions of the MVS/XA Conversion Notebook. Information that no
longer applies because of Release 2 updates and enhancements has been deleted.
For example, because Releases 2 replaces the IOGEN process with a new
procedure for defining I/O devices, the history of changes to IOGEN has been
removed from this book. On the other hand, the information about extended
storage, included as of Release 2.1.3, remains in the book because it still applies.
This information is for installations that are converting from a pre-Release 2.1.3
level of MVS who have not yet learned about extended storage.

Installations that are not converting to a level of MVS/SP Version 2 Release 2,
but to an earlier level of MVS/XA, need a previous edition of the MV'S/ XA
Conversion Notebook.

Use the following chart to determine which book you need.

Level of the target
Base Control Program Appropriate Conversion Publications
MVS/SP Version 2 MVS/XA Conversion Notebook GC28-1143-3
Release 1.3 (orderable as GT00-1785)
MYVS/SP Version 2 MVS|XA Conversion Notebook GC28-1143-5
Release 1.7 (orderable as GT00-2111)
MYVS/SP Version 2 MVS|XA Conversion Notebook, Volume 1 GC28-1143-6
Release 2.0 and ' . :

. MVS|/XA Conversion Notebook, Volume 2 GC28-1411
MYVS/SP Version 2 MVS|XA Conversion Notebook, Volume 1 GC28-1143-6
Release 2.1 and

MVS/XA Conversion Notebook, Volume 2 GC28-1411
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Preface

This book is intended for experienced system programmers responsible for
converting to any level of MVS/SP Version 2 Release 2 from:

o OS/VS2 MVS Release 3.8 system with at least one of the following installed:

— For JES2 users, MVS/SP Version 1 Release 3.0 or a later release
— For JES3 users, MVS/SP Version 1 Release 3.1 or a later release

Although it is possible to convert other releases of MVS/370 to MVS/XA, this
book does not describe how to do so.

e Earlier releases of MVS/XA that include:

— MVS/SP Version 2 Releases 1.0 through 1.7 and
— MVS/XA Data Facility Product (MVS/XA DFP) Version 1 or 2

If you are converting from MVS/370, all of this book applies to you. If you are
converting from an early release of MVS/XA, read the portions that are new to
you. If you are converting from MVS/SP Version 2 Release 1.7, read the
Summary of Amendments and the passages marked by a vertical line in the left
margin. Such lines indicate areas that have been updated since the last edition of
the book.

Regardless of the release from which you are converting, you also need to read
the MV S/XA Conversion Notebook, Volume 2. This second volume describes the
enhancements and updates included in MVS/SP Version 2 Release 2, your target
system.

Readers are expected to have an in-depth knowledge of MVS/370, the
configuration and procedures of the current installation, and the configuration of
the target installation. You also need to be familiar with the MVS/XA overview
information in the Licensed Programming Announcement letters and General
Information Manuals for MVS/SP Version 2 and MVS/XA DFP Version 2.
Reading the MVS/XA Overview is also helpful.
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Required Program Products

This book contains conversion information related to the program products
required for MVS/XA:

MVS/System Product - JES2 (MVS/SP) Version 2 (5740-XC6)
MYVS/System Product - JES3 (MVS/SP) Version 2 (5665-291)

MVS/XA Data Facility Product (MVS/XA DFP) Version 2 (5665-XA2)
Assembler H Version 2 (5668-962)

Naming Conventions

vi

Frequently, the book refers to different levels of MVS/SP Version 2 Release 1 and
MVS/XA DFP by the MVS/SP version/release/level number only. Figure 1-1 on
page vii explains these references.

MVSXA Conversion Notebook, Volume 1
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Reference Meaning

Release 2.1.0 MVS/SP Version 2 Release 1.0 and
MVS/XA DFP Version 1 Release 1.0

Release 2.1.1 MYVS/SP Version 2 Release 1.1 and
MVS/XA DFP Version 1 Release 1.1

Release 2.1.2 MVS/SP Version 2 Release 1.2 and

MVS/XA DFP Version 1 Release 1.2 or
MVS/XA DFP Version 2 Release 1.0 or
MVS/XA DFP Version 2 Release 2.0

Release 2.1.3 MVS/SP Version 2 Release 1.3 and

MVS/XA DFP Version 1 Release 1.2 or
MVS/XA DFP Version 2 Release 1.0 or
MVS/XA DFP Version 2 Release 2.0

Release 2.1.3VFE MVS/SP Version 2 Release 1.3VFE and

MYVS/XA DFP Version 1 Release 1.2 or
MYVS/XA DFP Version 2 Release 1.0 or
MYVS/XA DFP Version 2 Release 2.0

Release 2.1.3AE MVS/SP Version 2 Release 1.3AE and
MVS/XA DFP Version 2 Release 1.0 or
MVS/XA DFP Version 2 Release 2.0

Release 2.1.5 MYVS/SP Version 2 Release 1.5 and

MVS/XA DFP Version 1 Release 1.2 or
MVS/XA DFP Version 2 Release 1.0 or
MVS/XA DFP Version 2 Release 2.0

Release 2.1.7 MYVS/SP Version 2 Release 1.7 and

MVS/XA DFP Version 1 Release 1.2 or
MVS/XA DFP Version 2 Release 1.0 or
MVS/XA DFP Version 2 Release 2.0

Figure 1-1. References to MVS/SP Version 2 and MVS/XA DFP Version 1 and 2
Releases

Additionally, this book uses the term MVS/XA interchangeably with MVS/SP
Version 2. It uses the term MVS/370 to refer to OS/VS2 MVS Release 3.8 or any
level of MVS/SP Version 1. In discussions that pertain to all levels of a release the
book uses an x in place of a level number. Thus, Release 2.1.x refers to any level
of MVS/SP Version 2 Release 1; for example, Release 2.1.7 or Release 2.1.3.
Release 2.2.x refers to any level of MVS/SP Version 2 Release 2 such as Release
2.2.0.

How this Book is Organized

The information in this book is organized as follows:

“Chapter 1: Introduction” summarizes the work required to convert to
MVS/XA and lists conversion tasks you can do on your MVS/370 system
before receiving MVS/XA.

“Chapter 2: Installation and Initialization” includes information related to

installing and initializing an MVS/XA system and generating the stand-alone
dump program.
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“Chapter 3: Programming Considerations” describes changes that might
affect user-written code, including changes to assembler language instructions
and macros. It also describes new function available to programmers.

“Chapter 4: Operating Considerations” describes new and changed
commands and operational procedures.

“Chapter 5: System Modifications™ describes new and changed user exits and
ways of tailoring the system.

“Chapter 6: Problem Determination” describes new and changed ways of
tailoring and suppressing dumps, new and changed dump formats, trace
facilities, and debugging considerations.

“Chapter 7: Accounting” describes changes that might affect your accounting
procedures.

“Chapter 8: Measurement and Tuning” describes changes related to
performance.

“Chapter 9: Coexistence Considerations” contains considerations for running
both MVS/370 and MVS/XA in a single installation.

“Appendix A: Parameter Changes in Incompatible Macros” describes
differences between the MVS/370 and MVS/XA parameters lists that
downwardly incompatible macros pass to their service routines.

“Appendix B: Control Block Updates” lists control blocks that are new,
updated, or deleted or that can reside anywhere in virtual storage (above or
below 16 megabytes).

This MVS/XA Conversion Notebook, Volume I does not describe:

How to install the program products. The Program Directory shipped with
the product describes the installation procedure.

JES conversion information. The MVS/XA Conversion Notebook, Volume 2,
however, contains charts that list which JES releases run with which releases
of MVS/SP Version 2 Release 2.

How to write programs that execute in 31-bit addressing mode. SPL: 31-bit
Addressing contains that information. This MVS/XA Conversion Notebook,
Volume 1 does, however, describe Release 2.1.x system changes that take
advantage of or support 31-bit addressing and the impact the changes have on
user-written programs. For example, this volume of the MVS/XA Conversion
Notebook lists control blocks that have been moved to the extended area of
virtual storage in the various levels of MVS/SP Version 2 Release 1 and gives
an example of how you can change programs to access them.

vill MVSXA Conversion Notebook, Volume 1




The phrase ‘published external interfaces’ refers to interfaces documented in the
following publications:

( :

OS/VS2 MVS JCL, GC28-0692
OS/VS2 Supervisor Services and Macro Instructions, GC28-1114
0S/VS2 TSO Command Language Reference, GC28-0646

OS/VS2 Guide to Writing a Command Processor or Terminal Monitor
Program, GC28-0648

OS/VS2 Data Management Macro Instructions, GC26-3873
OS/VS2 Access Method Services, GC26-3841

OS/VS2 Virtual Storage Access Method (VSAM) Programmer’s Guide,
GC26-3838

OS|VS2 MVS Data Management Service Guide, GC26-3875

OS/VS2 System Programming Library: Data Management, GC26-3830
MVS/370 Data Administration: Macro Instruction Reference, GC26-4057

MVS/370 Integrated Catalog Administration: Access Method Services
Reference, GC26-4051

MVS[370 VSAM Catalog Administration: Access Method Services Reference,
GC26-4059

MVS/[370 VSAM Administration Guide, GC26-4066
MVS|XA Data Administration Guide, GC26-4140
MVS|XA System-Data Administration, GC26-4150

MVS|/XA Data Administration: Macro Instruction Reference, Version 1
GC26-4014

MVS/XA Data Administration: Macro Instruction Reference, Version 2
GC26-4141

MVS/XA VSAM Administration Guide, Version 1 GC26-4015
MVS/XA VSAM Administration Guide, Version 2 GC26-4151

MVS|XA Integrated Catalog Administration: Access Method Services
Reference, Version 1 GC26-4019

MVS/XA Integrated Catalog Administration: Access Method Services
Reference, Version 2 GC26-4135

MVS|XA VSAM Catalog Administration: Access Method Services Reference,
Version 1 GC26-4075
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o MVS/XA VSAM Catalog Administration: Access Method Services Reference,
Version 2 GC26-4136

o MVS/XA VSAM Administration: Macro Instruction Reference, Version 1 °
GC26-4016

o MVS/XA VSAM Administration: Macro Instruction Reference, Version 2
GC26-4152

Submitting Conversion Hints

Related Publications

This book will be updated as more information becomes available. You can
submit conversion hints for possible publication in this book. Use the reader’s
comment form or the conversion notebook input form at the back of this book or
send your information to:

IBM Corporation

Publications Department

Department D58

PO Box 390

Poughkeepsie, New York 12602

ATTN: MVS/Extended Architecture Conversion Notebook

It is understood that IBM and its affiliated companies shall have the nonexclusive
right, in their discretion, to use, copy, and distribute all submitted information or
material, in any form, for any and all purposes, without any obligation to the
submitter.

When submitting conversion nints, please indicate from what system you are
converting, the program products installed on it, and the program products being
installed on the MVS/XA system.

The MVS/XA Conversion Notebook, Volume 1 highlights differences in MVS/XA
to help you identify changes you need to make to existing procedures, programs,
and system modifications. You will, however, need other books in the MVS/XA
library to make any required changes to your procedures and programs. The
following table lists all the books referred to in the MV S/ XA Conversion
Notebook, Volume 1. The table shows the topic used in the reference, the
corresponding full title, and the order number of the book. For a complete list of
the publications that support MVS/XA, see the general information manuals.
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Topic Title Order Neo.
commands MVS|Extended Architecture

Operations: System Commands GC28-1206
conversion, MVS|Extended Architecture
JES3 JES3 Conversion Notebook SC28-1501
data MVS|Extended Architecture
management System Programming Library:

Data Management GC26-4010
devices Device Support Facilities

User’s Guide and Reference GC35-0033
DFP MVS|Extended Architecture
version 1 Data Facility Product Version 1:

Planning Guide GC26-4040
DFP MVS/Extended Architecture
version 2 Data Facility Product Version 2:

Planning Guide GC26-4147
diagnosis MVS|Extended Architecture

Diagnostic Techniques LY28-1199
GIM for MVS/System Product Version 2
the BCP General Information Manual GC28-1118
GIM for Data Facility Data Set Services:
DFDSS General Information GC26-1423
GIM for MYV S|Extended Architecture
DFP Version 1 Data Facility Product Version 1:

General Information GC26-4007
GIM for MVS|Extended Architecture
DFP Version 2 Data Facility Product Version 2:

General Information GC26-4142
GIM for Resource Measurement Facility
RMF General Information Manual GC28-1115
GIM for TSO Extensions (TSO[E)
TSO/E General Information GC28-1061
initialization and MYVS|Extended Architecture ‘
tuning System Programming Library:

Initialization and Tuning GC28-1149
instruction set, IBM System/370 Extended
System/370 Architecture Principles of

Operation SA22-7085
IOCP for Input|Output Configuration
the 308x Program User’s Guide and

Reference (IBM 3081, 3083, 3084,

9081, 9083 Processor Complexes) GC28-1027
IOCP for Input|Output Configuration Program
the 3090 User’s Guide and Reference

(IBM 3090 Processor Complex) SC38-0038
10CP for 4381 Processor Input[Output
the 4381 Configuration Program User’s

Guide and Reference GC24-3964
IPCS MV S|Extended Architecture

Interactive Problem Control

System User’s Guide and Reference GC28-1297
JES2 MV S[Extended Architecture

System Programming Library:

JES? Initialization and Tuning SC23-0065
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Topic

Title

Order No.

JES2
(MVS/370)

System Programming Library:
JES2 User Modifications
and Macros

LC23-0067

JES2

MVS/Extended Architecture
System Programming Library:
JES2 User Modification and Macros

LC23-0069

JES3

MVS|Extended Architecture
System Programming Library:
JES3 Initialization and Tuning

SC23-0059

JES3

MV S|Extended Architecture
System Programming Library:
JES3 User Modification and Macros

LC28-1372

linkage editor and
loader

MV S|Extended Architecture
Linkage Editor and Loader
User's Guide, Version 1

GC26-4011

macros

MVS|Extended Architecture
Supervisor Services and Macro
Instructions

GC28-1154

macros

MVS|/Extended Architecture
System Programming Library:
System Macros and Facilities
Volumes 1 and 2

GC28-1150
GC28-1151

messages

MVS|Extended Architecture
System Message Library:
System Messages Vol. 1

GC28-1376

messages

MYVS|Extended Architecture
System Message Library:
System Messages Vol. 2

GC28-1377

MSS

OS/VS Mass Storage Subsystem
(MSS) Installation Planning
and Table Create

GC35-0028

MVSCP

MVS|Extended Architecture:
MVS Configuration Program Guide
Guide and Reference

GC28-1335

MVS/XA overview

MYVS|Extended Architecture Overview

GC28-1348

operations

IBM 3081 Operator’s Guide
for the System Console

GC38-0034

operations

IBM 3083 Operator’s Guide
for the System Console

GC38-0036

operations

IBM 3084 Operator’s Guide
for the System Console

GC38-0037

operations

IBM 4381 Processor
Operations Manual

GA24-3949

operations

IBM 3090 Processor
Complex Operator Controls
for the System Console

SC38-0040

operations

IBM 3090 Model 200 Processor
Complex Operator Tasks
for the System Console

SC38-0041

operations

IBM 3090 Model 150 and 180
Processor Complex Operator Tasks
for the System Console

SC38-0049
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Topic

Title Order No.
operations IBM 3090 Model 400 Processor

Complex Operator Tasks for the

System Console SC38-0050
RACF Resource Access Control

Facility (RACF) Command

Language Reference SC28-0733
RACF Resource Access Control

Facility (RACF) Security

Administrator’s Guide SC28-1340
RACF System Programming Library:

Resource Access Control Facility SC28-1343
recovery and MVS|Extended Architecture
reconfiguration Planning: Recovery

and Reconfiguration GC28-1160
RMF MVS|Extended Architecture

Resource Measurement Facility (RMF)

Monitor I and Monitor 11

Reference and User’s Guide LC28-1556
RMF MVS/Extended Architecture

Resource Measurement Facility (RMF)

Monitor III Reference and

User’s Guide LC28-1557
serialization OS/VS2 MVS Planning: Global

Resource Planning GC28-1062
service aids MV S|Extended Architecture

System Programming Library:

Service Aids GC28-1159
SMF MV S|Extended Architecture

System Programming Library:

System Management Facilities GC28-1153
SMP/E System Modification Program

Extended (SMP|E) User’s Guide SC28-1302
system generation MV S|Extended Architecture
MVS/SP Version 1 Installation: System Generation

Version 1 GC26-4009
system generation MV S|Extended Architecture
MVS/SP Version 2 Release 1 | Installation: System Generation GC26-4148
system MVS|Extended Architecture
modifications System Programming Library:

System Modifications GC28-1152
user exits MVS|Extended Architecture

System Programming Library:

User Exits GC28-1147
utilities MV S|Extended Architecture

Data Administration: Utilities, Version 1 | GC26-4018
vector processing IBM System/370 Vector Operations SA22-7125
XRF, introduction MVS|Extended Architecture

Introduction to Extended Recovery

Facility (XRF) GC28-1135
XRF, planning MV S|Extended Architecture Planning:

Extended Recovery Facility (XRF) GC28-1139
31-Bit MYVS|Extended Architecture
addressing System Programming Library:

31-Bit Addressing GC28-1158
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The topics that have been completely deleted are:

- Installing and MVS/XA System i \x;
Deleting Display Control Modules (DCMs) from SYS1.LPALIB N
Resource Measurement Facility (RMF) Releases
The JES2 Component of MVS/SP JES2 Version 2
The JES3 Component of MVS/SP JES2 Version 2
Devices Not Supported When Running MVS/XA

Summary of Amendments
for GC28-1143-5
MYVS/Extended Architecture

This major revision contains conversion information for MVS/SP Version 2
Release 1.7. It also includes some technical changes not specifically related to this
release as well as minor editorial changes. Bars (]) in the left-hand margin
highlight the new information. Editorial changes are not barred.

Generally speaking, Release 1.7 includes support for the IBM 3090 model 400
processor complex and reconfiguration of expanded (also known as extended)
storage. Release 1.7 also incorporates Release 1.3VFE and Release 1.3AE into
the base control program.

With respect to conversion, Release 1.7 affects the following areas within
MVS/XA:

CONFIGxx member of SYSI.PARMLIB

CONFIG command 7N
DISPLAY M command N
RMF Version 3 Release 4.1

Rotate priority

SMF records

Updated control blocks

Summary of Amendments
for GC28-1143-4
MYVS/Extended Architecture

This major revision contains conversion information for:

e MVS/SP Version 2 Release 1.3 Vector Facility Enhancement (Release
1.3VFE)

This enhancement supports the Vector Facility available in IBM 3090
processor complexes. Users can make use of the Vector Facility by means of
Vector FORTRAN and Assembler H Version 2.1.
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e MVS/SP Version 2 Release 1.3 Availability Enhancement (Release 1.3AE)

The availability enhancement represents changes in MVS/XA to support the
extended recovery facility (XRF). Through enhancements to five software
products, XRF improves the availability of interactive transaction processing
to Information Management System/Virtual Storage (IMS/VS) end users.
XRF provides an alternate processing environment that continually tracks the
progress of the active environment and stands ready to carry on with current
transaction processing if the active environment fails.

In addition to MVS/SP Version 2 Release 1.3AE, the products that make up
XRF are:

— IMS/VS Version 2 Release 1

— ACF/VTAM Version 3 for MVS/XA

— ACF/Network Control Program Version 4
— MVS/XA DFP Version 2 Release 1.0

e MVS/SP Version 2 Release 1.5

Because this release represents changes to JES2 and JES3 components only,
the only references to the release are charts in Chapter Two that show all the
previous MVS/SP Version 2 releases that can run with the JES2 or JES3
shipped with Release 1.5.

JES2 conversion information is available in:

— MVS/XA4 SPL: JES2 User Modifications and Macros 1.C23-0069
— SPL: JES2 User Modifications and Macros 1.C23-0067
— JES2 Program Directory

JES3 conversion information is available in:

— MVS/XA JES3 Conversion Notebook SC28-1501
— JES3 Program Directory

e MVS/XA DFP Version 2 Release 1.0

This revision also includes some technical changes not specifically related to these
releases as well as minor editorial changes. Bars (|) in the left-hand margin
highlight the new information. Editorial changes are not barred.

Note: Release 1.3VFE and Release 1.3AE are mutually exclusive releases of
MYVS/SP Version 2. This means you can install either one, but not both, in a
processor complex running in a single-system image or on one side of a
partitioned processor complex. Similarly, information in this book specifically
related to one enhancement does not apply to the other. Be sure to note the
paragraph and chart headings to determine which enhancement is being described.

The areas in MVS/XA and related products affected by the releases documented
in this edition are:

e Assembler H Version 2.1

e AVM member of SYS1I.PROCLIB
e CALLDISP macro
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Chapter 1. Introduction

Conversion to MVS/Extended Architecture (MVS/XA) is the process of installing
the program products that will comprise your MVS/XA system, making any
required changes to existing programs and procedures, and running and testing
the new system as the production system.

The work required to convert to MVS/XA varies greatly from one installation to
another and depends on:

o The level of the MVS/370 system to be converted. The more your current
system resembles your target system, the less work you have to do at the same
time you install the MVS/XA components. The next topic describes several
ways you can prepare your MVS/370 system for conversion to MVS/XA.

e The number of programs that must be modified. Early installers reported
that none of their high-level language programs had to be changed. About
fifteen percent of their authorized assembler language programs required
modification.

With few exceptions, user-written assembler language programs that use only
unauthorized services and published external interfaces will run unchanged.
Many programs that use authorized services or undocumented interfaces will
also work unchanged, but you might have to modify some. Specifically, you
need to modify programs that depend on the structure and content of system
control blocks or interfaces that are changed. The changed interfaces are
almost exclusively authorized, internal interfaces.

o The number and type of modifications your installation has made to
MVS/370 that must be adapted to MVS/XA, and which components your
installation has modified. Some components are changed more than others.

In general, for the BCP, there is a high degree of compatibility between MVS/370
and MVS/XA:

e Exit interfaces, in general, are unchanged or compatibly expanded.

® You do not have to recompile or relink edit existing application programs,
unless you change them.
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MVS/370 JCL and JES control statements will work in MVS/XA. In some ‘
instances, however, you might have to change JCL specifications, including:

— DD statements for SYS1.DUMPnn data sets. The DD statements must
specify DISP=SHR.

— The REGION parameter on a linkage editor job.

— JCL that specifies programs not supported in MVS/XA (for example,
IEHDASDR).

— JCL that specifies unsupported devices.

MVS/XA uses the same system data sets as MVS/370. Changes have been
made to SYSI.PARMLIB members.

Conversion Tasks You Can Do Before Installing MVS/XA

You can stage the conversion to MVS/XA by performing many of the conversion
tasks on your MVS/370 system before installing the MVS/XA components.
Moving in the direction of MVS/XA as early as possible has several advantages.
The most obvious is that it minimizes the activities you must perform at the same
time you install MVS/SP Version 2 and MVS/XA DFP. In addition, you become
familiar with the new environment gradually and have less to learn all at once.
Finally, the MVS/370 system will be in the best position for coexistence and
back-up. MVS/370 and MVS/XA can operate and share data in the same
installation.

To prepare for MVS/XA, you can:

Upgrade your system to at least MVS/SP - JES3 Version 1 Release 3.4 or
MVS/SP - JES2 Version 1 Release 3.4. If the JES component of your
MVS/370 system is already at one of these levels, you may not have to install
the JES component included with Release 2.2.x. Refer to the MV S/XA
Conversion Notebook, Volume 2, for an explanation of which JES releases
work with the various levels of MVS/SP Version 2 Release 2.

Install the MVS/XA-compatible levels of other program products that your
installation needs in MVS/XA. The IBM Announcement letter (285-347),
“Programs Supported in a Multiple Virtual Storage/ Extended Architecture
(MVS/XA) Environment,” lists the program products, IBM Field Developed
Programs (FDPs), Installed User Programs (IUPs), and Program Offerings
that can be installed on and will operate with both MVS/370 and MVS/XA.
Volume 2 lists program products specifically required for Release 2.2.x.

When initially installing an MVS/XA-compatible program product on
MVS/370, have your IBM representative check the RETAIN Preventive
Service Planning (PSP) bucket for that product. Some products might require
PTFs to ensure compatibility with MVS/XA. Have RETAIN checked again
just before testing the product under MVS/XA. Volume 2 lists program
products which must have PTFs in order to take advantage of all of the
Release 2.2.x enhancements and updates.
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Publications Changes

e Install products whose functions are included in MVS/XA such as MVS/370
Data Facility Product (MVS/370 DFP).

o Review the devices and functions that are not supported in MVS/XA. If you
are currently using any of them, migrate to the successor product or function.

o Check the RPQ devices or features you have on your system to determine if
they will work in MVS/XA. Volume 2 lists devices not supported by Release
2.2.x along with devices for which RPQs have been approved.

e Install compatibility PTFs on your MVS/370 system and reassemble the
affected programs. See the following topics in Chapter 3:

“IOHALT Macro Instruction (SVC 33)” on page 3-9
— “IOSGEN UCBLOOK Macro Instruction” on page 3-9

e Identify and make required programming changes that can be made on your
MVS/370 system.

For the most part, the MVS/XA publications are technically updated versions of
their MVS/370 counterparts, reissued with new order numbers. The title pages of
most MVS/SP Version 2 and MVS/XA DFP publications include “MVS/Extended
Architecture” to allow you to easily distinguish between MVS/370 and MVS/XA
publications. The MVS/XA library also adds new books, deletes others, and
reorganizes some books. All component-level diagnostic techniques, for example,
move from the MVS/XA Diagnostic Techniques manual to appropriate volumes of
the System Logic Library
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Chapter 2. Installation and Initialization

This chapter contains information related to installing an MVS/XA system,
initializing it, and generating the stand-alone dump program. Topics related to
installing MVS/XA are:

“Required Environment for Generating MVS/XA” on page 2-2
“Providing a Backup Copy of the Existing System” on page 2-2
“Defining Devices” on page 2-3

“Creating or Modifying an IOCDS Using the MVS Version of IOCP” on
page 2-4

“I/O Configuration Requirements” on page 2-6

“Coding Macros Used for SYSGEN with MVS/370” on page 2-6
“Rebuilding Alternate Eligible Device Tables (EDTs)” on page 2-8
“Changes to the Program Properties Table (PPT)” on page 2-8
“Defining System Data Sets” on page 2-8

“Initializing DASD” on page 2-11

“Loading Programs” on page 2-11

“Loading the Microcode EC Tapes for Mass Storage Subsystems” on
page 2-12

Topics related to initializing MVS/XA are:

“The Vector Facility Enhancement and the PPT” on page 2-8

“System Parameter and SYS1.PARMLIB Considerations” on page 2-13
“SYS1.PROCLIB Changes” on page 2-26

“Using Default RNLs” on page 2-28

“Duration of the RMF Initialization Process” on page 2-28

Topics related to generating stand-alone dump include:

“Generating Stand-Alone Dump” on page 2-29
“Stand-Alone Dump Macro (AMDSADMP) Changes” on page 2-29

Chapter 2. Installation and Initialization
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System Generation

You can generate an MVS/XA system on either:
e An MVS/370 system that is at least at the OS/VS2 Release 3.8 level. The
MVS/370 system must also support the device types on which the MVS/XA

system libraries are to reside.

o An MVS/XA system.

Required Environment for Generating MVS/XA

The following program products must be installed on the system used to build the

MVS/XA system:

o Assembler H Version 2

o The linkage editor in MVS/XA DFP or MVS/370 DFP
e SMP Release 4 or SMP/E

[ ]

Device Support Facilities Release 6 or a subsequent release

The Device Support Facilities product is required to write the IPL text and to
initialize the DASD volumes on which the new system will reside.

In addition, DFDSS (Data Facility Data Set Services) or an equivalent
dump/restore product is recommended to make a backup copy of the new system.
IEHDASDR does not work in MVS/XA. Furthermore, DFDSS cannot restore
data dumped using IEHDASDR.

Beginning with Release 2.1.2, DFDSS runs on both MVS/370 and MVS/XA.
Using DFDSS you can dump data on one system and restore it on the other.

Providing a Backup Copy of the Existing System

Before using the SMP ACCEPT function to incorporate the MVS/XA products
into your DLIBs, copy the DLIBs using DFDSS or an equivalent product.
MVS/SP Version 2 completely replaces (and, therefore, deletes from the existing
DLIBs), the base control program (BCP) in MVS Release 3.8. MVS/XA DFP
completely replaces all MVS/370 modules containing the functions that MVS/XA
DFP provides. The ACCEPT function also deletes:

System Activity Measurement Facility (MF/1)
Display Exception Monitor Facility (DEMF)
The External Writer

TSO TEST

The TSO command package. The functions in that package are:

— Support for running terminal sessions as batch jobs

— Automatic saving of data

— Accounting facilities enhancements

— Defaults for the user attribute data set

— ATTRIB and FREE subcommands

— ALL keyword for the FREE command and subcommand
— Eight-character station ID
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Defining Devices

e TSO/E for MVS/370, which includes the TSO command package
e All service information for the deleted modules

MF/1 and DEMF are not replaced. With MVS/XA, the MF/1 functions are
provided by RMF Version 3 and the DEMF functions are provided by NPDA
Version 2 or subsequent releases. TSO TEST, the TSO command package, and
the TSO/E functions are included in TSO/E with the MVS/XA feature (5665-285).
If your installation requires these functions, install TSO/E with the MVS/XA
feature. The External Writer function is incorporated into the MVS/SP Version 2
BCP. The program directories for MVS/XA DFP and MVS/SP Version 2 list the
FMIDs that MVS/XA replaces.

Once the DLIBs are updated, there is no simple way to restore them to the
MVS/370 level unless you have a backup copy. The SMP RESTORE function
cannot restore DLIBs.

MYVS/XA supports a maximum of 4096 devices. However, the number that your
installation can actually connect depends on the processor model and is given in
the IOCP User’s Guide and Reference for your type of processor complex. The
MVSCP User’s Guide and Reference explains how to define devices to the
MVS/XA system.

MVS/370 allows no more than 1917 devices because UCB pointers are only
2-bytes long. MVS/XA removes that limitation by using 3-byte UCB pointers.

When to Use the 1/O Configuration Program (IOCP)

You need to use IOCP to create a new I/O configuration data set (IOCDS) in
four situations:

® Whenever you are migrating from MVS/370 to MVS/XA.
e When you are altering the I/O configuration in the processor complex.

(For example, when you are adding I/O devices, adding channel paths, or
moving an I/O device from one channel path to another.)

e When you are migrating to a processor complex with a different type of
channel subsystem.

e When a new level of IOCP for your processor becomes available.

Migrating from one release of MVS./XA to another does not always require a new
IOCDS.
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Selecting the Correct I/O Configuration Program (IOCP)

Each processor complex comes with the stand-alone version of IOCP that you can
use to define the I/O configuration before IPL. For some processor complexes,
there is also a version of IOCP that runs under MVS.

More than one MVS version of IOCP may be packaged with a particular
MVS/SP Version 2 release. Figure 2-1 shows which MVS versions of IOCP are
compatible with the various IBM processor complexes. The chart also lists the
publications that explain how to use each MVS version of IOCP.

IBM Processor MVS IOCP

Complex Program Publications

4381 none 4381 IOCP User’s Guide and Reference
GC24-3964

308x, 908x ICPIOCP TOCP User’s Guide and Reference
GC28-1027

3090, 9190 IOPIOCP IOCP User’s Guide and Reference
SC38-0038

Figure 2-1. IBM Processor Complexes and Versions of IOCP

Even though different MVS versions of IOCP programs exist, you can use either
one on any processor for testing your IOCP input data. However, regardless of
where it runs, you must use the MVS version of IOCP compatible with your
target processor complex to produce an IOCDS compatible with your target
processor complex. Furthermore, the MVS version of IOCP compatible with your
target processor complex must be running on the target processor complex when
it writes the IOCDS you intend to use.

Note: The IOCP User's Guide and Reference for the IBM 3090 processor
complex includes a preface with introductory information for installations
migrating from a 308x processor complex to an IBM 3090 processor complex.

Creating or Modifying an IOCDS Using the MVS Version of IOCP

The procedure for creating or modifying an IOCDS depends upon the type of
processor that will run the newly installed release of MVS/XA. The IOCP User's
Guide and Reference for the target processor explains the appropriate procedure
for creating a new IOCDS.

Installations running an IBM 3090 model 400 processor complex can use the
model 400 IOCP to generate an IOCDS on a model 200 . However, to do so you
must first apply MEC # 225615 to your IBM 3090 model 200 processor complex.
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Processor Complexes That Have System/370 and 370-XA Modes

During the migration period, it is important to create an IOCDS that can be used
in both System/370 and 370-XA modes. Therefore, you must run the 370/370-XA

IOCP to create the IOCDS. In addition, to ensure that the IOCDS works for
both System/370 and 370-XA, use the same IOCP macro specifications to create it
as you use to create a System/370 IOCDS. However, be aware that although the
macro instructions are upward compatible between System/370 and 370-XA
modes, there are differences in the way IOCP treats the macro specifications when
defining a 370-XA I/O configuration. Most of the differences support the new I/O

architecture:

Macro

CHPID

IODEVICE

MYVS/XA Differences

IOCP requires channel numbers and channel sets only for devices to be used in
System/370 mode. The 370-XA architecture does not use channel numbers and
channel sets.

ADDRESS keyword. IOCP treats the ADDRESS keyword value as a device address
in System/370 mode and as a device number in 370-XA mode. During the conversion
period, specify the device numbers exactly the way you specify System/370 device
addresses.

From a users point of view, MVS/XA device numbers are equivalent to MVS/370
device addresses (sometimes referred to as CUAs in MVS/370). Both uniquely
identify a device. In some publications and messages, you might still see device
numbers referred to as device addresses.

UNITADD keyword. UNITADD is a an optional keyword that has meaning only in
370-XA mode. It specifies the two-digit physical unit address of the device being
described. UNITADD provides an alternative to specifying the unit address on the
ADDRESS keyword (the last two digits of ADDRESS =xxx). If you specify
UNITADD, the last two digits of ADDRESS =xxx need not be the device’s actual
physical unit address, as previously required. Instead, they can be any value that: (a)
makes the device number unique, and (b) follows the rules listed in the JOCP User’s
Guide and Reference for your processor complex.

UNITADD allows you to assign the same unit address to as many devices as the
number of channel paths. Without UNITADD, the limit is sixteen because the first
digit of ADDRESS = xxx must be 0-F, the last two digits must be the device’s unit
address, and the three-digit combination must be unique. The first two restrictions
allow only sixteen unique combinations (for example, OFF-FFF for devices having
unit address FF).

You cannot use UNITADD on IODEVICE macros used to generate an MVS/370
system. The MVS/370 SYSGEN program does not recognize UNITADD on the
IODEVICE macro, and fails.

PATH keyword. PATH is an optional keyword that has meaning only in 370-XA
mode. It specifies a preferred path, which the channel subsystem tries first when
initiating 1/O to the device. You cannot include PATH on IODEVICE macros used
to generate an MVS/370 system. As with UNITADD, the MVS/370 SYSGEN
program does not recognize the PATH keyword on the IODEVICE macro, and fails.

STADET keyword. New for Release 2.1.3, this optional keyword can be used in both
System/370 and 370-XA modes. However, it only has meaning in 370-XA mode in an
IBM 3090 processor complex. STADET provides input for IOPIOCP.

Note. ‘As of Release 2.1.7, regardless of how they are actually written, the system
interprets all uses of the STADET keyword as STADET =N. Contact the Systems
Engineer in your IBM branch office for details on the STADET keyword.

UNITADD parameter all unit addresses that the control unit can address,

( WARNING: When coding the CNTLUNIT macro, remember to specify on the

regardless of whether a device is actually attached. This rule is not new.
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I/O Configuration Requirements

Review your current I/O configuration to ensure that it is valid in 370-XA mode,
if you ever plan to run only in System/370 mode. The 370/370-XA IOCP imposes
restrictions on the I/O configuration (for example, no physical control unit can
share devices with more than three other physical control units). Current I/O
configurations might violate the restrictions, in which case the 370/370-XA IOCP
issues error messages. The IOCP User's Guide and Reference for your type of
processor complex describes the I/O configuration requirements you must satisfy.

Coding Macros Used for SYSGEN with MVS/370

Many of the MVS/370 SYSGEN macros are obsolete as of Release 2.2.0; others
are used as input to the MVS configuration program (MVSCP), and four remain
as input to system generation: DATAMGT, DATASET, GENERATE and JES.

Figure 2-2 summarizes the changes to SYSGEN macros that occurred during
Release 2.1.x. The MVS/XA Conversion Notebook, Volume 2 summarizes the
Release 2.2.x changes to system generation macros.

Most of the changes are compatible. The system generation process generally
ignores MVS/370 macros, keywords, and options that have no meaning. In some
cases, it accepts them and issues an informational or warning message. However,
you do need to check for macros that specify unsupported device types. (See the
Volume 2 for a list of such devices.) The macros you need to check include
DATASET, GENERATE, and IODEVICE.
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Macro

Description of Updates

CHANNEL

Obsolete. If SYSGEN processing encounters a CHANNEL macro, it issues an
informational message and continues.

CTRLPROG

The CHR keywords is obsolete as are the following keywords and options.
However, when these are encountered the system produces an explanatory
MNOTE:

- ACRCODE
- STORAGE
- WARN

DATASET

A new DUMPDSN keyword specifies the suffixes or ranges of suffixes for dump
data set names. You can define up to 100 dump data sets. Earlier releases allow a
maximum of 10.

You can specify secondary extents for the PARMLIB data set.

GENERATE

The default name for the INDEX keyword is SYSX, instead of SYSI1.

IODEVICE

The AP and OPTCHAN keywords are ignored. GCU is obsolete.

The 2-CHANSW option on the FEATURE keyword is ignored. The following
options are obsolete:

- ABSLTVEC

- BUFFER4K

- BUFFERSK

- CHARGNTR

- DATACONV

- DEKYB2260

- DESIGNFEAT
- LIGHTPEN

- LINEADDR

- MDECOMPAT
- NMKEYB2260
- NODESCUR

- READWRITE

SCHEDULR

TAVR =200 is obsolete.

UNITNAME

The maximum number of unique groups allowed is increased from 100 to 256.
The maximum number of device numbers allowed is 4112 minus the number of
unique groups. Earlier releases allow 2056. You can include a maximum of 4111
device numbers in one group.

Figure 2-2. Obsolete/Updated SYSGEN Macros, Keywords, and Options
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| Rebuilding Alternate Eligible Device Tables (EDTs)

I
l
|
l
|
I

EDTs are not compatible between MVS/370 and MVS/XA. Neither an MVS/XA
nor an MVS/370 system can use EDTs verified on the other system. If your
installation uses alternate EDTs, you must rebuild them using the MVS
configuration program (MVSCP). You can build the EDTs on either an
MVS/370 or an MVS/XA system, but you must verify them on an MVS/XA
system.

Changes to the Program Properties Table (PPT)

Listed below are two situations that require a new PPT. When one occurs, if your
installation has added entries to the existing PPT, either copy the installation
entries from the existing PPT into the new PPT or copy the entries in the new
PPT into the existing PPT. MVS/XA SPL. Initialization and Tuning describes
how to update the PPT. MVS/XA SPL: System Modifications has details on the
PPT format.

1. Installing Release 2.1.1

With Release 2.1.1, the updated PPT contains two new entries: one for
IFASMF and one for CSVLLCRE. IFASMEF is a new SMF module that is
required to start the new SMF address space. CSVLLCRE creates and
maintains a new directory of modules in the LNKLST concatenation. (See
“Using a New Directory for LNKLST Data Sets” for more information.)

2. Installing Release 2.1.3AE

Release 2.1.3AE adds the load module, AVFMNBLD, that starts the
availability manager address space.

The Vector Facility Enhancement and the PPT

Installations with processor complexes that include the Vector Facility should not
specify processor affinity for programs in the PPT. MVS/XA dynamically
manages processor affinity to insure that the programs using vector instructions
run on a processor with the Vector Facility when necessary. Setting processor
affinity in the PPT may interfere with this process.

Defining System Data Sets

An MVS/XA system requires data sets with the same names and characteristics as
an MVS/370 system. Additional information related to defining system data sets
is described below.

Device Types Allowed

Except for page data sets, you can place system data sets on all devices that were

- previously allowed, provided MVS/XA supports those device types. The next

paragraph describes the page data set exception. You must move data sets on
unsupported devices to supported devices. See the MVS/XA Conversion
Notebook, Volume 2 for a list of such devices.
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Swap Data Sets

You need to evaluate the number and size of swap data sets defined. As virtual
storage requirements increase, you might need to define additional swap space.

Dump Data Sets

Installations can now define up to 100 SYS1.DUMPnn data sets. A maximum of
10 dump data sets are allowed in MVS/370.

Your installation might want to increase the number and size of dump data sets
defined during the migration period. Allocate dump data sets large enough to
contain the maximum size SVC dump expected.

The size of the dump depends on the dump options and the size of your
application programs. If these programs are the same size on your MVS/370 and
MVS/XA systems, your MVS/370 SYS1.DUMPnn data sets may be large enough
for the MVS/XA system. Once your MVS/XA system is running you can, if you
need to, reallocate SYS1.DUMPnn data sets so that there is a closer match
between them and the size of the SVC dumps that occur. !

A new command, DUMPDS, allows installations to add and delete
SYS1.DUMPnn data sets after IPL/NIP time. See “Summary of New, Updated,
or Deleted Commands” in Chapter 4. Also, SYS1.DUMPnn data sets must be
allocated DISP=SHR instead of DISP=0OLD. See “JCL Changes to Jobs that
Allocate SYS1.DUMP Data Sets” in Chapter 4.

SYS1.DAE Data Set

Beginning with Release 2.1.1, you must allocate a system data set, SYS1.DAE, at
IPL time in order to use dump analysis and elimination (DAE). DAE stores
symptom information from dumps it identifies as unique in SYS1.DAE and uses
that information when determining if subsequent dumps are duplicates. “Dump
Analysis and Elimination (DAE)” in Chapter 6 gives an overview of DAE and
describes in more detail how and when SYS1.DAE is used.

You can create SYS1.DAE using JCL in the DAEALLOC member of
SYS1.SAMPLIB. (The DATASET system generation macro does not support
SYS1.DAE.) For instructions, see MVS/XA SPL: System Modifications.

MSTJCLxx Members in the SYSI.LINKLIB Data Set

As of Release 2.1.1, the JCL for starting the master scheduler address space is
contained in MSTJCLxx members of SYSI.LINKLIB. MSTRICL, the
SYS1.LINKLIB member that earlier releases use, is deleted. Instead, IBM
supplies default JCL in member MSTJCLOO.

Concatenating Data Sets to the SYS1.LPALIB Data Set

Beginning with Release 2.1.1, you can concatenate data sets to the SYS1.LPALIB
data set. The system uses the modules in the concatenated data sets, as well as
the SYS1.LPALIB data set, to build the PLPA, the MLPA, and the FLPA.
Earlier releases of MVS use only the modules in the SYSI.LPALIB.
SYS1.LPALIB concatenation allows you to share a single SYS1.LPALIB data set
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among several systems, yet still tailor the PLPA, MLPA, and FLPA of each
system by varying the concatenation.
N

To concatenate data sets: N/

e List in the LPALSTxx PARMLIB member which data sets are to be
concatenated. The data sets must be included in the master catalog and must
be APF authorized.

e Specify on the LPA system parameter which LPALSTxx members are to be
processed. You can include the LPA parameter in IEASYSxx, or an operator
can specify it when prompted for system parameters. If you omit the LPA
parameter, the system uses SYSI.LPALIB only, as in previous releases of
MYVS.

See MVS/XA SPL: Initialization and Tuning for more detail on creating
LPALSTxx members and specifying the LPA system parameter.

SYS1.LOGREC Data Sets

Beginning with Release 2.1.1, you can place SYSI.LOGREC data sets on a
volume other than the SYSRES volume. Several systems can then share a
SYSRES volume and still have separate SYSI.LOGREC data sets. To use an
alternate SYSI.LOGREC data set, simply include a data set named
SYS1.LOGREC in the master catalog. The system searches for a data set of that
name first in the master catalog, then in the SYSRES volume.

You might want to increase the size of your SYSI.LOGREC data set because
MYVS/XA can produce more diagnostic information. o

SYS1.NUCLEUS Data Set

As in MVS/370, the MVS/XA SYS1.NUCLEUS must be a single extent. If you
attempt to allocate a multiple extent data set, MVS/XA enters a restartable wait
state (wait state code x‘081°). MVS/370 takes different actions.

SYS1.PARMLIB Data Set

In MVS/XA, the SYSI.PARMLIB data set can be blocked and can have multiple
extents. In MVS/370, the PARMLIB has to be unblocked and a single extent.
Also see “New, Updated, or Deleted PARMLIB Members” on page 2-19.

System Data Set Qualifiers

You cannot specify a system data set qualifier of SYS1 on the INDEX parameter
of the GENERATE macro. You can either specify some other high level qualifier
or let system generation processing assign the default (SYSX). Stage II system
generation processing changes the high level qualifiers to SYS1. This restriction is
not new. It always applies when using a system other than a starter system to do
a complete system generation. Note that the default high level qualifier is
changed from SYSI1 to SYSX.

A
Y
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Initializing DASD

(’ ‘ You must use Device Support Facilities to initialize DASD volumes.
IEHDASDR is no longer supported. See the Device Support Facilities User’s
Guide and Reference for directions.

Activating the Resource Access Control Facility (RACF)

If you intend to install RACF on your new system you should activate it (even
before any data sets are protected) before testing your new system. MVS/XA
systems with Release 2.1.2 or later (and MVS/370 systems with MVS/370 DFP 1.1
or later) support the always-call function. This function invokes the system
authorization facility (SAF) which, in turn, invokes RACF each time a request to
access a data set occurs.

If RACF is installed but not active, it processes authorization checking in RACF
failsoft mode which prompts the operator for permission to access each data set.
These queries can make testing new systems intolerably slow. Refer to the SPL:
RACEF for details on RACEF failsoft processing.

| Loading Programs

To IPL MVS/XA, you must use the IPL text distributed with MVS/SP Version 2
and follow the directions in the Program Directory for the release. The MVS/370
and MVS/XA IPL programs are not compatible. You must use Release 6 or a
subsequent release of the Device Support Facilities to write the MVS/XA IPL text
to DASD.

| The Initial Program Load process loads the second MVS/XA bootstrap record
into the frame at main storage absolute address 8 K. It loads the IPL text into
main storage frame 0.

If you write your own bootstrap programs, (for example, to invoke SADMP)
make sure that the addresses used to load the bootstrap records are in storage
that will not be taken offline.

l For MVS/XA, running on IBM 308x or IBM 3090 processor complexes that can
| be partitioned your choices are:

| e Main storage frame 0, 2, 4, 6, and so on, throughout the first 2 megabytes of
| main storage.

| e The low end of the highest storage range specified on the CONFIG frame on
| the system console. That storage range always remains online.

| For MVS/XA running non-partitionable IBM 3090s and IBM 4381s, load your
| bootstrap programs beginning with main storage frame 0 and continuing through
| any frames in the first megabyte of main storage.
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Loading the Microcode EC Tapes for Mass Storage Subsystems

To load MSS microcode in an MVS/XA environment, use the MSC Table Create
(MSCTC) utility with PTF UZ09020 installed, instead of IEHDASDR.
IEHDASDR does not work in MVS/XA.

The‘ MSCTC control statement to use is CREATE, the required parameter is
RESTOREC. For more information, see MSS Installation Planning and Table
Create. '
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System Parameter and SYS1.PARMLIB Considerations

The topics in this section contain information related to specifying system
parameters. “New, Updated, or Deleted PARMLIB Members” on page 2-19
summarizes Release 2.1.x changes to SYSI.PARMLIB members.

Many parameters affect virtual storage address space areas. MVS/XA SPL:
Initialization and Tuning and the MVS/XA Overview give background information
on each portion of an MVS/XA address space.

Fixed Storage for SLIP Command Processors (IEASLPxx)

When the system processes SLIP commands at IPL time, it allocates fixed storage
for the SLIP action processors and the control blocks they use. If your
installation does not use SLIP commands in MVS/370, the fixed storage
requirement is new. If your installation does use SLIP commands in MVS/370,
because the fixed storage is allocated in virtual storage above 16 megabytes, you
may gain approximately 31 K bytes of real storage below 16 megabytes.

Specifying the Reconfigurable Storage Unit (RSU) Parameter (IEASYSxx)

If you specified an RSU parameter in the past, when initializing Release 2.1.1 you
need to review that specification. Release 2.1.1 satisfies the RSU request in a
different way than previous releases do. The same RSU value might result in less
reconfigurable storage.

Beginning with Release 2.1.1, the RSU parameter specifies the total number of
storage units MV'S is to mark reconfigurable. The system attempts to satisfy the
request using offline storage units. It marks online storage reconfigurable only if
there is not enough offline storage. After satisfying the RSU request, the system
marks all remaining storage units (both online and offline) as preferred. If the
system cannot satisfy the RSU request, the operator receives message IAR0041, as
in previous releases.

In Release 2.1.0 and in MVS/370, the RSU parameter specifies the number of
online storage units to be marked reconfigurable when initializing the system. Those
releases use only online storage to satisfy the request. However, they also
automatically mark storage that is offline at IPL time as reconfigurable when
bringing it online. Thus, the total amount of reconfigurable storage is the amount
marked reconfigurable when satisfying the RSU parameter, plus the amount
brought online after the IPL. As a result, the RSU parameter in these releases can
be less than the resulting amount of reconfigurable storage.

For processor complexes that can be partitioned to support independent operating
systems, or that support removable storage elements, the RSU value needs to be
equivalent to at least the amount of storage you plan to take offline before the
next IPL. Some installations specify one additional storage unit to increase the
probability that storage can be taken offline later. Remember that you can lose
reconfigurable storage during normal processing in two ways:

e If the system runs out of preferred storage frames, it dynamically converts
some reconfigurable storage to preferred storage.
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e The system might not be able to reconfigure storage that contains storage
errors that cannot be corrected.

Do not, however, specify more reconfigurable storage than you anticipate
needing. Specifying too much can negatively affect performance.

If performing an IPL on a processor complex that cannot be partitioned to
support independent operating systems, or does not support removal of storage
elements, you do not need to specify an RSU value. The default RSU value of
zero takes effect.

MVS/XA Recovery and Reconfiguration and MVS/XA SPL: Initialization and
Tuning contain more detail on the RSU parameter.

Increasing the Minimum SQA Allecation (IEASYSxx)

If in MVS/370 you changed the NVTNVSQA field in module IEAVNIPO to
increase the minimum SQA allocation during previous system initializations, you
need to read this topic. During system initialization, if the PAGE parameter
specifies a large number of page data sets or if several 2305 Model 2 page data
sets are active, the system’s minimum allocation for SQA and extended SQA
(seven 64 K blocks) might be depleted before the system processes the SQA
parameter. In MVS/370, you can solve that problem by changing the contents of
the NVTNVSQA field. That method does not work in MVS/XA. You can,
however, increase the minimum allocations by changing the halfwords NVSQA
and/or NVESQA in module IEAIPL04. Consult microfiche for the locations of
these fields. If you increase the minimum SQA and/or extended SQA allocations
and you want the total SQA size to remain the same, decrease the corresponding
value on the SQA parameter.

Beginning with Release 2.1.2, more SQA and extended SQA are available earlier
in the initialization process. As a result, you might not need to change the

minimum SQA allocation:

o The minimum SQA allocation is increased to four 64 K blocks. In earlier
releases, it is three.

e The system processes the SQA parameter earlier during system initialization.

Specifying the Size of Extended CSA and Extended SQA

You can use the CSA and SQA parameters in the IEASYSxx member of
SYS1.PARMLIB to specify the size of CSA and SQA in virtual storage below,
but not above, 16 megabytes. MVS/XA assigns default sizes for extended CSA
and extended SQA (CSA and SQA in virtual storage above 16 megabytes). To
override those defaults, use new options on the CSA and SQA system parameters.

The default CSA sizes are:

CSA - 100 K
extended CSA - 100 K
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The CSA parameter has an additional option for specifying the size of extended
CSA:

CSA = (a,b) where “a” specifies the size of CSA
and “b” specifies the size of extended CSA

The CSA values indicate the number of 1 K units to be reserved. The values
override the default specifications. For example:

CSA = (100,200) results in:

Reserved CSA = 100 K
Reserved extended CSA = 200 K

The default SQA sizes are:

SQA - 256 K
extended SQA - 256 K plus approximately 8 megabytes

The SQA parameter has an additional option for specifying the size of extended
SQA:
SQA = (a,b) where “a” specifies the size of SQA
and “b” specifies the size of extended SQA

The SQA values specify the number of 64 K blocks MVS/XA is to reserve in
addition to the minimum amount of storage it allocates for SQA and extended
SQA. The minimum amounts are 256 K for SQA and 256 K plus approximately
8 megabytes for extended SQA. For example:

SQA = (3,5) results in:
Reserved SQA = 3 x 64 K + 256 K

Reserved extended SQA = 5 x 64 K + 256 K + approximately
8 megabytes

The default SQA values are SQA =(1,0).
If your system includes the Resource Measurement Facility (RMF), you can use
the virtual storage report provided to compare your settings for CSA and SQA

with the amount of these storage areas actually in use.

See MVS/XA SPL: Initialization and Tuning for more information on virtual
storage areas.
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Minimizing Private Area Storage Lost Because of Rounding (IEASYSxx)

Because the segment size in MVS/XA increases from 64 K to 1 megabyte, you
need to pay closer attention to the amount of private area storage below 16
megabytes potentially lost to CSA at initialization time because of rounding.
During IPL processing, MVS/XA builds the common area below 16 megabytes
beginning at the 16 megabyte address and working down.

2Gb
Extended LSQA/SWA/229/230
Extended {| Extended user region
Private
Extended CSA
Extended ‘ Extended PLPA/FLPA/MLPA
Common Extended SQA
Extended nucleus 16Mb
Nucleus
{ SQA
Common PLPA/FLPA/MLPA
CSA
LSQA/SWA/229/230
Private {| User region
20Kb
System region 4Kb
Common {1 PSA 0

To determine the lower boundary of the common area (which is the upper
boundary of the private area), MVS/XA rounds the bottom CSA address to the
the next lowest megabyte. Thus, as much as 1020 K bytes (1 megabyte minus 4
K) of virtual storage can be added to the CSA, and consequently lost from the
private area, because of rounding. Although it is not expected that your
installation will lose that much private area, choose your CSA and SQA
parameters carefully. If the size of the private area falls below 8 megabytes,
MVS/XA informs the operator. You can keep track of rounding with the program
product, Resource Measurement Facility (RMF). The virtual storage report
provides a storage map showing the boundaries of the major system areas.

MVS/XA also builds a common area above 16 megabytes. Private area storage
above 16 megabytes can also be lost because of rounding. However, users are not
expected to have virtual storage constraint problems above 16 megabytes.
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Specifying Dump Data Sets (IEASYSxx)

An additional operand of the DUMP parameter in IEASYSxx, ‘DASD, xx-yy’,
allows an installation to request that the system being initialized use a specific
range of DASD dump data sets. The DASD operand was redesigned specifically
for systems that use SYS1.DUMP data sets that can be accessed by other systems.
An installation can specify unique dump data sets for each system, which prevents
SDUMP routines from using a dump data set concurrently for different systems.

The DASD operand also shortens dump data set catalog processing at
initialization time. When specific dump data sets are indicated, the initialization
routines do not have to issue all 100 locates to determine which dump data sets
are cataloged.

Requesting Storage for RMF 1/O Measurements (IEASYSxx)

If your installation wants RMF I/O data for device classes other than tape or
DASD, you must request storage at initialization time for the control blocks in
which the data is to be collected. SRM collects the I/O data that RMF uses in
new control blocks, one per device. To request control block storage, specify on
the new CMB parameter in IEASYSxx the non-tape and non-DASD device
classes for which I/O data is to be collected.

Controlling the Number of Available ASVT Entries (IEASYSxx)

A system with Release 2.1.2 installed, creates and manages the address space
vector table (ASVT) differently. The changes are designed to prevent the system
from running out of ASVT entries.

When creating the ASVT, the system adds extra entries and reserves them for use
when no unreserved entries are available. It uses one group of reserved entries
only for address spaces being created in response to a START command. It uses
a second group as replacements for entries that are not reusable because of latent
cross-memory binds.

Two new system parameters allow your installation to specify the number of
entries to be reserved for each purpose:

RSVSTRT  Specifies the number of entries to be reserved for address spaces created in response to a
START command. The default is five.

RSVNONR Specifies the number of entries to be used as replacements for entries that are not
reusable. The default is also five.

The system still uses the MAXUSER parameter to limit the number of jobs and
STARTed tasks that can execute concurrently under normal conditions.

However, MAXUSER no longer specifies the maximum number of jobs or started
tasks the system allows. That number is usually the MAXUSER value plus the
RSVSTRT value. If supervisor recovery reconstructs the ASVT, the maximum
number might be the sum of the MAXUSER, RSVSTRT, and RSVNONR
values. The default MAXUSER value is still 256.
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Remeoving TRACE Commands from COMMNDxx PARMLIB Members

You might want to remove or update any TRACE operator commands in the
COMMNDzxx PARMLIB member. The syntax of the TRACE command is
changed. MVS/370 TRACE commands do not work in MVS/XA. Also, the
MVS/XA system trace remains active after system initialization. No TRACE ON
command is required to keep it active, as in MVS/370. Issuing MVS/370 TRACE
commands, however, does not prevent MVS/XA system trace from being
initialized or activated. “Summary of New, Updated, or Deleted Commands” in
Chapter 4 describes the TRACE command changes.

Updating the IEAFIXxx PARMLIB Member

Remove from IEAFIXxx the names of modules that have been moved from LPA
to the nucleus. Module names to be removed include:

IGCO004F (the TTIMER service routine, renamed IGC046 in MVS/XA)
IGC0004G (the STIMER service routine, renamed IGC047 in MVS/XA)
IEWFETCH (program fetch, aliases IEWMBOSV and IEWMSEPT)
IGCO0001F (the PURGE service routine)

If those modules are in IEAFIXxx, the operator receives a message indicating that
the modules could not be found. The PARMLIB member is not rejected.

Removing References to Device Allocation Tables (IEALPAxx)

The DEVNAMET, IEFDEVPT, and DEVMASKT device allocation tables are
deleted in MVS/XA. Remove any references to these tables in PARMLIB
members (for example, in the MLPA list).

Keeping RNLs in GRSRNLxx PARMLIB Members

Beginning with Release 2.1.2, you can keep global resource serialization resource
name lists (RNLs) in new GRSRNLxx PARMLIB members instead of in the
ISGGRNLO load module in SYS1.LINKLIB. RNLs are easier to update when
kept in PARMLIB members. You may, however, continue using the RNLs in
SYS1.LINKLIB.

Regardless of where the RNLs are located, if your system is to be part of a global
resource serialization complex (GRS=START or GRS =JOIN), you must have at
least one GRSRNLxx member. Use the new system parameter, GRSRNL =, to
specify which members the system is to use.

If you keep RNLs in SYS1.LINKLIB, the GRSRNLxx member must begin with
a statement that tells the system to use the RNLs in SYSI1.LINKLIB (and ignore
the rest of the statements in the member). That statement is:

RNLDEF LINKLIB(YES).

To keep RNLs in a GRSRNLxx member, you need to include in the member one
statement for each RNL entry. Each statement begins with RNLDEF, specifies
the resource name, and indicates the RNL to which it belongs. MVS/XA SPL:
Initialization and Tuning describes how to write RNLDEF statements.
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Beginning with Release 2.1.2, one member, GRSRNLOO, is shipped with the
. release. IEASYS00 contains the parameter GRSRNL =00, so the system uses
( | GRSRNLO00 by default.

GRSRNLO00 contains entries for the same resources that are in the default RNLs
in SYSI.LINKLIB (which are also shipped with the release). In addition, it
begins with the statement RNLDEF LINKLIB(YES), which causes the system to
use the RNLs in SYS1.LINKLIB.

Because of the defaults, if you are using RNLs in SYS1.LINKLIB, you need not
do anything. To use the RNLs in GRSRNLO00, you need to:

e Remove the first statement: RNLDEF LINKLIB(YES)
® Add, delete, or modify RNLDEF statements to match your installation’s
resource serialization requirements.

You can also create and use other GRSRNLxx members.

Systems in the same global resource serialization complex can use different {
methods of defining RNLs (either statements in GRSRNLxx PARMLIB members
or the ISGGRNLO LINKLIB module). However, as before, the RNLs for all
systems in the complex must be identical. The resources identified in the RNLs
must be the same and they must appear in the same order.

Specifying Missing Interrupt Handler (MIH) Intervals (IECIOSxx)

7 Installations can specify by device the time intervals at which MIH scans for
{ ) missing interrupts. A new MIH statement in the IECIOSxx PARMLIB member
allows installations to specify separate time intervals for:

e All DASD except 3330V devices. The default is 15 seconds.
® 3330V devices (MSS virtual DASD). The default is 12 minutes.

e 3851 devices (mass storage controller). The default is 12 minutes.

e Specific devices identified by device number. There is no default.
Installations can bypass MIH processing for specific devices by setting a time -
interval of zero.

e All other devices. The default is 3 minutes.
New, Updated, or Deleted PARMLIB Members

Figure 2-3 summarizes SYS1.PARMLIB members that are new, updated, or
deleted in Release 2.1.x. See the MVS/XA Conversion Notebook, Volume 2 for a
summary of the Release 2.2.x SYS1.PARMLIB updates.

Some of the updates are compatible, some are not. For example, if the MVS/370
version of IEASYSxx specifies the ALT parameter, you cannot use it in place of
the MVS/XA version of IEASYSxx. (See the entry for IEASYSxx.) In other
cases, MVS/XA ignores parameters that it no longer supports and uses defaults
for new parameters. If you use the MVS/370 IEAIPSxx member, you need to
review the specifications to ensure optimal performance.

( MVS|XA SPL: Initialization and Tuning describes the PARMLIB members in
- more detail.
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Member

Release

2.1.0

2.1.1

2.1.2

2.1.3

2.1.3

2.1.3
AE

2.1.7

Description of Update

ADYSETxx

A new member. It contains records that control dump analysis and
elimination (DAE). Each record can specify:

- Whether or not DAE is to be active

- The functions DAE is to perform

- The number of symptom records to be kept in the SYS1.DAE
data set

See “Dump Analysis and Elimination (DAE)” in Chapter 6 for more
information about DAE processing.

CONFIGxx

New and changed parameters:

- CHAN and CHANNEL are deleted. MVS/XA does not use
channel set information. If CHAN and CHANNEL are specified,
the operator receives a message indicating that they are ignored.
MYVS/XA continues processing CONFIGxx.

- CHP specifies the configuration of channel paths. It replaces
CHAN and CHANNEL.

- CPU specifies a processor and can be used in place of CPUAD.
You can continue to specify the CPUAD parameter, however.

- The syntax of the DEV parameter is changed. It specifies channel
path identifiers instead of channel set IDs.

The operator can use the CONFIGxx member when reconfiguring
the system. The new CONFIG command has an operand,
MEMBER, which specifies a CONFIGxx member. In response to a
CONFIG MEMBER command, the system logically and physically
reconfigures processors, storage, and channel paths as defined by the
CPU, STOR, and CHP parameters in the specified CONFIGxx
member.

The VF parameter and VFON and VFOFF operands on the CPU
parameter can be used in the CONFIGxx member to reconfigure the
Vector Facility.

The ESTOR parameter can be used in the CONFIGxx member to
reconfigure extended storage elements. As of Release 2.1.7 the order
of processing for CONFIG commands specified in the CONFIGxx
PARMLIB member changes to become:

ONLINE: real storage, extended storage, VFs, CPUs, CHPs
OFFLINE: CHPs, VFs, CPUs, extended storage, real storage

Note: The convention used for numbering resources in the IBM 3090
model 400 processor complex differs from the convention used for
numbering resources in the IBM 3084 processor complex. Use the
DISPLAY M =SIDE command or refer to Figure 4-2 on page 4-9 to
see which processors are on which side of a partitioned processor
complex.

GRSRNLxx

A new member that contains either global resource serialization
resource name lists (RNLs), or a statement indicating the system is to
use the RNLs in SYS1.LINKLIB. (Beginning with Release 2.1.2, you
can keep RNLs in GRSRNLxx members or in SYS1.LINKLIB.)
IBM provides one default member, GRSRNLO00. See “Keeping
RNLs in GRSRNLxx PARMLIB Members” earlier in this chapter
for more information.

GTFPARM

Contains new options for requesting I/O event recording. USRP is
also a new option, which prompts for specific USR events to be
recorded.

Figure 2-3 (Part 1 of 6). New, Updated, or Deleted PARMLIB Members
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Release

Member 2.1.0 | 2.1.1

2121213213213

2.1.7

Description of Update

IEAABDO0 bs
(SYSABEND)

New and changed options on the SDATA keyword:

- ALLSDATA includes all of the SDATA options except
ALLVNUC and NOSYM.

- ALLVNUC requests the PSA, CVT, and DAT-on nucleus.

- NOSYM requests that symptom dumps be suppressed. Unless
NOSYM is specified, the system produces a symptom dump each
time a task abends, even if the user did not specify a dump DD
statement.

- NUC requests only the DAT-on, non-page protected section of
the nucleus and the PSA and CVT. In MVS/370, NUC causes
the entire nucleus to be dumped.

- SUM requests a summary dump.

- TRT requests trace data from the active trace facilities, as in
MVS/370. However, only an MVS/XA dump can include both
system trace and GTF data. Both trace facilities can be active at
the same time in MVS/XA, but not in MVS/370.

SUBTASKS, a new option on the PDATA keyword, specifies that
the requested PDATA information be dumped for all subtasks of the
abending task. When a task receives ABEND code x22°, the system
dumps SUBTASKS data, regardless of whether the SUBTASKS
option is specified.

The PDATA default options specified in the IBM-supplied member
are changed. The MVS/XA default options are all of the PDATA
options except SUBTASKS. In MVS/370, ALLPDATA is the
default.

The IBM-supplied member includes an additional SDATA default
option, SUM. It also includes the options specified in the MVS/370
member (LSQA, CB, ENQ, TRT, ERR, DM, and 10).

IEABLDxx X

Systems with Release 2.1.0 installed process any IEABLDxx member
you supply, but provide no default members. Before using existing
BLDL lists, ensure their accuracy. Some system modules are moved
to different libraries in MVS/XA.

Systems with Release 2.1.1 installed do not process IEABLDxx
members. The LNKLST lookaside (LLA) function in Release 2.1.1
or subsequent releases provides a directory of modules in the
LNKLST concatenation. The new directory eliminates the need for
the BLDL table and, thus, the need for IEABLDxx members. The
system ignores the BLDL and BLDLF system parameters. For more
information about the LLA function, see “Using a New Directory for
LNKLST Data Sets” in Chapter 8.

IEACMDO00 b

A new member that contains IBM-supplied commands. Except for
one CHNGDUMP command, all of the commands in the Release
2.1.0 member are SLIP commands. The CHNGDUMP command
adds trace table and LSQA information to SVC dumps. The SLIP
commands suppress dumps that are normally not required for
problem determination. See “Suppressing Dumps” in Chapter 6.

Release 2.1.1 adds two new commands:

- SET DAE=00, which causes the system to process the
ADYSET00 PARMLIB member. ADYSETO0 starts DAE
processing. For more information, see “Dump Analysis and
Elimination (DAE)” in Chapter 6.

- START LLA, which starts the LLA procedure in
SYS1.PROCLIB. The LLA procedure in turn starts the
LNKLST lookaside (LLA) function. See “Using a New Directory
for LNKLST Data Sets” for a description of the LLA function.

IEADMP00 X
(SYSUDUMP)

The new and changed parameters for IEADMPOO0 are the same as
those for IEAABDO0O0. See the IEAABDOO entry in this table.

The only default option specified in the IBM-supplied member is
SUM. In most cases, the summary dump will be sufficient to debug
user program checks and ABEND dumps.

Figure 2-3 (Part 2 of 6).
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Member

Release

2.1.0

2.1.1

2.1.2 1213

2.1.3

2.1.3
AE

2.1.7

Description of Update

IEADMR00
(SYSMDUMP)

New and changed SDATA options are:

- ALLNUC, which requests that the entire nucleus be included in
the dump.

Note: You can also request that the entire nucleus be included in
SYSMDUMPs via the SNAP parameter list and the
CHNGDUMP command. The required SNAP parameter list
option is ALLVNUC, not ALLNUC. The CHNGDUMP option
is ALLNUC.

- ALLSDATA includes all of the SDATA options except
ALLNUC and NOSYM.

- NOSYM, NUC, and TRT request the same data as when
specified in IEAABDO00. See the IEAABDOO entry in this table.

- SUM requests summary dump information like that included in
SVC dumps.

The default options specified in the IBM-supplied member include
SUM, in addition to the SDATA options specified in the MVS/370
default member (NUC, SQA, LSQA, SWA, TRT, and RGN).

IEAFIXxx

Unless the NOPROT option is specified on the FIX parameter in the
IEASYSxx member, the system page-protects the modules listed in
IEAFIXxx. See “Page Protection” in Chapter 3.

IEAIPSxx

A new parameter, IOSRVC, specifies whether SRM is to base I/O
service on EXCP counts or device connect time. The default is
EXCP counts.

A new parameter, PPGRTR, requests that SRM use residency time
instead of execution time when it calculates the page-in rate for
address spaces in the specified performance group. PPGRTR
specifies the high or low limit the rate must exceed before SRM
adjusts the address space’s working set size. See “Using Residency
Time to Calculate the Page-in Rate of an Address Space” in Chapter
8 for more detail.

The Rx parameter in the DP keyword has no meaning. When it is
encountered, the system accepts it as Fx, the new first fixed priority.
As “Automatic Priority Group (APG) Specifications” on page 8-11
explains, the fixed priority specifications are now: Fx, Fx0, Fx1, Fx2,
Fx3, and Fx4.

IEALPAxx

Unless the new NOPROT option is specified on the MLPA
parameter in the IEASYSxx member, the system page-protects the
modules listed in IEALPAxx. See “Page Protection” in Chapter 3.

IEALODO00

If IEALODOO is specified, MVS/XA ignores it. Unlike MVS/370,
MYVS/XA does not build contents directory entries (CDEs) for PLPA
modules. It uses the LPA directory entries (LPDEs) instead.

Figure 2-3 (Part 3 of 6). New, Updated, or Deleted PARMLIB Members
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2.1.0

2.1.1

2121213

2.1.3

2.1.3
AE

2.1.7

Description of Update

( . Member
- IEAOPTxx

New parameters:

- CPENABLE specifies upper and lower thresholds for the
percentage of I/O interrupts that occur while the channel
subsystem is processing another I/O interrupt. SRM uses the
thresholds to control I/O interrupt processing.

- ICCLPB(TAPE), ICCLPB(NDPSDASD), and
ICCLPB(DPSDASD) specify logical path utilization thresholds
for tape, DASD without the dynamic path selection feature, and
DASD with the dynamic path selection feature, respectively.
SRM uses the thresholds for I/O load balancing and for
non-specific device allocation.

Release 2.1.3 adds eight new SRM parameter keywords that represent
criteria table values SRM uses to determine whether or not a page is
placed on extended storage. Only in rare instances is there a need to
change these values. See “Expanded (Extended) Storage Criteria” in
Chapter 5.

IEAPAKxx

MYVS/SP Version 2 does not provide PAK lists. However, it
processes IEAPAK xx members that you supply. Release 2.1.0 and
earlier releases recognize only IEAPAKO0Q. Release 2.1.1 and later
releases allow multiple IEAPAKxx members.

By using more than one member, you can vary the LPALST
concatenation from system to system or from IPL to IPL without
changing IEAPAKO00. The PAK =xx system parameter specifies
which members the system is to use. IEAPAKOO is the default,
which is consistent with earlier releases.

Do not use existing PAK lists without first reevaluating their
usefulness. Unless all modules in a group have the same RMODE
(that is, they all reside in virtual storage either above or below 16
megabytes), IPL/NIP ignores the PAK list.

IEASYSxx

New, changed, and deleted parameters:

- CMB specifies the I/O device classes for which measurement data
is to be collected. The CMB specifications are in addition to
DASD and tape device classes, for which measurement data is
always collected.

- The ALT parameter is no longer supported. Have operators use
the SYSCTL console frame to specify an alternate nucleus. If
ALT is specified, MVS/XA truncates processing and asks the
operator for another member. Because some system parameters
might already have been processed, have operators re-IPL and
request an IEASYSxx member that does not contain the ALT
parameter.

- The MLPA and FIX parameters have an additional option,
NOPROT. NOPROT indicates that the LPA modules listed in
the IEALPAxx or IEAFIXxx PARMLIB member are not to be
page-protected. Unless the NOPROT option is specified, the
system page-protects those modules. See “Page Protection” in
Chapter 3.

- A new option on the DUMP parameter, ‘DASD,xx-yy’, specifies
which currently cataloged SYS1.DUMPnn data sets the system is
to use. If none are specified, the system uses any that are
cataloged. See “Specifying Dump Data Sets (IEASYSxx)” for
more information.

- CSA has an additional option that specifies the size of CSA above
16 megabytes.

- SQA has an additional option that specifies the size of SQA
above 16 megabytes.

For more information about the CSA and SQA parameters, see
Specifying the Size of Extended CSA and Extended SQA.”

Figure 2-3 (Part 4 of 6).
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Release

Member 21.0}21.1)212}213(21.3}2.1.3}2.1.7 | Description of Update
VFE | AE

IEASYSxx X New parameters:

(continued)

- LNKAUTH specifies whether all data sets in the LNKLST
concatenation are to be treated as APF authorized or only those
named in the APF table. The default is to treat all of the data
sets as APF authorized, as do previous releases of MVS. See
“Using a New Directory for LNKLST Data Sets” for more
information.

- LPA identifies the LPALSTxx member to be processed. See the
LPALSTxx entry in this table for more information.

- MSTRICL specifies which MSTJCLxx member in
SYS1.LINKLIB the system is to use. If you omit the MSTRJCL
parameter, the system uses the JCL in the IBM-supplied default,
MSTICLO00.

MSTJCLxx members are new in Release 2.1.1. For more
information, see “MSTJCLxx Members in the SYS1.LINKLIB
Data Set,” under “Defining System Data Sets” on page 2-8.

- PAK identifies the IEAPAKxx member to be processed. See the
" IEAPAKXxx entry in this table for more information.

The BLDL and BLDF parameters are obsolete. If specified, the
operator receives warning message IEA2401. The LNKLST
lookaside (LLA) function provides a directory of modules in the
LNKLST concatenation. The new directory eliminates the need for
an JEABLDxx member, and consequently, the BLDL and BLDF
parameters. For more information, see “Using a New Directory for
LNKLST Data Sets” in Chapter 8.

b'e New and changed parameters:

- GRSRNL specifies which GRSRNLxx member the system is to
process. If your system is to be part of a global resource
serialization complex, you must specify a value for GRSRNL. It
has no default.

Beginning with Release 2.1.2, the IEASYS00 member includes the
statement GRSRNL =00. However, unless your installation
performs a system generation to install Release 2.1.2, your copy
of IEASYS00 is not updated. You need to add the GRSRNL
statement yourselves. (The system generation process creates
IEASYS00. No other methods of installation modify it.) See
“Keeping RNLs in GRSRNLxx PARMLIB Members” for more
information.

- RSVSTRT specifies the number of ASVT entries ASM is to
reserve for address spaces created in response to a START
command. ASM uses these reserve entries only if no unreserved
ASVT entries are available. The default value is five.

- RSVNONR specifies the number of ASVT entries ASM is to
reserve as replacements for entries it cannot reuse. ASM uses the
replacements only if it runs out of unreserved ASVT entries. The
default is five.

- MAXUSER still limits the number of jobs and started tasks that
can execute concurrently under normal conditions. However, it
no longer specifies the maximum number of jobs or started tasks
the system allows. Beginning with Release 2.1.2, that number is
normally the MAXUSER value plus the RSVSTRT value. The
default MAXUSER value is still 256.

The last three parameters are related to changes described in
“Controlling the Number of Available ASVT Entries IEASYSxx).”

Figure 2-3 (Part 5 of 6). New, Updated, or Deleted PARMLIB Members
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Release

2.1.0

2.1.1

2.1.2

2.1.3

2.13

2.1.7

Description of Update

(‘ N Member

IECIOSxx

The LCH parameter is no longer supported.

A new MIH control statement specifies intervals at which MIH is to
scan for MIH conditions. MIH allows installations to specify
different time intervals for different devices and/or types. See
“Specifying Missing Interrupt Handler (MIH) Intervals (IECIOSxx).”

A new statement, HOTIO, allows you to change:

- The threshold IOS uses to detect hot I/O conditions
- The recovery actions IOS takes when it detects a hot I/O
condition

See “Processing Hot 1/O Interrupts” in Chapter 4 for more
information.

LNKLSTxx

The data sets in the LNKLST concatenation no longer have to be
APF authorized. Also, you can concatenate up to 123 data sets.
Earlier releases allow no more than 16. See “Using a New Directory
for LNKLST Data Sets” in Chapter 8 for more information.

LPALSTxx

A new member that lists data sets to be concatenated to the
SYS1.LPALIB data set. See “Concatenating Data Sets to the
SYS1.LPALIB Data Set” under “Defining System Data Sets” for
more information.

MPFLSTxx

Release 2.1.0 adds two new keywords:

- .MSGCOLR specifies how messages are to be displayed on MCS
color consoles that can use seven colors and other forms of
highlighting. An MPFLSTxx member can also include the
statement . MSGCOLR NOCHANGE, which maintains the color
and highlighting attributes in effect when the member became
active.

- .MSGIDS NOCHANGE requests that the system not change the
message IDs already in effect.

Release 2.1.2 adds new options on.MSGCOLR statements and on
message suppression records.

The new option on .MSGCOLR specifies whether the message area is
to be displayed in normal or high intensity.

On message suppression records, you can specify:

- SUP(YES|NO) to control whether or not the messages are
suppressed. The default is SUP(YES) to maintain compatibility
with previous releases.

- RETAIN(YES|NO) to control whether or not the messages are to
be retained via the action message retention facility.
RETAIN(YES) is the default.

- USEREXIT(NAME) specifies the name of a WTO/WTOR user
exit the system is to call each time it issues the messages.
WTO/WTOR user exits are new in Release 2.1.2. For more
information, see “New WTO/WTOR User Exits” in Chapter 5.

SMFPRMxx

Release 2.1.1 and subsequent releases ignore the BUFNUM
parameter. The SMF buffers are moved to the new SMF address
space. Consequently, the number of buffers SMF can obtain is
limited only by the amount of virtual storage in the SMF address
space. SMF initially obtains 10 buffers and requests more as needed.
If the number of buffers in use exceeds 125, SMF informs the
operator via message IEE978E.

Figure 2-3 (Part 6 of 6).
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SYS1.PROCLIB Changes

AVM Procedure

DUMPSRYV Procedure

IEESYSAS Procedilre

The SYS1.PROCLIB data set in Release 2.1.0 contains a new DUMPSRV ,'”/ ™

procedure and a new statement in the PRDMP procedure. The RMF procedure e
in RMF Version 3 is also changed. Release 2.1.1 adds two new procedures,

LNKLST Lookaside (LLA) and IEESYSAS. Release 2.1.2 changes the PRDMP

procedure. Release 2.1.3AE adds the AVM procedure. Either use the

SYS1.PROCLIB shipped with the product, or copy the new and changed

procedures into your version of SYS1.PROCLIB.

Following are descriptions of the new and changed procedures. If your MVS/XA
system is part of a loosely-coupled JES3 configuration that includes MVS/370
systems, also read “Using SYS1.PROCLIB in a Loosely-Coupled JES3
Configuration” in Chapter 9.

The AVM procedure starts the availability manager address space as an MVS/XA
started task:

//AVM EXEC PGM=AVFMNBLD,MODE=OPERATOR

The DUMPSRYV procedure starts the dump service (DUMPSRYV) address space:

//DUMPSRV EXEC PGM=IEAVTDSV

\\\W /,;
IEESYSAS is a new procedure in Release 2.1.1 that starts full-function system
address spaces, which include the SMF address space.

//IEESYSAS PROC PROG=IEFBR14
// EXEC PGM=&PROG

LNKLST Lookaside (LLA) Procedure

PRDMP Procedure

The LLA procedure starts the LNKLST lookaside (LLA) function:

//LLA EXEC PGM=CSVLLCRE

Beginning with Release 2.1.1, IEACMD00 PARMLIB member contains a START
LLA command, which starts the LLA procedure. See “Using a New Directory
for LNKLST Data Sets” in Chapter 8 for more information about the LLA
function.

Releases 2.1.0 and 2.1.2 change the PRDMP procedure:

In Release 2.1.0 there is a new INDEX DD statement. This statement requests

that PRDMP write the dump index to a sequential data set other than the

PRINTER data set. If the INDEX DD statement precedes the PRINTER DD
statement, the index is printed before the dump. If the INDEX DD statement is £
missing, PRDMP prints the index on the PRINTER data set after the dump. \‘«\/
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RMF Procedure

In Release 2.1.2 PRDMP runs as a command processor under TSO. As a result,
the EXEC statement has been changed and three DD statements, SYSPRINT,
SYSTSIN, and SYSTSPRT, are now required. You can, however, specify dummy
DD statements for any of the three. The INDEX DD statement is new in Release
2.1.0.

As of Release 2.1.2 the PRDMP procedure is:

//PRDMP PROC DUMP=DUMPOO

//DMP EXEC PGM=IKJEFTO1,PARM=AMDPRDMP

//SYSTSIN DD DUMMY,DCB=(RECFM=F, LRECL=80,BLKSIZE=80)
//SYSTSPRT DD DUMMY

//SYSPRINT DD SYSOUT=A

//TAPE DD DSN=SYS1.&DUMP,DISP=SHR

//INDEX DD SYSOUT=A

//PRINTER DD SYSOUT=A

//SYSUT1 DD UNIT=SYSDA,SPACE=(4104,(1027,191))

The EXEC statement must invoke IKJEFTOI1, the TSO terminal monitor
program. Specifying PARM = AMDPRDMP on the EXEC statement causes
IKJEFTO1 to invoke PRDMP. You can also specify on PARM additional
parameters for AMDPRDMP, as in previous PRDMP procedures. The valid
parameters are described in SPL: Service Aids.

SYSPRINT, which previously was optional, directs system messages (except those
IKJEFTO1 issues) to the specified data set. If you use a dummy statement, the
system does not log those messages.

SYSTSIN and SYSTSPRT are both DD statements that IKJEFTO1 uses.
SYSTSIN specifies a data set that contains commands or subcommands
IKJEFTO1 is to execute. SYSTSPRT identifies the data set in which the system is
to log messages that IKJEFTO1 issues. If you specify a dummy SYSTSPRT DD
statement, the system does not log the messages.

RMF Version 3 contains a new procedure for starting RMF. The new procedure
adds one statement:

RMF Version 3 procedure:

// ..

/) ..

/) e

//IEFPARM DD DDNAME=IEFRDER (new statement)
//IEFRDER DD DSN=SYS1l.PARMLIB,DISP=SHR

The IEFPARM statement must come before IEFRDER.

The new statement is required because RMF Version 3 opens IEFPARM, not

IEFRDER, as does RMF Version 2. The IEFRDER statement is necessary to
allow operators to override or specify additional options on IEFRDER via the
START command. (See the RMF Reference and User’s Guide for details.)

The RMF Version 3 procedure cannot start RMF Version 2 because the Version
2 procedure opens IEFRDER. When processing the Version 3 procedure, the
system associates the data set information on the IEFRDER statement with the
IEFPARM ddname, then deletes the IEFRDER name. Therefore, if MVS/370
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executes the Version 3 procedure, RMF cannot find the IEFRDER statement
when it attempts to open SYS1.PARMLIB.

You can, however, modify the IEFPARM statement in the Version 3 procedure to
obtain a procedure that can start either RMF Version 2 or 3. Replace the
IBM-supplied IEFPARM statement with the following one:

/7 ..
/).

//IEFRDER DD DSN=SYS1.PARMLIB,DISP=SHR
//IEFPARM DD DSN=*.IEFRDER,DCB=*,IEFRDER,
VOLUME=REF=%* , IEFRDER ,DISP=SHR

Notice that, unlike the original IEFPARM statement, the modified statement
must come after the IEFRDER statement. You can specify additional data set
information on IEFRDER. However, you must also specify the same keywords
and values on IEFPARM or the system ignores the information.

Duration of the RMF Initialization Process

The first RMF initialization following an IPL takes up to a minute longer in
MVS/XA than in MVS/370. The increase represents the time required for the
initialization routines to obtain configuration information from the IOCDS. The
MVS/370 initialization routines do not use comparable information.

Using Default RNLs

Beginning with Release 2.1.2, you can IPL a system without modifying the
IBM-supplied resource name lists (RNLs). Previously, if you specified

GRS =JOIN or GRS=START, you had to include entries in the SYSTEMS
exclusion RNL for global RESERVE requests that the system issues during IPL
processing (for example, the RESERVE request for the system master catalog). If
earlier releases encounter a global RESERVE request before global resource
serialization is initialized, and the request is not in the SYSTEMS exclusion RNL,
the system stops. (Global ENQs are not mentioned here because the system issues
none before resource serialization is initialized.)

Release 2.1.2 IPL processing treats global RESERVE requests as local requests
until global resource serialization is initialized. For each global RESERVE
processed, the system issues message ISG066I, which states that the resource is
temporarily excluded from global processing.

In the following situations, however, you still need to add entries to the default
SYSTEMS exclusion RNL:

@ Other systems in the global resource serialization complex have additional
entries in the RNL (for example, systems at earlier levels of MVS, which
require entries in the SYSTEMS exclusion RNL). The RNLs of all systems
in the complex must be identical.

e Some global RESERVE requests are to be treated as local requests after
global resource serialization is initialized.
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Generating Stand-Alone Dump

( You can generate the stand-alone dump program (SADMP) and initialize the
volumes on which it resides in one batch job instead of two, as required in
MVS/370. The old two-step procedure still works. SPL. Service Aids describes
how to perform the same functions in one step. You must use Assembler H
Version 2 to generate MVS/XA SADMP.

MVS/SP Version 2 introduces several other improvements to stand-alone dump
that might affect how you code the AMDSADMP macro instruction. For
example, to ensure that you successfully load stand-alone dump, you must specify
usable addresses for loading the real storage dump module. The new LOADPT
keyword makes this possible.

The section below describes the changes to the AMDSADMP macro. The SPL:
Service Aids describes how to code them.

Stand-Alone Dump Macro (AMDSADMP) Changes

Beginning with MVS/SP Version 2, the stand-alone dump macro (AMDSADMP)
has several new and changed keywords that improve its usefulness. The following
figure summarizes the changes:

Keyword Status Description of Change

CONSOLE | Changed Accepts 2 to 21 device addresses and device types in MVS/XA. The
default device type is also changed. The MVS/XA default is 3278, the
MVS/370 default is 3215. The default device address (01F) remains the

‘ same.

In MVS/XA, CONSOLE must include the addresses of all consoles that
SADMP can use. Also, after performing an SADMP IPL, the MVS/XA
operator must press the ENTER or ATTN key on the console which
SADMP is to use.

DUMP New Allows the user to select storage areas to be dumped in an unformatted
dump. The areas specified are in addition to the areas that a stand-alone
dump normally includes. DUMP is valid only for high speed
stand-alone dumps.

LOADPT New Specifies an absolute address where the stand-alone dump real storage
dump module (AMDSARDM) is to be loaded. LOADPT allows users
to avoid bad or offline storage.

MSG New Specify MSG = ACTION to request that SADMP display only messages
that require action. If MSG = ACTION is not coded, SADMP displays
both information and action messages. Suppressing information
messages speeds up dump processing.

PROMPT New Requests that SADMP prompt the operator at execution time for
additional storage areas to be dumped. PROMPT provides the same
function as the DUMP keyword, but allows the operator to make
storage requests at the time a dump is taken instead of when SADMP is
generated. You can specify PROMPT on the same macro as DUMP.
Like DUMP, PROMPT is valid only for high speed stand-alone dumps.

Figure 2-4. Stand-Alone Dump Macro Instruction Changes
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Chapter 3. Programming Considerations

This chapter describes differences that might affect user-written assembler
programs, including user modifications to the system. For Releases 2.1.0, 2.1.1,
and 2.1.2, the updates are grouped according to the type of programs each might
affect. For subsequent releases, there are few conversion issues that affect
programming. They are summarized in the following section.

Programming Considerations Subsequent to Release 2.1.2
e For Release 2.1.3, there are two programming considerations:

1. The ADDFRR instruction is no longer supported.
2. The SRM control block, OUCB (IRAOUCB), is updated incompatibly.

e Release 2.1.3VFE and Release 2.1.3AE are mutually exclusive.

o | See Chapter 7, “Accounting” for an explanation of the restructure of the
‘ | SMF type 6 record that is included in Release 2.1.3VFE.

o For Release 2.1.7 there are four programming considerations:

1. The Release 2.1.7 base control program (BCP) incorporates both Release
2.1.3VFE and Release 2.1.3AE.

2. The ASCBs on the dispatching queue (which is called the swapped-in
queue as of Release 2.1.7) are no longer in dispatching-priority order.

3. The sequence number field (ASCBSEQN) is deleted from the ASCB. As
a result, RMF Version 3 Release 4.1 places a zero in the dispatching
queue field of the Type 79 subtype 1 record.

4. The Installation Channel Path Table (ICHPT) resides above the 16
megabyte virtual address.

Changes that Might Affect Unauthorized Programs

With few exceptions, programs that use only unauthorized services and published
external interfaces will work unchanged in MVS/XA. The exceptions include
programs that use the following macro instructions:

JIOHALT

IOSGEN UCBLOOK

RESETPL

SPIE (in two circumstances only)

STATUS with the STOP,SYNCH option specified
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You can modify the affected programs before installing MVS/SP Version 2. See
the topics describing each macro.

Some unauthorized programs might also require modification because of changes
described in “System Diagnostic Work Area (SDWA) Changes” on page 3-11 and
“Differences in GETMAIN Processing” on page 3-11.

Topics describing changes that apply to all programs are:

“CHKPT Macro Instruction” on page 3-8

“TSO TEST Command” on page 3-12

“Deleted Instructions” on page 3-13

“Macro Expansions in JES Modifications” on page 3-13

“Limiting Concurrent Global Resource Serialization Requests” on page 3-13
“Format Changes to Hard-Copy Log Records” on page 3-14

“Link Editing Allocation User Routines” on page 3-15

“Removal of the Interval Timer” on page 3-16

“Changed Instructions” on page 3-33

“Summary of New and Updated Macros” on page 3-42

Changes that Might Affect Authorized Programs

Authorized programs are those that execute either in:
® Supervisor state (bit 15 in the PSW is zero)
e A system key (bits 8-11 in the PSW are in the range 0-7)

e As part of an APF-authorized job step task (bit JSCBAUTH in the JSCB is
1)

Although many authorized programs will work unchanged in MVS/XA, you
might have to modify some. Those most likely to require modification are
programs that:

e Use system interfaces that are not documented externally.

e Communicate directly with system modules (for example, via branch entry)

® Access system control blocks that are changed or that have been moved to
virtual storage above 16 megabytes

e Modify the system

e Have dependencies on the names or virtual storage locations of system
modules
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In addition to topics already mentioned, the following describe changes that might
affect authorized programs:

“Checklist for Determining if Authorized Programs Must be Changed” on
page .3-16

“Changes to the SVC Table” on page 3-20

“Changes to the Locking Structure” on page 3-20
“Determining Which Locks a Processor Holds” on page 3-20
“Page Protection” on page 3-21

“PSA Low Address Protection” on page 3-22
“Fetch-Protected PSA Areas” on page 3-22

“Patch Areas in the PSA” on page 3-22

“Real Addressing Considerations” on page 3-23
“Cross-Memory Entry Table Entries” on page 3-26
“Interfaces to System Services” on page 3-26

31-bit Addressing Considerations

During the migration period, most users do not need to be concerned with
addressing mode. The information in this section is for installations with
programs that have any of the following characteristics:

Access system control blocks that have been moved to virtual storage above
16 megabytes.

Use unpublished internal interfaces to communicate with system programs
that must be entered in 31-bit addressing mode.

Use RMF Version 3 exits

The following topics describe changes that support 31-bit addressing:

“Using the EXCPVR Macro Instruction” on page 3-23

“Interfaces to System Services” on page 3-26

“31-bit Addressing Considerations” on page 3-28

“Changed Instructions™ on page 3-33

“New Instructions” on page 3-35

“Modifying Programs that Invoke Modules Above 16 Megabytes” on
page 3-37

“Retrieving Data from a Control Block Above 16 Megabytes” on page 3-40
“Performing I/O in 31-bit Addressing Mode” on page 3-40

“Using the EXCP Macro” on page 3-41

“Entry Points in IEFW21SD” on page 3-15
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New Function

The information in this section affects only new programs. The topics describe ~ ™
new functions available to both authorized and unauthorized users: N
e “Using the EXCPVR Macro Instruction” on page 3-23

e “New Instructions” on page 3-35

e “Using the EXCP Macro” on page 3-41

e “Summary of New and Updated Macros” on page 3-42

e “Parameters on the GETMAIN Macro Instruction” on page 3-48

e “SDUMP Macro Instruction” on page 3-49

e “SETLOCK RELEASE, TYPE=(reg)|ALL Macro Instruction” on page 3-49

e “Using GTF to Trace User Events” on page 3-49

e “Unit Verification” on page 3-50

® “Programs Using the Vector Facility Enhancement (VFE)” on page 3-51

o “IMS Applications and the Extended Recovery Facility (XRF)” on page 3-52

“Chapter 9: Coexistence Considerations” contains additional considerations for
maintaining programs that must run in both MVS/XA and MVS/370.

The following topic, “Macro Instructions Mentioned in This Publication,” lists
the executable macros that might require attention and indicates why.

Macro Instructions Mentioned in This Publication

Figure 3-1 lists the executable macros that might require attention when
converting to MVS/XA. The macros are included in the list for one or more of N
the following reasons: :

1. The MVS/XA expansion of the macro will not work in MVS/370 (that is, the
macro is downward incompatible). The downward incompatibility affects
only programs that must run on both MVS/370 and MVS/XA systems. If
such a program uses one of these macros, ensure that the program either:

o Includes the MVS/370 expansion of the macro

o Has two paths, one that MVS/370 executes, the other that MVS/XA
executes

For more information, see “Handling Downward Incompatible Macros” in
Chapter 9.

2. The MVS/370 macro expansion does not work in MVS/XA. You must
reassemble, using the MVS/XA MACLIB, all programs that use these macros.
For most of the macros, you can install compatibility PTFs or compatible
program products on an MVS/370 system and reassemble the affected
programs before installing MVS/XA. See the references in the notes column.

3. The macro expansion passes different parameters to the associated service
routine. The parameter changes affect only programs that generate, test, or
alter the parameters. You must change those programs. “Appendix A.
Parameter Changes in Incompatible Macros” describes the differences
between the MVS/370 and MVS/XA parameter lists.
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4. The MVS/XA expansion is required if used in programs that execute in 31-bit
addressing mode. Thus, you must assemble such programs using Assembler
H Version 2 and the MVS/XA MACLIB.

5. The macro provides new function. The list includes macros that are new or
that have new parameters or new options on existing parameters. The added
function does not affect existing programs. Figure 3-6 summarizes the new
function that each macro provides.

You must use the MVS/XA MACLIB to assemble programs that use new
functions. With two exceptions, the programs will then not work on
MVS/370 systems. New GETMAIN options are one exception. The new
AMODE =24 option on the SYNCH macro is the other. See “Parameters on
the GETMAIN Macro Instruction” in this chapter and “Downward
Incompatible SYNCH Macros” in Chapter 9 for more detail.

6. The macro requires attention for another reason. The notes column refers to
the topic that describes the reason.

System Macros and Facilities documents authorized macros. Supervisor Services
and Macro Instructions documents unauthorized macros. Some of the macros
listed as unauthorized have parameters that only authorized users can specify.
Those macros are documented in both publications.
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Incompatible | Incompatible
MVS/XA MVS/370 | Parameter | 31-Bit Mode | New

Unauthorized Expansion | Expansion | Changes | Requirement | Function | Other

Macros 1. 3. 4. 6. Notes

ABEND X

ATTACH X X X The MVS/XA expansion is required
only if parameter addresses are
greater than 16 megabytes.

BLSABDPL X

BLSQMDEF X

BLSQMFLD X

BLSRESSY X

BTAM RESETPL X X See “RESETPL (BTAM) Macro
Instruction.”

CALL X The MVS/XA expansion is required
only if parameter addresses are
greater than 16 megabytes.

CHKPT X X X See “CHKPT Macro Instruction.”

CPOOL

CPUTIMER

ENQ 'Y X See “Limiting Concurrent Global
Resource Serialization Requests.”

ESPIE X

ESTAE X

EVENTS b3

EXCP See “Using the EXCP Macro.”

GETMAIN See “Parameters on the GETMAIN
Macro Instruction.”

GQSCAN X See “Limiting Concurrent Global
Resource Serialization Requests.”

GTRACE X

LINK X The MVS/XA expansion is required
only if parameter addresses are
greater than 16 megabytes.

IOHALT X X See “IOHALT Macro Instruction
(SVC 33).”

IOSGEN UCBLOOK X Deleted. See “IOSGEN
UCBLOOK Macro Instruction.”

LOAD

PGSER

RACROUTE Becomes authorized if used to
invoke authorized RACEF services.

RESERVE X X See “Limiting Concurrent Global
Resource Serialization Requests.”
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Incompatible| Incompatible
MVS/XA MVS/370 | Parameter | 31-Bit Mode | New
Unauthorized Expansion | Expansion | Changes | Requirement| Function | Other
( Macros 1. 2. 3. 4. S. 6. Notes

RETURN X See the entry for RETURN in
“Summary of New and Updated
Macros”

SETRP X

SMFEXIT X X X

SMFIOCNT

SNAP

SPIE X Works differently in some
situations. See “Differences in Set
Program Interruption Element
(SPIE) Processing.”

SPLEVEL X See “Handling Downward
Incompatible Macros” in Chapter 9.

STATUS STOP,SYNCH X See “STATUS STOP,SYNCH
Macro Instruction.”

STAX X X X The MVS/XA expansion is required
only if parameter addresses are
greater than 16 megabytes.

STIMER X X X

STIMERM X

SYNCH X X X See “Downward Incompatible
SYNCH Macros” in Chapter 9.

WTL

WTO X See the entry for WTO in
“Summary of New and Updated
Macros.”

WTOR X X X

- XCTL X The MVS/XA expansion is required
( only if parameter addresses are
greater than 16 megabytes.

Figure 3-1 (Part 2 of 2). Unauthorized Macro Instructions Mentioned in This Publication
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Incompatible| Incompatible
MVS/XA MVS/370 Parameter | 31-Bit Mode | New

Authorized Expansion | Expansion | Changes | Requirement | Function | Other

Macros 1. 2 3. 4. 6. Notes

CALLDISP X

CALLRTM X

CHANGKEY X

CIRB X

DATOFF X

EXCPVR X See “Using the EXCPVR Macro
Instruction.”

FESTAE X

IOSINFO

IOSLOOK X Locates the UCB associated with a
device address. See “IOSGEN
UCBLOOK Macro Instruction.”

INTSECT X X

MODESET The MVS/XA expansion is required
only if EXTKEY =RBT234 is
specified.

MGCR

NUCLKUP

PTRACE

SCHEDULE X Downward incompatible only if
SCOPE=GLOBAL is specified.

SDUMP X X X X Downward incompatible only if
new parameters are specified. See
“SDUMP Macro Instruction.”
See also the entry for SDUMP in
“Summary of Macros that Provide
New Function.”

SETFRR X Downward incompatible only if
INLINE =YES is specified.

SETLOCK X X X Downward incompatible only if
RELEASE TYPE =(reg)|ALL is
specified. See “Determining Which
Locks a Processor Holds” for an
example of new SETLOCK
function.

SVCUPDTE x

VSMLIST X

VSMLOC X

VSMREGN X

Figure 3-2. Authorized Macro Instructions Mentioned in This Publication

CHKPT Macro Instruction

User programs that successfully take checkpoints in MVS/370 can take
checkpoints in MVS/XA. However, a program that has taken a checkpoint must
restart on the same operating system (either MVS/370 or MVS/XA).
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IOHALT Macro Instruction (SVC 33)

You must recompile modules that use the IOHALT macro and modify programs
that issue SVC 33 directly (without using IOHALT). The SVC 33 service routine
requires different input in registers 0 and 1:

MVS/370 Input MYVS/XA Input
Register 0 Register 0
Offset from IOB to CCW to UCB address
be modified, or 0
Register 1 Register 1
Options UCB address Offset from Options
byte 1I0B to CCW byte
to be modified,
or 0
7 15 31 15 23 31
Options: X‘00° - Halt I/O Options:  X‘01’ - Halt I/O
X80’ - Modify the CCW X‘81’ - Modify the CCW

PTF UZ29156 provides the new version of IOHALT and the new SVC 33
interface that are compatible with MVS/XA. You can install the PTF on an ;
MVS/370 system and reassemble and modify the affected programs before |
installing MVS/SP Version 2. (You do not have to reassemble programs that will !
not be run on an MVS/XA system.) The reassembled programs will work on
both MVS/370 and MVS/XA systems.

If you use GTF to trace modules that use IOHALT or SVC 33 and you install the
IOHALT compatibility PTF, you might need to install an additional PTF on
MVS/370. Unless you have installed MVS/SP Version 1 Release 1 or a later
release, install either:

PTF UZ32985 for systems with SE2 installed
PTF UZ32984 for systems with SE1 installed
PTF UZ32983 for MVS 3.8 systems with neither SE1 nor SE2 installed

The PTFs allow GTF to trace programs that use either the old or the new SVC
33 interface. MVS/SP Version 1 Release | and later releases incorporate the PTF
changes.

TIOSGEN UCBLOOK Macro Instruction

You must change programs that use the IOSGEN UCBLOOK macro or that
directly access the UCB look-up table. Neither the IOSGEN UCBLOOK function
nor the UCB look-up table is supported in MVS/XA.

To obtain UCB addresses in MVS/XA, use either:

e The UCB scan routine (IOSVSUCB)
e The IOSLOOK macro

IOSVSUCB allows you to scan each UCB in the system or in a specified device
class. Each time it is invoked, IOSVSUCB returns the address of one UCB’s
common segment. To scan several UCBs, invoke IOSVSUCB repeatedly. Both
authorized and unauthorized programs can use IOSVSUCB.
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TIOSLOOK returns the address of the common segment of the UCB associated
with a given device number. Unlike IOSVSUCB, IOSLOOK requires that users be
in supervisor state. TN

.

Both IOSVSUCB and IOSLOOK are documented in System Macros and
Facilities.

Both services are also available in MVS/370. MVS/SP Version 1 Release 3 and
later releases include IOSVSUCB. PTF UZ28392 includes IOSLOOK. Therefore,
you can change the affected programs before installing MVS/XA. The changed
programs will run on both MVS/370 and MVS/XA.

RESETPL (BTAM) Macro Instruction

Programs, including CICS and IMS BTAM modules, that use the OS/VS BTAM
expansion of RESETPL will not work in MVS/XA. You must reassemble them
using the RESETPL macro included in BTAM/SP (5665-279). (BTAM/SP is
required to run BTAM application programs and subsystems in MVS/XA.)

You can install BTAM/SP on MVS/370 and reassemble the affected programs
before installing MVS/XA. The reassembled programs will work on both
MVS/370 and MVS/XA systems.

Note: Because the RESETPL expansion issues an IOHALT macro, you must
also install the IOHALT compatibility PTF on MVS/370 before reassembling the
programs. See “IOHALT Macro Instruction (SVC 33)” for more detail .

Differences in Set Program Interruption Element (SPIE) Processing \

Most programs using SPIE macros will continue to work correctly in MVS/XA.
However, you need to modify programs that create a SPIE to protect a program
running under a different RB.

MVS/XA terminates the SPIE when the program that created it completes,
whether normally or abnormally. In MVS/370, the SPIE usually remains in effect
until all programs in the step complete (task termination time). The exception
occurs when the program that creates the SPIE abends. If that happens,
MVS/370 terminates the SPIE also.

Following are two examples of programs that do not work the same in MVS/XA
as in MVS/370:

® Program A links to Program B, which issues a SPIE macro and returns. In
MVS/XA, the SPIE is deleted. In MVS/370, it remains in effect.

® Program A issues a SPIE macro, followed by an XCTL macro to invoke
Program B. In MVS/XA, the SPIE is deleted. In MVS/370, the SPIE is in
effect for Program B.

You can change affected programs before installing MVS/XA.
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STATUS STOP,SYNCH Macro Instruction

The SYNCH operand on the STATUS STOP macro is no longer supported.
( Change programs that issue STATUS STOP,SYNCH to issue STATUS STOP
without the SYNCH operand. You can make the changes before installing
MVS/XA.

System Diagnostic Work Area (SDWA) Changes

The SDWA is increased in size. The additional storage is included in previously
existing or new SDWA extensions. The sizes of the FRR work area and the
ESTAE save area remain the same.

Programs that use indirect pointers into the SDWA work unchanged in MVS/XA.
However, you must modify programs that:

Depend on the 72-byte save area passed to ESTAE exits being located at a
given offset into the SDWA. MVS/XA uses register 13 to pass to ESTAEs
the address of the user save area, as does MVS/370.

Depend on the 200-byte FRR work area that is passed to FRR routines being
located at a given offset into the SDWA. MVS/XA uses Register 0 to pass to
FRRs the address of that work area, as does MVS/370.

Use explicit length values to free the SDWA. Modify the programs to use the
value in the SDWALNTH field.

Depend on the order of the SDWA and its extensions. Modify the programs
to use indirect pointers.

Place data in the SDWA variable recording area (VRA) without updating the
SDWAURAL field. Programs must maintain an accurate count in the
SDWAURAL field to prevent data from being overlaid.

Assume that the unused section of the SDWA contains zeros. Programs need
to ignore data in the unused area.

Differences in GETMAIN Processing

Two differences in GETMAIN processing might cause programs to fail in isolated
instances:

Although the MVS/XA GETMAIN service routine does not introduce any
new parameter restrictions, it does enforce some restrictions that were
documented but not enforced in MVS/370. With one exception, the
GETMAIN routine no longer allows the parameter list, address list, or length
list specified on the LC, LU, VU, EC, or EU forms of GETMAIN to
overlap. If the request is for a single element, MVS/XA allows the pointer to
the address list to point to itself. All other overlaps cause the program to fail
with ABEND code x°504".

Chapter 3. Programming Considerations 3-11



Because programs seldom use the forms of GETMAIN mentioned or overlap

parameters, you probably will not want to spend time looking for programs

that have to be changed. Instead, keep in mind the parameter restrictions. If AN
a program fails with ABEND code x‘504’, you can change it then. - /

e

e GETMAIN routines obtain storage differently in MVS/XA. If your
programs expect that additional virtual storage will be contiguous with
currently owned virtual storage, you need to modify them. Additional storage
might not be contiguous.

TSO TEST Command

To use TSO TEST on an MVS/XA system, you must install the MVS/XA feature
of TSO/E (5665-285). TSO TEST is not part of the MVS/XA base control
program. If you issue TSO TEST and have not installed TSO/E for MVS/XA,
you receive message IKJ565001 stating that the TEST command is not found. In
addition, unless TSO/E for MVS/XA is installed, user programs that issue either
SVC 61 or SVC 97 receive a return code of 4.

Following are TSO TEST compatibility considerations:

® You can test programs created in MVS/XA on MVS/370 as long as the
programs do not use any MVS/XA instructions, new macros, new parameters
or options on existing macros, downward incompatible macros, or addresses
above 16 megabytes.

® When executing TSO TEST on an MVS/XA system, AT subcommands and
LIST subcommands that specify the instruction data type support only ' )
MVS/XA instructions. N~

e User-written TEST subcommands that do any of the following will not work
with the MVS/XA version of TSO TEST:

— Use IKJEGSTA as an ESTAE exit. The parameter list that IKJEGSTA
requires is incompatible.

— Use the TCOMTAB mapping macro to access fields in the TCOMTAB
control block. Many labels on the TCOMTAB macro are deleted because
TSO TEST no longer uses the corresponding fields.

— Use labels and equates in TSO TEST mapping macros to determine the
length of the corresponding TEST control blocks. The names of the
equates used to define the lengths of control blocks are changed.

e Installations that altered the TSO TEST subcommand table (IKJEGSCD)
must rebuild their changes in the new table. To update the table:

— Copy the IKJEGSCD CSECT of assembly module IKJEGMNL in the
TEST load module into a separate data set.

— Make the required changes.

— Assemble and again link edit IKJEGSCD into TEST. A
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TSO/E Considerations

Deleted Instructions

The IKJEGSUB macro that generates IKJEGSCD in MVS/370 is deleted
from TSO/E for MVS/XA.

e UNALLOC is now an alias for the TSO FREE command. AND and OR are
new subcommands of TEST. In type 32 SMF records, the UNALLOC
command and the AND and OR subcommands of TSO TEST are recorded
as *OTHER, unless your installation adds those names to CSECT
IEEMB846.

When converting to MVS/XA, you may have to change certain TSO/E
application programs. The changes you need depend upon the release of TSO/E
to which you are converting. Consult the T7SO/Extensions (TSOJE) General
Information (GC28-1061) for details on the various TSO/E releases.

The following instructions are deleted from the standard 370-XA instruction set:

ISK (Insert Storage Key)
SSK (Set Storage Key)
All 370 1/O instructions

Macro Expansions in JES Modifications

The MVS/XA expansions of 14 macros are downward incompatible. That is, the
MVS/XA expansions will not work in MVS/370. As “Handling Downward
Incompatible Macros” on page 9-7 explains, the MVS/XA MACLIB contains
both the MVS/370 and MVS/XA expansions of those macros.

If you modify JES2 or JES3 system programs, you must take into account the
level of macro expansions you need and how to obtain them. Depending on the
JES you are working with, consult either MV S/ XA JES2 User Modifications and
Macros or MVS|/XA JES3 User Modifications and Macros

for relevant programming information.

Limiting Concurrent Global Resource Serialization Requests

Beginning with Release 2.1.1, global resource serialization limits the number of
ENQ, RESERVE, and certain types of GQSCAN requests a single job, started
task, or TSO user can have outstanding at a given time. The GQSCAN requests
it limits are those that specify the TOKEN parameter. The change is designed to
prevent one address space from using up all of GRS virtual storage, which causes
subsequent GRS requests to fail.

Generally, the new processing does not require any action on your part.

However, you need to be aware of the changes. Users might receive new ABEND
or return codes indicating their programs failed because of too many concurrent
global resource serialization requests. Also, you might want to change the limits
global resource serialization enforces, although the default values are satisfactory
for most installations.
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To enforce the limit, as of Release 2.1.1 global resource serialization uses a
threshold for each address space. The thresholds are in the GVTCREQ fields of
the GVTs. If the number of outstanding ENQ, RESERVE, or specific types of
GQSCAN requests reaches the threshold (the default is 4096), global resource
serialization:

e Rejects subsequent ENQ and RESERVE requests from unauthorized callers in
the address space. The system terminates unconditional requests with
ABEND code x‘538’, and rejects conditional requests with a return code of
x‘014’. In earlier releases, if GRS virtual storage is depleted, users receive a
return code of x°08’.

o Allows authorized callers in the address space to issue a limited number of
additional ENQ and RESERVE requests. The number cannot exceed the
tolerance value specified in the GVTCREQA field of the GVT. The tolerance
value is also new as of Release 2.1.1. Its default value is 4111. Global
resource serialization allows authorized callers the additional ENQ and
RESERVE requests to enable recovery and normal termination routines to
obtain the resources required to finish processing.

® Rejects with a return code of x°14° GQSCAN requests that specify the
TOKEN option and request more information than can fit into the caller’s
buffers. Global resource serialization returns the buffers of information but
does not continue the scan as it normally would. (If the threshold had not
been reached, global resource serialization would have queued the request for
continuation, returned the full buffers to the caller, and, after the caller
cleared the buffers, resumed the scan.)

If you find the threshold and tolerance values in the GVT are too high or low,
you can change them for your installation using the SPZAP service aid program.
For details, see SPL: Service Aids.

Format Changes to Hard-Copy Log Records

Beginning with Release 2.1.2, the formats of all hard-copy log records except
those written using JES3 are changed to provide additional machine-readable
information. As a result, you need to modify most programs that scan the
SYSLOG data set. Scan programs that run on a JES3 system might work
unchanged. However, be aware that records logged before JES3 is initialized and
all records written via the LOG command or the WTL macro have the new
format. If your installation keeps the hard-copy log on a JES2 multi-access spool
that systems at earlier levels can access, the scan programs must be sensitive to
which system wrote the record.

The new log format includes the following additional information:

e A record ID, which identifies the type of record written (for example, a
WTOR, label line, or command response). The record ID appears only in
SYSLOG and not in printed output.

o The system ID.

o The date the message was issued.
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e The ID of the console from which the command or command response was
issued.

( e User exit and message suppression flags.

o The full text of the message. If the text requires more than one line, one or
more WTL entries might be interspersed among the continuation lines. If
printed, however, the text appears on consecutive lines.

The text of entries written using the LOG command begin with the prefix ‘0.
The text of entries written using the WTL macro begin with either a

user-specified prefix or an ‘X’.

A new macro, IHAHCLOG, maps the new record format. When modifying your
programs, use the mapping macro instead of offsets to access the data.

Link Editing Allocation User Routines

Release 2.1.1 removes the following routines from the device allocation load
module, IEFW21SD. Therefore, you need to link edit them differently:

IEFDB401 - Dynamic allocation user exit, now a single CSECT
IEFXVNSL - Non-standard tape label routine, now a single CSECT
IEFAB445 - Allocation space defaults CSECT, now a single CSECT

IKJEFD00 - Now an alias for the IKJDAIR dynamic allocation interface
routine within the IEFGB400 load module.

IEFDB401 and IEFXVNSL can reside above or below 16 megabytes. Specify
( their RMODE:s on the link edit statements for each. The system generation link
- edit control statements omit the RMODE specification. IEFAB445 resides below
16 megabytes. IKJDAIR also resides below 16 megabytes and can be invoked in
either 24- or 31-bit addressing mode.

Release 2.1.1 changes some of the entry points in IEFW21SD. Programs to be
executed in 31-bit addressing mode must use the new rather than old entry points.
See “Entry Points in IEFW21SD” below for more information.

Entry Points in IEFW21SD

The following entry points in the device allocation load module, IEFW21SD, are
changed in Release 2.1.1. When writing programs to be executed in 31-bit
addressing mode, use the new entry points. Programs that run in 24-bit
addressing mode can continue to use the old entry points.

Release 2.1.0 Release 2.1.1

Entry Point Entry Point
IEFAB4DC IEFGB4DC
IEFAB445 1EFAB445 (single CSECT)
IEFAB4UV IEFGB4UV
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Removal of the Interval Timer

370-XA deletes the interval timer. Modify programs that use the interval timer to
use the CPU timer instead. Although the CPU timer works like a stopwatch, you
can use it like an interval timer. Use the STIMER macro to set the CPU timer,
the CPUTIMER or TTIMER macro to obtain its current value, and the
SRBTIMER macro to set a time limit for SRB processing. Although you can use
either the CPUTIMER or TTIMER macro, CPUTIMER is faster and you can
use it in SRB or task mode. You can use TTIMER in task mode only.

Checklist for Determining if Authorized Programs Must be Changed

The following checklist is for use in examining authorized assembler programs for
incompatibilities and is not applicable to other programs. Programs written in
high level (non-assembler) languages are compatible and require no change. Most
unauthorized assembler programs also work unchanged. The few exceptions are
noted in the introduction to this chapter.

Most of the following programs require modification and/or reassembly:
® Programs that issue any of the following macros:

RESETPL (a BTAM macro)
IOHALT (or SVC 33)
IOSGEN UCBLOOK
STATUS STOP,SYNCH

In all cases, you can change programs that use these macros before installing
MVS/XA. For details, see the topics describing the macros.

® Programs that access system control blocks that are changed or that now
reside in virtual storage above 16 megabytes. “Appendix B. Control Block
Changes” lists the control blocks requiring attention.

® Programs that directly invoke system modules that now require entry in 31-bit
addressing mode, or that require parameter addresses to be 31-bit values.

Programs using SVCs or published macros to invoke service routines that
now execute in 31-bit addressing mode generally work unchanged in
MVS/XA. In most cases, the macro invokes a routine that changes modes, if
necessary, before entering the service routine.

The MVS/XA components having a large percentage of modules that execute
in 31-bit addressing mode or reside above 16 megabytes include:

— In Release 2.1.0

— BLDL/FIND

— checkpoint/restart (runs in 31-bit addressing mode)
— contents supervision (CSV)

— some device error recovery procedures (ERPs)

— GTF

— I0S
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— media manager
— program fetch
— RSM

— RTM

— SRM

— system trace

— VSM

In Release 2.1.1
— ALLOCATE
In Release 2.1.2

— SVCDUMP in APAR 0778216
— VSAM record management load modules

In Release 2.1.3AE

— availability manager
In MVS/XA DFP Version 2 Release 1.0

— checkpoint/restart (resides above the 16 megabytes address)
— common volume table of contents access facility (CVAF)

In MVS/XA DFP Version 2 Release 3.0
— VSAM

RMF Version 3 modules also execute in 31-bit addressing mode.

See “Interfaces to System Services” for more detail.

Programs that use the high-order byte of address fields for flags. When
running in 31-bit addressing mode, MVS/XA treats addresses as 31-bit values
and, if applicable, uses the high-order bit to set the PSW A-mode bit.

Specific examples of programs that will fail include those that use the
high-order byte of:

Address fields they pass to IARUTRYV (translate real to virtual routine).
IARUTRY, which replaces IEAVTRYV in MVS/XA, treats the real
addresses as 31-bit values.

The SRBEP or SRBRMTR field in the SRB. MVS/XA treats each field
as a 31-bit value, and uses the high-order bit to set the PSW A-mode bit.

The SVC screening table address in the TCB (the TCBSVCA?2 field).
MVS/XA also treats that address as a 31-bit value and uses the
high-order bit to set the PSW A-mode bit.

Programs that treat UCB addresses as 2-byte values. In MVS/XA, UCB
addresses are three bytes instead of two.
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® Programs that directly access the UCB look-up routine. It does not exist in
MVS/XA. “IOSGEN UCBLOOK Macro Instruction” describes alternate
ways of obtaining the same information.

¢ Programs that depend on the structure of the nucleus and the FLPA. In
- MVS/XA, the FLPA no longer resides in the nucleus buffer. Also, neither the

nucleus nor the FLPA is mapped V=R, and modules in those areas might
not be loaded into contiguous real frames.

Examples of programs that must be modified are:
— V=R programs that use EXCP to perform I/O into or out of the FLPA.

— Programs in the nucleus or FLPA that run DAT-off. “DAT-off
Restrictions” describes how to change the programs.

— Programs that use the CVTNUCSB field to determine if they have been
loaded into the FLPA. Change the programs to test the CVTFLPAS and
CVTFLPAE fields to determine residency in the FLPA below 16
megabytes and the CVTEFLPS and CVTEFLPE fields for residency
above 16 megabytes. Each pair of fields indicates the beginning and
ending addresses of the FLPA areas.

® Programs sensitive to virtual storage location changes; for example, programs
that treat parameter addresses below 64 K as invalid.

o Programs sensitive to changes in the locking structure. Programs requiring
modification are those that:

— Use the IOSCAT or the IOSLCH lock. Those locks are deleted in
MVS/XA.

— Obtain the DISP lock in order to hold the highest lock in the system.
— Request the DISP lock after obtaining the ASM lock.
— Use the PSAHLHI field to determine locking hierarchy.

For more information, see “Changes to the Locking Structure” and
“Determining Which Locks a Processor Holds.”

e Programs that use the following system-created data:

— GTF, system trace, or LOGREC records. The record formats are
different. Also, the structure of the system trace table is changed.

— Beginning in Release 2.1.2 programs that scan the SYSLOG data set must
be updated as a result of changes in the format of the hard-copy log
records. See “Format Changes to Hard-Copy Log Records.”

— Dump data. Dump contents and formats have changed. See Chapter 6
for more information.
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— SMF data that is updated. Chapter 7 identifies which SMF records are
updated and briefly describes the differences.

Programs that examine the PSW field in MVS/XA control blocks (for
example, programs that use trace data or print reports). The PSW format is
changed. Among other differences, the instruction addresses are contained in
4-byte, instead of 3-byte, fields.

Programs that use the LRA instruction. LRA always returns a 31-bit address
in MVS/XA, even when executed in 24-bit addressing mode.

Programs that call IEFSCAN or that directly access MVS/370 device
allocation tables (DEVNAMET, IEFDEVPT, and DEVMASKT). IEFSCAN
and the tables are deleted in MVS/XA. “Unit Verification” describes how
both authorized and unauthorized programs can perform unit verification in
MVS/XA.

Programs that use extended ECBs for POST exits. The programs must be
authorized to fetch from the ECB extension, as well as to fetch and store the
extended ECB.

Programs that specify an ACON length other than 4 (for example,
AL3(location)), if the location in parentheses is above 16 megabytes.

Programs that examine the SVTDACTYV or SVTPWAIT fields in the SVT
(usually programs that code their own expansions of SCHEDULE or
INTSECT, respectively). The offsets of these fields in the SVT have changed.
Their previous locations are initialized to xX'FFFFFFFF.

Programs that depend on CPU (processor) addresses being 0, 1, or 2. A CPU
address can be any number from 0-F.

I/O drivers that call IEASMFEX to record EXCP counts. Change the drivers
to use a new SMF macro, SMFIOCNT.

If your installation includes data sets in the LNKLST concatenation that are
not APF authorized, programs that depend on the data sets being APF
authorized.

The DEBAPFIN bit in the LNKLST DEB indicates whether or not all data
sets in the LNKLST concatenation are APF authorized. The LLTAPFIN
field in a data set’s LLTAPFTB entry indicates whether the data set is APF
authorized. The LLTAPFTB is a new extension to the LLT that contains one
entry for each data set in the LNKLST concatenation. See “Using a New
Directory for LNKLST Data Sets” in Chapter 8, “Measurement and
Tuning” for more information.

Programs that access SMF BQEs (buffer queue elements). Release 1.1 moves
the BQEs from common storage to the new SMF address space.

Programs that read SMF data sets directly instead of via SMF dump
programs. Release 2.1.1 initializes SMF data sets with dummy records that
are shorter than valid SMF records. They contain the characters
‘SMFEOFMARK.” See “SMF Compatibility Between Release 2.1.0 and
Later Releases” in Chapter 7 for more information.
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Programs that obtain storage for data extent blocks (DEBs) from

fetch-protected areas (subpools 0-172). If called to add a DEB table entry for

a DEB that is in fetch-protected storage, the MVS/XA DEBCHK service
routine issues ABEND x‘16E’ with reason code x‘1C’. MVS/370 does not
impose the same restriction.

Changes to the SVC Table

The following changes have been made to the SVC table:

SVC Description of Change

SVC 16 (PURGE) Changed from type 3 to type 2

SVC 46 (TTIMER) Changed from type 3 to type 2

SVC 47 (STIMER) Changed from type 3 to type 2

SVC 82 (DASDR) Deleted

SVC 88 (MODS88) Deleted

SVC 109 (Extended A new entry has been added:
SVC Router) 28 - ESPIE, a type 3 SVC

SVC 138 (PGSER) A new type 2 SVC

Changes to the Locking Structure

The locking structure has changed in MVS/XA:

MVS/XA uses nine new locks instead of the SALLOC lock for storage
management serialization.

A new TRACE lock serializes the system trace buffer structure.

A new CPU lock causes the requestor to be physically disabled for I/O and
external interrupts. It provides system-recognized disablement.

The IOSCAT and IOSLCH locks have been deleted.

The hierarchy of the ASM and DISP locks is reversed. In MVS/XA, the
ASM lock’s position is above the DISP lock’s position in the locking
hierarchy.

You must change programs that:

Use the IOSCAT or IOSLCH locks.

Use the SALLOC lock to serialize storage management.

Obtain the DISP lock in order to hold the highest lock in the system.
Request the DISP lock after obtaining the ASM lock.

Determining Which Locks a Processor Holds

You must change programs that use the PSAHLHI (highest lock held) field to
determine locking hierarchy. The PSAHLHI field is now referred to as
PSACLHS (current locks held string), although the old name is retained for
compatibility. The bit positions in the PSACLHS field indicate which locks the
processor owns. They no longer represent the hierarchy of locks.
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