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First Half

Precision medicine

Annotation bottleneck

Extract complex structured information

Beyond sentence boundary
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Second Half

Reasoning

Applications to precision medicine

Resources

Open problems
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Part 1: Precision Medicine

What is precision medicine

Why it’s an exciting time to have impact

How can NLP help
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Top 20 drugs

80% non-responders

Medicine Today Is Imprecise

Wasted

1/3 health spending

$1 Trillion / year
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2009  2013: 40%  93%

Disruption: Big Data



Disruption: Pay-for-Performance

Goal: 75% by 2020



Vemurafenib on BRAF-V600 Melanoma

Before Treatment 15 Weeks



Before Treatment 15 Weeks 23 Weeks

Vemurafenib on BRAF-V600 Melanoma



Why Curing Cancer Is Hard?

Cancer stems from normal biology

Cancer is not a single disease

Cancer naturally resists treatment
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Cancer Stems from Normal Biology

Cancer is caused by genetic mutations

Cells divide billions of times everyday

Each division generates a few mutations

Inevitable: Enough of right mutations
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Cancer Is “Thousands of Diseases”

Traditionally classified by originating organ

“Similar” tumors might have few common mutations

“20-80 rule”: Treatments often fail for most patients
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Cancer Has Evolution on Its Side

Over a billion cells upon detection

Many “clones” w/ different characteristics

Killing primary clone liberates resistant subclones
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Adapting Clinical Paradigms to the Challenges of Cancer 

Clonal Evolution. Mrurgaesu et al., Am. J. Pathology 2013.



The New Hope

Think HIV

Example: Gleevec for CML

Cancer  Chronic disease
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Why We Haven’t Solved Precision Medicine?

Discovery

… ATTCGGATATTTAAGGC …

… ATTCGGGTATTTAAGCC …

… ATTCGGATATTTAAGGC …

… ATTCGGGTATTTAAGCC …

… ATTCGGATATTTAAGGC …

… ATTCGGGTATTTAAGCC …

Bottleneck #1: Knowledge

High-Throughput Data

Bottleneck #2: Reasoning

AI is the key to overcome these bottlenecks



www.ucsf.edu/news/2014/11/120451/bridging-gap-precision-medicine

Molecular 

Tumor 

Board
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Problem: Hard to scale

U.S. 2016: 1.7 million new cases, 600K deaths

902 cancer hospitals

Memorial Sloan Kettering
 Sequence: Tens of thousands

 Board can review: A few hundred

Wanted: Decision support for precision medicine

Key Scenario: Molecular Tumor Board



First-Generation Molecular Tumor Board

Knowledge bottleneck

E.g., given a tumor sequence, determine:

 What genes and mutations are important

 What drugs might be applicable

Can do manually but hard to scale
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Next-Generation Molecular Tumor Board

Reasoning bottleneck

E.g., personalize drug combinations

Can’t do manually, ever
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Big Medical Data Decision Support

Precision

Medicine

Predictive

Analytics

20

Machine

Reading

How Can We Help?



Example: Tumor Board KB Curation
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The deletion mutation on exon-19 of EGFR gene was present in 16

patients, while the L858E point mutation on exon-21 was noted in 10.

All patients were treated with gefitinib and showed a partial response.

Gefitinib can treat tumors w. EGFR-L858E mutation
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PubMed
27 million abstracts

Two new abstracts every minute

Adds over one million every year
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Can we help increase curation speed by 100X?



Example: Personalize Drug Combos

Targeted drugs: 149

Pairs: 11,026

Tested: 102 (in two years)

Unknown: 10,924
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Can we find good combos in months, not centuries?



What Can We Achieve?

Cancer  Solved

Chronic diseases  Predict / prevent

Healthcare  Save trillions
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NLP Challenges

Train machine reader w. little labeled data

Understand complex semantics

Reason beyond explicitly stated in text
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Part 2: Annotation Bottleneck

Machine reading

Annotation bottleneck

Distant supervision

Grounded learning
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…

VDR+ binds to 

SMAD3 to form

…

…

JUN expression 

is induced by 

SMAD3/4

…

PMID: 123

PMID: 456

…
…

Machine Reading

Knowledge 

Base

29



Involvement of p70(S6)-kinase activation in IL-10 

up-regulation in human monocytes by gp41 envelope 

protein of human immunodeficiency virus type 1 ...

Complex Semantics



Involvement of p70(S6)-kinase activation in IL-10

up-regulation in human monocytes by gp41 envelope 

protein of human immunodeficiency virus type 1 ...

IL-10
human 

monocyte
gp41 p70(S6)-kinase

GENEGENEGENE
CELL

Complex Semantics



Involvement of p70(S6)-kinase activation in IL-10

up-regulation in human monocytes by gp41 envelope 

protein of human immunodeficiency virus type 1 ...

Involvement

up-regulation

IL-10
human 

monocyte

SiteTheme Cause

gp41 p70(S6)-kinase

activation

Theme Cause

Theme

REGULATION

REGULATION REGULATION

CELL
GENEGENEGENE

Complex Semantics



Long Tail of Variations

TP53 inhibits BCL2.

Tumor suppressor P53 down-regulates the activity of BCL-2 proteins.

BCL2 transcription is suppressed by P53 expression.

The inhibition of B-cell CLL/Lymphoma 2 expression by TP53 …

……

negative regulation
532 inhibited, 252 inhibition, 218 inhibit, 207 blocked, 175 
inhibits, 157 decreased, 156 reduced, 112 suppressed, 108 
decrease, 86 inhibitor, 81 Inhibition, 68 inhibitors, 67 
abolished, 66 suppress, 65 block, 63 prevented, 48 
suppression, 47 blocks, 44 inhibiting, 42 loss, 39 impaired, 38 
reduction,  32 down-regulated, 29 abrogated, 27 prevents, 27 
attenuated, 26 repression, 26 decreases, 26 down-regulation, 
25 diminished, 25 downregulated, 25 suppresses, 22 interfere, 
21 absence, 21 repress ……
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Problem Formulation

Entity: Recognition, linking

Simple relation classification: binary, n-ary

Complex event extraction

34



Entity Recognition (a.k.a. Tagging)
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Entity Recognition (a.k.a. Tagging)
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Involvement of p70(S6)-kinase activation in IL-10

up-regulation in human monocytes by gp41 envelope 

protein of human immunodeficiency virus type 1 ...



Entity Recognition (a.k.a. Tagging)
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Protein, DNA, RNA, 

cell line, cell type



Entity Recognition (a.k.a. Tagging)

38



Entity Recognition (a.k.a. Tagging)

39

Even biologists hard to determine

Rich ontologies available

HUGO: Human genes

MeSH: Diseases, drugs, …

dbSNP: point mutations

What we need is entity linking (a.k.a. normalization)

Lessons learned



Entity Linking (a.k.a. Normalization)

40

In eubacteria and eukaryotic organelles the product of this gene, peptide 

deformylase (PDF), removes the formyl group from the initiating methionine of 

nascent peptides. …… The discovery that a natural inhibitor of PDF, actinonin, acts as 

an antimicrobial agent in some bacteria has spurred intensive research into the 

design of bacterial-specific PDF inhibitors. …… In humans, PDF function may 

therefore be restricted to rapidly growing cells.



Relation: Classification

41

The p56Lck inhibitor Dasatinib was shown to enhance apoptosis

induction by dexamethasone in otherwise GC-resistant CLL cells.

This finding concurs with the observation by Sade showing that

Notch-mediated resistance of a mouse lymphoma cell line could be

overcome by inhibiting p56Lck.

Dasatinib could be used to treat Notch-mutated tumors.

TREAT(Dasatinib, Notch)



Relation: Complex Event Extraction
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Machine Reading

Prior work

 Focused on Newswire / Web

 Popular entities and facts

 Redundancy  Simple methods often suffice

High-value verticals

 Healthcare, finance, law, etc.

 Little redundancy: Rare entities and facts

 Novel challenges require sophisticated NLP
43



Annotation Bottleneck

Hire experts to label examples: Scalable?

Crowdsource: “Are these English?”
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Learning with Indirect Supervision

Unsupervised learning

Statistical relational learning 

Distant supervision

Incidental learning

Situated learning

Grounded language learning
45



Grounded Learning

46

?
……

Context



Grounding Takes Many Forms
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[MacMahon et al. 2006; Chen & Mooney 2011; Artzi & Zettlemoyer 2013; ……]

Image from 

Artzi & Zettlemoyer 2013



Grounding Takes Many Forms

48

Knowledge 

Base

[Clark et al. 2010; Liang et al. 2011; ……]

Example from 

Liang et al. 2011



Regulation Theme Cause

Positive A2M FOXO1

Positive ABCB1 TP53

Negative BCL2 TP53

… … …

NCI Pathway KB

Free Lunch: Existing KB
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Regulation Theme Cause

Positive A2M FOXO1

Positive ABCB1 TP53

Negative BCL2 TP53

… … …

NCI Pathway KB

Free Lunch: Existing KB
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Regulation Theme Cause

Positive A2M FOXO1

Positive ABCB1 TP53

Negative BCL2 TP53

… … …

NCI Pathway KB

Free Lunch: Existing KB

TP53 inhibits BCL2.

Tumor suppressor P53 down-regulates the activity of BCL-2 proteins.

BCL2 transcription is suppressed by P53 expression.

The inhibition of B-cell CLL/Lymphoma 2 expression by TP53 …

……
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Regulation Theme Cause

Positive A2M FOXO1

Positive ABCB1 TP53

Negative BCL2 TP53

… … …

NCI Pathway KB

Free Lunch: Existing KB

TP53 inhibits BCL2.

Tumor suppressor P53 down-regulates the activity of BCL-2 proteins.

BCL2 transcription is suppressed by P53 expression.

The inhibition of B-cell CLL/Lymphoma 2 expression by TP53 …

……
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Regulation Theme Cause

Positive A2M FOXO1

Positive ABCB1 TP53

Negative BCL2 TP53

… … …

NCI Pathway KB

Free Lunch: Existing KB

TP53 inhibits BCL2.

Tumor suppressor P53 down-regulates the activity of BCL-2 proteins.

BCL2 transcription is suppressed by P53 expression.

The inhibition of B-cell CLL/Lymphoma 2 expression by TP53 …

……

Distant Supervision



Distant Supervision

[Craven & Kumlien 1999, Mintz et al. 2009]

Use KB to annotate examples in unlabeled text

Binary relation classification

Assume entity linking is done
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Recipe

Identify co-occurring entity pairs in text

Construct training data

 Positive: Pairs w/ known relation in KB

 Negative: Randomly sampled

Train your favorite classifier

55



Evaluation

Sample precision

Absolute recall

56



Examples in Newswire/Web

WordNet hypernym [Snow et al 2005]

Wikipedia infobox [Fei & Weld 2007]

Freebase [Mintz 2009]
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Examples in Biomedicine

Protein localization [Craven & Kumlien 1999]

Genetic pathway [Poon et al. 2015, Mallory et al 2016]

Drug adverse effect [Bing et al. 2015]

MicroRNA-gene interaction [Lamurias et al. 2017]
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Poon et al. “Literome: PubMed-scale genomic 

knowledge base in the cloud”, Bioinformatics-14.
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Poon et al. “Literome: PubMed-scale genomic 

knowledge base in the cloud”, Bioinformatics-14.



Combatting Noise

Introduce latent variables

Case study: Riedel, Hoffman, Betteridge

61



Mentioned at least once

[Reidel et al. 2010]
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Roger McNamee × Elevation Partners

Elevation Partners, the $1.9 billion private 

equity firm that was founded by Roger 

McNamee …

Roger McNamee, a managing 

director at Elevation Partners 

…

𝑦founded

𝑧𝑖
𝑧𝑗

1 0

1



Steve Jobs × Apple

MultiR: multi-instance learning with 

overlapping relations [Hoffmann 2011]

63

Steve Jobs was a 

founder of 

Apple.

Steve Jobs, Steve Wozniak, 

and Ronald Wayne founded 

Apple.

Steve Jobs is 

the CEO of 

Apple.

𝑦bornIn 𝑦founderOf 𝑦capitalOf 𝑦locatedIn

𝑧𝑖 𝑧𝑗 𝑧𝑘

For each entity pair, construct a graph with one node for each mention, and one for each relation

founderOf founderOf none

0 1 0 0 Here: exists ≥ 0

Could say: true ≥ 𝛼,

for 𝛼 ∈ (0,1]

[Betteridge, Ritter, and Mitchell 2013]



Beyond Classification

Complex semantic structures

Semantic parse → Latent variables

64



Part 3: Extract Complex Structured Info

Web: Question answering

Biomedicine: Nested event extraction

65



Recipe

Semantic parse = latent variables

Grounding = Inductive bias

Expectation maximization

66



Web: Question Answering

Supervision: Example QA pairs + KB

Grounding: Semantic parse + KB  correct answer

E.g., Clarke et al. [2010], Liang et al. [2011].
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Example: Liang et al. 2011

Grammar: Dependency-based compositional semantics (DCS)

68



Example: Liang et al. 2011

Grounding: KB query yields correct answer

69



Example: Liang et al. 2011

Discriminative training w/ log-linear model

Problem: Exponential number of semantic parses

Solution: K-best by beam search

Challenge: No correct answer in K-best
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Strategy: Constrain Search Space

Krishnamurphy & Mitchell [2012]: Sentences of length  10

Berant & Liang [2014]: Use manual parse templates

Reddy et al. [2014]: Entities directly connected & known

Yih et al. [2015]: Assume conjunction of binary relations

Work reasonably well for simple factoid questions

71



Semantic Grammars

Logical form ~ Semantic graph

Relation algebra: Liang et al. [2001], Berant & Liang [2004], …

Combinatory categorial grammar (CCG): Kwiatkowski et al. 

[2013], Reddy et al. [2014], …
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Supervision Signals

Example question-answer pairs

Relational tuples in KB

Paraphrases

73



Involvement of p70(S6)-kinase activation in IL-10

up-regulation in human monocytes by gp41 envelope 

protein of human immunodeficiency virus type 1 ...

Involvement

up-regulation

IL-10
human 

monocyte

SiteTheme Cause

gp41 p70(S6)-kinase

activation

Theme Cause

Theme

REGULATION

REGULATION REGULATION

CELL
GENEGENEGENE

Biomedicine: Nested Event Extraction



Example: GUSPEE

Generalize distant supervision to nested events

Prior: Favor semantic parses grounded in KB

Outperformed 19 out of 24 participants in GENIA 

Shared Task [Kim et al. 2009]

75

Parikh et al.. “Grounded Semantic Parsing for 

Complex Knowledge Extraction”, NAACL-15.
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GUSPEE

Semantic parser for event extraction



Tree HMM
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Tree HMM
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Expectation Maximization

79

Virtual Evidence



Syntax-Semantics Mismatch

80



Syntax-Semantics Mismatch
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Syntax-Semantics Mismatch
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Best Supervised System
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Preliminary Results

84
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Prototype-Driven Learning



Outperformed 19 out of 24 supervised participants
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Incomplete KB

87



Next: Improve Semantic Learning

Syntax-semantics mismatch

Ontology matching

Leverage relation interdependencies
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Next: More Semantic Complexities

Cellular context

Experimental settings

Relations to diseases, drugs, mutations, …

Scope: Paragraph, document, literature

89



Part 4: Beyond Sentence Boundary

Why cross sentence

Prior work

Generalize distant supervision

Graph LSTM

90



Challenge: Cross-Sentence Relation Extraction

91

Dasatinib could be used to treat Notch-mutated tumors.

TREAT(Dasatinib, Notch)

The p56Lck inhibitor Dasatinib was shown to enhance apoptosis

induction by dexamethasone in otherwise GC-resistant CLL cells.

This finding concurs with the observation by Sade showing that

Notch-mediated resistance of a mouse lymphoma cell line could be

overcome by inhibiting p56Lck.
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The deletion mutation on exon-19 of EGFR gene was present in 16

patients, while the L858E point mutation on exon-21 was noted in 10.

All patients were treated with gefitinib and showed a partial response.

Challenge: Cross-Sentence Relation Extraction

Gefitinib could be used to treat tumors w. EGFR mutation L858E.

TREAT(Gefitinib, EGFR, L858E)



Related Work

Cross-sentence: Received little attention

 Supervised [Swampillai & Stevenson 2011] 

 Newswire/Web: Single sentences often suffice

Distant supervision: Focused on single-sentence

 Entity-centric attributes [Wu & Weld 2007; TAC KBP] 

 Coreference [Koch et al. 2014; Augenstein et al. 2016]
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DISCREX: Distant Supervision → Cross-Sentence

Document graph: Unified representation

Linguistic analysis: Syntax, discourse, coreference, etc.

Features: Multiple dependency paths

Candidate selection: Minimal-span

94

Quirk & Poon. “Distant Supervision for Relation 

Extraction beyond the Sentence Boundary”, EACL-17.



Document Graph

95

Sequence, syntax, discourse



Features

Prior work: Used single shortest path

DISCREX: Multiple paths help

Templates

 Nodes: Token, lemma, POS

 Whole paths

 Path n-grams
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Distant Supervision: Minimal-Span Candidates

97

Since amuvatinib inhibits KIT, we validated MET kinase inhibition as

the primary cause of cell death.

Additionally, imatinib is known to inhibit KIT.

Imatinib could be used to treat KIT-mutated tumors.



Distant Supervision: Minimal-Span Candidates

98

Imatinib could be used to treat KIT-mutated tumors.

Not minimal-span

Since amuvatinib inhibits KIT, we validated MET kinase inhibition as

the primary cause of cell death.

Additionally, imatinib is known to inhibit KIT.



Experiments: Molecular Tumor Board

Drug-gene interaction

Distant supervision

 Knowledge bases: GDKD

 Text: PubMed Central (~ 1 million full-text articles)

99



GDKD

Gene-Drug Knowledge Database [Dienstmann et al. 2015]
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PubMed-Scale Extraction

101



PubMed-Scale Extraction

Cross-sentence extraction doubles the yield

102



PubMed-Scale Extraction

Orders of magnitude more knowledge by machine reading
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Manual Evaluation

0

20

40

60

Random P > 0.5 P > 0.9

Precision
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Automatic Evaluation

Distant-supervision: Treat labels as gold

Five-fold cross-validation

Balanced dataset → Report average accuracy
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Shortest Paths → Features

106

80

82

84

86

88

Accuracy

1 Path 3 Paths 10 paths

Multiple paths 

help



Other Take-Aways

Prioritizing dependency edges helps

Discourse / coreference no impact yet
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Generalize to N-ary Relations

108

Peng et al. “Cross-Sentence N-ary Relation 

Extraction with Graph LSTM”, TACL-17.

The deletion mutation on exon-19 of EGFR gene was present in 16

patients, while the L858E point mutation on exon-21 was noted in 10.

All patients were treated with gefitinib and showed a partial response.

TACL 2017



Why LSTM?

Cross-sentence  Features become much sparser

N-ary  Want to scale to arbitrary n

Multi-task learning: Easy

109



Why Graph?
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Graph LSTM
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Recurrent Neural Network

112

WNW2W1
……

……

Contextual Hidden Representation

Word Embedding



Recurrent Neural Network

113

WNW2W1
……

……

Recurrent Unit



Long Short-Term Memory (LSTM)

114



Little Work beyond Linear-Chain

NLP: Tree LSTM

Programming verification: Graph Neural Network

115



Challenge in Backpropagation

Standard approach

 Unroll recurrence for a number of steps

 Analogous to loopy belief propagation (LBP)

Problems

 Expensive: Many steps per iteration

 Similar to LBP: Oscillation, failure to converge

116



Asynchronous Update

117



Asynchronous Update

118

Forward Pass



Asynchronous Update

119

Backward Pass



Domain: Molecular Tumor Board

Ternary interaction: (drug, gene, mutation)

Distant supervision

 Knowledge bases: GDKD + CIVIC

 Text: PubMed Central articles (~ 1 million full-text articles)

120



PubMed-Scale Extraction

121



PubMed-Scale Extraction

122

Cross-sentence extraction triples the yield



PubMed-Scale Extraction

123

Machine reading extracted orders of magnitudes more knowledge



Manual Evaluation

124

0

20

40

60

80

Random P > 0.5 P > 0.9

Precision



Multi-Task Learning

Leverage related tasks w/ more supervision

E.g., binary sub-relations

125
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Just add top classifiers



Multi-Task Learning
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System Comparison

128

77

78

79

80

81

Logistic

Regression
CNN

Linear

LSTM

Graph

LSTM



GENIA: Impact of Syntactic Parses

129

32

33

34

35

36

Linear

LSTM

Graph 

LSTM
Graph LSTM

(Gold Parse)
Logistic

Regression



Take-Aways

Linear: Capture some long-ranged dependencies

Graph: Quality of linguistic analysis matters
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What’s Next?

Parametrization

Joint syntax & semantics

Multi-task learning: Imbalance

Discourse modeling

131



Part 5: Reasoning

Reasoning with embeddings of entities and relations
 Representing texts

Reasoning with relation paths (PRA)

A hybrid method embedding triples, text, and relation paths

132



So far: Relationships Directly Expressed in Text

Tumor suppressor P53 down-regulates the activity 

of BCL-2 proteins.

negative_regulation(P53,BCL-2)

133

Reasoning: combining several pieces of relevant information.



General Domain Knowledge Base
Captures world knowledge by storing properties of millions of 
entities, as well as relations among them

Barack Obama  born-in Honolulu

Honolulu city-of Unites States

Likely that Barack Obama nationality USA

Barack Obama

Honolulu

United States

Michelle Obama

spouse

city_of

born_in

Reasoning



Genomics Knowledge Base (Network)

135

KITLG

MAPK1

GRB2

IL2

MAPK3

REGULATION ↑

MAPK3 and MAPK1 are in the same family

MAPK1 up-regulates GRB2

Likely that MAPK3 up-regulates GRB2



Reasoning with Knowledge Bases -I

Statistical relational learning [Getoor & Taskar, 2007]
 Modeling dependencies among the truth values of multiple possible relations 

 Can be prohibitively expensive (e.g. marginal inference is exponential in the treewidth for Markov 

Random Fields)

adult

adult

child



Reasoning with Knowledge Bases - II

Knowledge base embedding
 Assumes truth values of facts are independent given latent features (embeddings) of entities 

and relations

 Can be very efficient (e.g. matrix multiplication for prediction)

 Has difficulty generalizing when graph has many small cliques

Path ranking methods (e.g., random walk) [e.g., Lao+ 2011]
 Assumes truth values of unknown facts are independent given observed facts

 Difficulty capturing dependencies through long relation paths

 Sparsity when number of relation types is large

Hybrid of path ranking and embedding methods 137



Overview of Part 5

138

Reasoning with embeddings of entities and relations
 Representing texts

Reasoning with relation paths (PRA)

A hybrid method embedding triples, text, and relation paths



Basic Approach: Continuous 

Representations (Embeddings)

lived_in

Properties: can capture similarities among entities and relations, can encode relevant information from the graph 

and achieve high accuracy on KB completion [e.g. Nickel et al. 2011, 2016, Bordes et al. 2011, 2013]

-0.1

2.3

-1.4

-0.7

-3.4

1.6

Chicago

Michelle Obama

1.3

0.5

-0.6

Encoding relevant properties of the 

entities, predictive of their 

relationships.

Encoding relevant properties of the 

relations that help define the set of entity 

pairs for which the relation holds.

Entity



Scoring Functions
Models assign scores to triples (candidate directed labeled 
links in KB):

Scores

𝑓(𝑠, 𝑟, 𝑡|Θ)

Used to predict the existence of triples: 
𝑦𝑇 ∈ {0,1}

𝑇 = (𝑠, 𝑟, 𝑡)

𝑠, 𝑡 ∈ 𝐸, 𝑟 ∈ 𝑅𝑘𝑏

Θ



Scoring Functions

f(Michelle Obama, lived_in, Chicago)

lived_in Chicago
Michelle

lived_in
Michelle Chicagolived_in lived_in lived_inMichelle Chicago



Scoring Functions

f(Michelle Obama, lived_in, Chicago)

[Michelle, Chicago]lived_in

Michelle Chicagolived_in

Michelle Chicagolived_in



Loss functions for training model parameters

P 𝑡 𝑠, 𝑟 =
𝑒𝑓(𝑠,𝑟,𝑡|𝜃)

σ
𝑡′∈𝑁𝑒𝑔(𝑠,𝑟,?)∪𝑡

𝑒𝑓(𝑠,𝑟,𝑡
′|𝜃)



Loss functions for training model parameters

Bouchard et al. 2015]



Overview of Part 5
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Reasoning with embeddings of entities and relations
 Representing texts

Reasoning with relation paths (PRA)

A hybrid method embedding triples, text, and relation paths



Knowledge Bases Augmented with 

Textual Relations

146

Michelle Obama worked in the United States.

Barack Obama

Honolulu

United States

Michelle Obama

spouse

city_of

born_in Facts stated in text often directly or 

indirectly support knowledge base facts.

Can treat textual mentions as another 

type of relations.

[Lao et al. 2012]  [Riedel et al. 2013]



KB relations Textual relations

KB relations Textual relations

B
a
si

c 
C

o
n
v

Models for graphs including text

[Toutanova et al. 2015]

Bi-LSTM and cross-lingual [Verga et al. 2016]



Overview of Part 5
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Reasoning with embeddings of entities and relations
 Representing texts

Reasoning with relation paths (PRA)

A hybrid method embedding triples, text, and relation paths



Path Ranking Algorithm [Lao et al. 11]

149

Barack Obama

Honolulu

United States

Michelle Obama

spouse

city_of

born_in

To score (s, r, t ), collect the path types of paths 

connecting s and t

Each path type is a feature with value the path-

constrained random walk probability.

Scoring function: linear in the given feature values

𝑓 = 𝒘𝟏 × 1 + 𝒘𝟐 × 1nationality

born_in city_of

spouse nationality

nationality



Path Ranking Algorithm [Lao et al. 11]

150

Barack Obama

Honolulu

United States

Michelle Obama

spouse

city_of

born_in

Computationally expensive and data-sparse if 

many relation types and long paths allowed

For 3000 relation types:

Grows exponentially as |𝑅|𝐿

|𝑅| increases when textual links are considered.

Approach: pruning or sampling of path types, 

other approximation.

nationality



Overview of Part 5
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Reasoning with embeddings of entities and relations
 Representing texts

Reasoning with relation paths (PRA)

A hybrid method embedding triples, text, and relation paths



Network with KB relations and text

KITLG

MAPK1

GRB2

IL2

MAPK3

REGULATION ↑

NCI-PID-PubMed Genomics Knowledge Base Completion Dataset

http://aka.ms/NCI-PID-PubMed

http://aka.ms/NCI-PID-PubMed


Reasoning with embeddings and relation 

paths 

REGULATION↑ _REGULATION↑ FAMILY

REGULATION↑ KITLG _nsubj-activate-dobj FAMILY

_REGULATION↑ FAMILY

KITLG

MAPK1

GRB2

IL2

MAPK3

REGULATION ↑

GRB2 MAPK3REGULATION ↑



Problems when using relation paths: sparsity 

→ compositional representations

REGULATION↑ _nsubj−activate−dobj FAMILY

REGULATION↑ _nsubj−activate−dobj FAMILY REGULATION↑ _nsubj−activate−dobj FAMILY

Neelakantan et al. 2015], or sum of vectors [Lin et al. 2015]

et al. 2013, 2014] for different methods to combat sparsity.



Compositional representations of paths 

including nodes

REGULATION↑ IL2 _REGULATION↑ MAPK1 FAMILY IL2 MAPK2REGULATION↑ _REGULATION↑ FAMILY



We can derive even more power from 

compositional representations!

The bilinear compositional model of paths permits exact inference with all relation paths 

of bounded length, using dynamic programming. 

Polynomial in graph size and maximum path length

This model also allows finer-grained modeling of relation paths by distinguishing paths 

according to their specific intermediate nodes.

No increase in asymptotic complexity

[Toutanova, Lin, Yih,  Poon,  Quirk, 16]



Results: using compositional representations of 

relation paths from KB and text relations

39.92

48.27 48.6

52.53

36
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Hits@10

Hits@10 on Gene Regulation

Bilinear-diag PrunedPaths-100

All Paths All Paths+Nodes



Other Applications of Embeddings of 

Networks

In neural network models pre-trained embeddings of 

inputs can often provide strong improvements

Can train network embedding models to encode 

network knowledge

 Gene embeddings

 Relation embeddings

 Textual mention embeddings
158



Part 6: Applications to Precision Medicine

Knowledge curation for tumor board

Personalize cancer drug combinations

Disease modeling from electronic medical records

NLP for open science

159
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Knowledge Curation for Tumor Board

Everyday: 4000 new papers

Manual: GDKD, CIVIC, OncoKB, …

Wanted: Machine reading assisted curation

161



162



Personalize Cancer Drug Combos

163

Fried et al. “Learning to Prioritize Cancer Drug Combinations”. 

In preparation.

Kurtz et al. “Identifying Combinations of Targeted Agents for 

Hematologic Malignancies”. PNAS, to appear.



Drug Combination

164

Problem: What combos to try?
 Cancer drug: 250+ approved, 1200+ developing

 Pairwise: 719,400; three-way: 287,280,400

Wanted: Prioritize drug combos



Drug Combination

Problem: What combos to try?
 Cancer drug: 250+ approved, 1200+ developing

 Pairwise: 719,400; three-way: 287,280,400

Wanted: Prioritize drug combos

165

Drug 1

Drug 2



Personalize Drug Combos

Targeted drugs: 149

Pairs: 11,026

Tested: 102 (in two years)

Unknown: 10,924

166



Machine Learning

Patient: Transcriptome (RNA expression level)

Drug: Gene targets

Machine-read gene network  key features

167



168

Ongoing:

Cell line experiments on 

Hanover predictions 



Modeling Disease Progression

Wanted: Predict onset, complication, treatment

Electronic medical records (EMRs)

Clinical notes contains rich patient information

169



Modeling Disease Progression

170



Example: Classifying Breast Diseases

Breast pathology report; 20 categories (e.g., atypia)

Supervised learning; n-gram features

On par w/ rule-based accuracy (>90%)

Follow-up: Category transfer learning

171

Yala et al. “Using machine learning to parse breast pathology 

reports”. Breast Cancer Research and Treatment, 2017.



Example: Classifying Heart Failure

Hospitalization: Did heart failure occur?

Supervised learning

Structured + Clinical notes  Best accuracy

172

Blecker et al. “Comparison of Approaches for Heart Failure Case Identification 

From Electronic Health Record Data”. JAMA Cardiology, 2016.



Example: Learning Patient Embedding

Representation learning: Denoising autoencoder

Evaluation: Predict new disease onset

Outperformed standard dimension reduction

NLP: Negation, family history, entity linking

173

Miotto et al. “Deep Patient: An Unsupervised Representation to Predict the 

Future of Patients from the Electronic Health Records”. Scientific Reports, 2016.



NLP for Open Science

Explosive growth in public data

Discovery hindered by lack of access & annotation

WideOpen: “Make public data public”

EZLearn: Extreme zero-shot learning

174



Big Data for Precision Medicine

175
Billions of data points



Public Data Is Not Public

176



WideOpen: “Make Public Data Public”

NLP: Automate detection of overdue datasets

PubMed: Identify dataset mentions

Repo: Parse query output to determine if overdue

177

Grechkin et al. “Wide-Open: accelerating public data release by automating 

detection of overdue datasets”. PLOS Biology, 2017.
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179

Enabled GEO to release 400 datasets in a week



WideOpen: “Make Public Data Public”

180



Public Data Is Not Annotated

181



Key Annotation: Cell Type

Same DNA, different expression, different functions

Crucial for understanding development & cancer

182



Integrative Studies Remain Small Scale

183



EZLearn: Extreme Zero-Shot Learning

184

Grechkin et al. “EZLearn: Extreme Zero-Shot Learning for Unsupervised Data Annotation”. In submission.

4931 types



Part 7: Resources

Text

Ontology

Databases

Shared tasks

Project Hanover

185



Text

PubMed

Electronic medical record (EMR)

Clinical trial

Pathology report

186



PubMed

187



PubMed

188



PubMed

189

Abstracts: 27 millions

Full text: 4.3 millions 

Open-access: 1.5 million



Electronic Medical Record (EMR)

A.k.a. electronic health record (EHR)

Structured: Billing (ICD), lab test, …

Semi-structured or free text:

Discharge summary

Medical history

Family history

…… 190



Electronic Medical Record (EMR)

191



Clinical Trial

192



Clinical Trial

193



Ontology

HUGO

MeSH

DrugBank

UMLS

ICD

194



195



196
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198



199



200



201



202



203



Databases

Anything of import  Manual KBs exist

Problem: Unsubstainable by manual effort

Free lunches abound for machine learning

204
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Shared Tasks

BioCreative

BioNLP

TREC

I2b2

SemEval

208



209

“Text-mining approaches in molecular biology and 

biomedicine”. Martin Krallinger, Ramon Alonso-Allende 

Erhardt and Alfonso Valencia. Drug Discovery Today.
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214

Event Annotation

The activation of Bax by the tumor suppressor protein p53 is 

known to trigger the p53-mediated apoptosis …

T1  PROTEIN BAX 19   22  Bax

T2  PROTEIN TP53 30   58  tumor suppressor protein p53

T3  PROTEIN TP53 83   86  p53

T4  PROCESS  apoptosis 96 105  apoptosis

T5  POSITIVE_REGULATION   5   15  activation

T6  POSITIVE_REGULATION  71  78  trigger

T7  POSITIVE_REGULATION  87  95  mediated

E1  T5  Theme:T1  Cause:T2

E2  T6  Theme:E3  Cause:E1

E3  T7  Theme:T4  Cause:T3



215

Event Annotation



216



217

“Extracting research-quality phenotypes 

from electronic health records to support 

precision medicine”. Wei-Qi Wei and 

Joshua Denny. Genome Medicine 2015.
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“Extracting research-quality phenotypes 

from electronic health records to support 

precision medicine”. Wei-Qi Wei and 

Joshua Denny. Genome Medicine 2015.
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Knowledge

Machine Reading

Reasoning

Predictive Analytics

Can be done manually,

need automation to scale

E.g., PubMed search

Can’t be done manually,

need automation to enable

E.g., personalize drug combinations

http://hanover.azurewebsites.net 222



Community Portal for Precision Medicine

Tasks

Datasets

Source codes

Leader board

223



Part 8: Open Problems

Grand challenges

How to maximize impact

How to measure progress

Where to find applications

Reality check

224



Grand Challenge: Solve Cancer

Goal: Turn cancer into a non-fatal disease

Prevention, detection, treatment

Tailor to individuals 

NLP can play a key role

 Knowledge: Machine reading

 Reasoning: Knowledge-rich ML

225



Grand Challenge: Precision Healthcare

Annual spending: $3 trillion

Chronic diseases = 86% cost

Genomics less important

EMR; 24 x 7 sensor data

Wanted: Predict & prevent

226



How to Maximize Impact

Think end-to-end scenarios

“What difference can it make if we get 100%”

Case in point: Alignment for machine translation

227



How to Measure Progress

“What accuracy to be usefully deployed?”

Human-machine symbiosis

E.g.: machine reading  curation candidates

Feedback loop

High-recall, reasonable precision

228



Where to find applications

Follow the text: Literature, EMR notes, clinical trials, 

radiology reports, tumor board meetings, …

What to do with my hammer?

229



Syntactic Parsing

Key to many downstream tasks

Challenge: Adapt to biomed text

230



Semantics

Prior work focuses on parsing questions

Priority = Extract structured information

231

Knowledge 

Base



Discourse

Prior work focuses on newswire/web

Adapt to biomed domains

Connect to end tasks

E.g.: Cross-sentence machine reading

232



Dialog

233

AI bot for 

molecular tumor board



Language-Vision

234

Five cows graze 

on a grass land

It is fun …



Language-Vision

235

“Step up to bat and practice dictating complex cases” 

Mamlouk & Sonnenberg

and might save life!

It is fun …



Language-Vision

236

“Step up to bat and practice dictating complex cases” 

Mamlouk & Sonnenberg

It is fun …

and might save life!



Summarization

Medical error = Third top killer

Imagine an ICU nurse in a new shift:

Read 20 pages of notes in 2 mins …

Not your traditional summarization

Contextual, knowledge-rich

237



Reality Check

Entry barrier

Data access

Engagement

238



“Biomedicine is an ocean that’s one meter deep”

239



Data Access

Literature: Publishers against text mining

Medical records: Privacy

Successes can help turn the tide

240



Engagement

Deep partnership is rewarding

Need to bridge disciplines

Patience, patience, patience

E.g.: BeatAML – started in 2014

241



242

Helping some cancer patients, 

the luckiest of the unlucky, live in 

relative normalcy for years is not 

just possible. It is happening.



243

Breaking News: The emperor of all maladies abdicates



Summary

AI for Precision medicine

Machine reading: Text  KB

Predictive analytics: Data + Knowledge  Decision

Machine learning: Annotation bottleneck

Many nails for your NLP hammer
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