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Preface

About This Guide

This guide describes service mirroring and Openatiddministration and
Management (OAM) and diagnostic tools providedhsy 7210 SAS-M, T, X and R6.

On 7210 SAS devices, not all the CLI commands apparted on all the platforms
and in all the modes. In many cases, the CLI contimamne mentioned explicitly in
this document. In other cases, it is implied arglyé¢a know the CLIs that are not
supported on a particular platform.

All the variants of 7210 SAS-M can be configuredvid modes, that is in network
mode and in access-uplink mode. In network modéigaration 7210 SAS-M uses
IP/MPLS to provide service transport. In accessalipinode configuration 7210
SAS-M and 7210 SAS-T uses Ethernet QinQ technalogyovide service transport.
The mode can be selected by configuring the BOFogpiately.

This guide also presents examples to configurdraptement various tests.
Notes

* This user guide is applicable to all 7210 SAS-Mtfdrms, unless specified
otherwise.

« In either mode, it is expected that the user anlly configure the required
CLI parameters appropriate for the mode he inténdse. Unless otherwise
noted, most of the configuration is similar in bttie network mode and
Access uplink mode.

e Only 7210 SAS-M and 7210 SAS-T supports accesiskkiphode. 7210 SAS-
X does not support access-uplink mode.

e On 7210 SAS devices, not all the CLI commandssapported on all the
platforms and in all the modes. In many casesCihiecommands are
mentioned explicitly in this document. In othereagit is implied and easy to
know the CLIs that are not supported on a particpllatform.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 9
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Audience

Page 10
nostic Guide

This document is organized into functional chapéard provides concepts and descriptions of the
implementation flow, as well as Command Line Irded (CLI) syntax and command usage.

This manual is intended for network administratwh® are responsible for configuring the 7210
SAS routers. It is assumed that the network admnaitrs have an understanding of networking
principles and configurations. Protocols, standaads services described in this manual include
the following:

CLI concepts
Subscriber services
Service mirroring

Operation, Administration and Maintenance (OAMEeogtions

7210 SAS-M, T, X, and R6 OS OAM and Diag-



Preface

List of Technical Publications

The 7210-SAS-M, T, X, R6 OS documentation set imposed of the following books:

e 7210-SAS-M, T, X, R6 OS Basic System Configurati@umde
This guide describes basic system configuratiodsogrerations.
e 7210-SAS-M, T, X, R6 OS System Management Guide

This guide describes system security and accedigyaaamtions as well as event
logging and accounting logs.

e 7210-SAS-M, T, X, R6 OS Interface Configurationiu
This guide describes card, Media Dependent AdgMBXA), and port provisioning.
e 7210-SAS-M, T, X, R6 OS Router Configuration Guide

This guide describes logical IP routing interfaaad associated attributes such as an
IP address, port, link aggregation group (LAG) &l as IP and MAC-based filtering.

e T7210-SAS-M, T, X, R6 OS OS Routing Protocols Guide

This guide provides an overview of routing conceptd provides configuration
examples for protocols and route policies.

e 7210 SAS-M, T OS and 7210-SAS-X, R6 OS Servicegsl&u

This guide describes how to configure service patans such as, customer
information and user services.

e T7210-SAS-M, T, X, R6 OS OAM and Diagnostic Guide

This guide describes how to configure features sscbervice mirroring and
Operations, Administration and Management (OAM)go00

e 7210 SAS-M, T OS and 7210-SAS-X, R6 OS Qualitypefvice Guide
This guide describes how to configure Quality ofB® (QoS) policy management.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 11
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Technical Support

If you purchased a service agreement for your BA8 and related products from a distributor or
authorized reseller, contact the technical supgtaft for that distributor or reseller for assigtan
If you purchased an Alcatel-Lucent service agregnmmtact your welcome center.

Web: http://wwwl.alcatel-lucent.com/comps/pagesiearsupport.jhtml
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Getting Started

In This Chapter

This book provides process flow information to dgafe service mirroring and
Operations, Administration and Management (OAM)go0

Alcatel-Lucent 7210 SAS-Series Services Configurati  on Process

Table 1lists the tasks necessary to configure mirrorargl perform tools monitoring
functions.

This guide is presented in an overall logical cgmfation flow. Each section
describes a software area and provides CLI symid)cammand usage to configure
parameters for a functional area.

Table 1: Configuration Process

Area Task Chapter
Diagnostics/ Mirroring Mirror Services on page 15
Service verification
OAM OAM and SAA on page 71
Reference List of IEEE, IETF, and otherStandards and Protocol Support (for 7210 SAS-M,
proprietary entities. 7210 SAS-X, and 7210 SAS-T) on page 333

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 13
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Mirror Services

In This Chapter

This chapter provides information to configure miing.

Topics in this chapter include:

Service Mirroring on page 16

Mirror Implementation on page 17

- Mirror Source and Destinations on page 18
— Local and Remote Mirroring on page 20

- Mirroring Performance on page 21

- Mirroring Configuration on page 22

Configuration Process Overview on page 24

Configuration Notes on page 25

Configuring Service Mirroring with CLI on page 27

Basic Mirroring Configuration on page 29

Common Configuration Tasks on page 32

Service Management Tasks on page 39

Mirror Service Command Reference on page 45

Configuration Commands on page 49

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 15



Service Mirroring

Service Mirroring

Page 16

When troubleshooting complex operational problerusiomer packets can be examined as they
traverse the network. Alcatel-Lucent’s service woiimg provides the capability to mirror
customer packets to allow for trouble shooting afflihe analysis.

This capability also extends beyond troubleshoasienyices. Telephone companies have the
ability to obtain itemized calling records and wieg@s where legally required by investigating
authorities. The process can be very complex asthyctw carry out on data networks. Service
Mirroring greatly simplifies these tasks, as wallraduces costs through centralization of analysis
tools and skilled technicians.

Original packets are forwarded while a copy is srtthe mirrored port to the mirroring
(destination) port. Service mirroring allows an i@ter to see the actual traffic on a customer’s
service with a sniffer sitting in a central locatidn many cases, this reduces the need for a
separate, costly overlay sniffer network.

The 7210 SAS-X and 7210 SAS-M (network mode) sugdooth local mirroring and remote
mirroring. 7210 SAS-M and 7210 SAS-T access-upfidde supports only local mirroring. The
7210 SAS-M (both access-uplink mode and networkejpot210 SAS-T, and 7210 SAS-X
platforms supports use of NULL SAP or a dotlq Sé&a Q1.* SAP as a mirror destination. Use
of Dotlg SAP or a Q1.* SAP as the mirror destimaatiows the mirrored traffic to share the same
uplink as the service traffic (when the uplinks B2ebased). 7210 SAS-X and 7210 SAS-M
network mode also supports remote mirroring usirR. 8 SDPs. When using Dotlg SAP or a
Q1.* SAP or MPLS SDP as the mirror destination umards to dedicate the resources of a port for
use with mirror application (For more informaticaee below).

DLC
Header

VC | Control

Customer Packet
Label | Word

Customer Traffic

Figure 1: Service Mirroring

Customer Traffic

100 Byte Slice
of Customer Packet

T IR 4 S S R R L R R P, LLLLLL
b e (== == U A
LLLLLL fLLLL = LLLLLL fLLLL
LLLLLL LLLL/ u u |t
LLLLLL |LLLL \\ A LLLLLL |LLLL
LLLLLL fLLLL ~ £ LLLLLL fLLLL
LLLLLL |LLLL ~ ~ LLLLLL |LLLL
A =
£ £
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=~ -~
S~ _ >
IP/MPLS Core @ Shiffer
Mirrored
Traffic
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Mirror Implementation

Mirroring can be implemented on ingress serviceeas@oints (SAPS). For 7210 SAS devices,
egress mirroring is supported only on the porteBgmirroring is not supported for SAPs and
filters.

Alcatel-Lucent’s implementation of packet mirrorirsgbased on the following assumptions:

* Ingress and egress packets are mirrored as tlpmaepn the wire. This is important for
troubleshooting encapsulation and protocol issues.
When mirroring at ingress, an exact copy of thgingl ingress packet is sent to the
mirror destination while normal forwarding proceexusthe original packet.

* When mirroring is at egress, the system perfororenal packet handling on the egress
packet, encapsulating it for the destination irsteef A copy of the forwarded packet (as
seen on the wire) is forwarded to the mirror dexion.

In 7210 SASmirroring at egress takes place before the paskatoicessed by egress QoS.
Hence, there exists a possibility that a packdtapped by egress QoS mechanisms
(because of RED mechanisms and so on) and thdemrded, but it is still mirrored.
Mirroring must support tunnel destinations (suppdronly on 7210 SAS-R6, 7210 SAS-
X and 7210 SAS-M in network mode).

- Remote destinations are reached by encapsulagnigginess or egress packet within
an SDP, like the traffic for distributed VPN contieity services. At the remote
destination, the tunnel encapsulation is removetthe packet is forwarded out a
local SAP.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 17



Mirror Implementation

Mirror Source and Destinations

Page 18

Mirror sources and destinations have the followghgracteristics for devices operating in
network mode (7210 SAS-R6, 7210 SAS-X, and 7210-8AS

Mirror source and mirror destination can be ongame node (local mirroring) or on
different nodes (remote mirroring).

Each mirror destination should terminate on amtistport carrying only null
encapsulation or a Dotlg SAP or a Q1.* SAP or a BIBIDP in case of remote mirroring.

Packets ingressing a port can have a mirror detim separate from packets egressing
another or the same port (the ports must be osédiree node).

Multiple mirror destinations are supported (looaly) on a single chassis.

Listed below are the mirror sources and destinatlaracteristics for 7210 SAS-M, T devices
configured inaccess-uplinkmode:

Mirroring source and destination can only be an game 7210 SAS-M node (local
mirroring).

A mirror destination can terminate on only onetgblULL SAP or dotlg SAP or a Q1.*
SAP).

Packets ingressing a port can have a mirror detgtim separate from packets egressing
another or the same port.

A total of four mirror destinations are suppor{éxtal only) per node.

For port egress mirroring only a maximum of 4 egrmirror sources are allowed and one
egress mirror source can be configured to onlyroimeor destination.

For 7210 SAS-M, T devices configured in Accessnlpimode, in port egress mirroring
only a maximum of 4 egress mirror sources are atband one egress mirror source can
be configured to only one mirror destination.

The following table lists the allowed combinatiafsSAPs, spoke-sdp and remote sources
allowed in a mirror service using different mirswurce-type on 7210 SAS-M, 7210 SAS-X and
7210 SAS-R6:

7210 SAS-M, T, X, and R6 OS OAM and Diagnost ic Guide



Table 2: Combinations of SAPs, spoke-sdp, and remot

Mirror Services

e sources allowed in a mirror service

Mirror-source-type Mirror sources Allowed Mirror Dest ination Allowed
Local Port Ingress NULL SAP
Port Egress Dotlq SAP
SAP ingress QinQ SAP
ACL ingress Spoke-SDP
Remote remote-source NULL SAP
Dotlq SAP
QinQ SAP
Both Port Ingress NULL SAP
Port Egress Dotlq SAP
SAP ingress QinQ SAP
ACL ingress

remote-source

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e
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Mirror Implementation

Local and Remote Mirroring

Page 20

NOTE: This sections describes the local and remmiteoring that are applicable for the platforms
on which the mirroring feature is supported. Thea@3AS-M and 7210 SAS-T in access-uplink
mode supports only local mirroring and the 7210 S 7210 SAS-X and 7210 SAS-M network
mode supports both local and remote mirroring.

The 7210 SAS devices allows multiple concurrentoning sessions so traffic from more than
one ingress mirror source can be mirrored to theesar different mirror destinations. In case of
port egress mirroring, only a maximum of 4 egregsansources are allowed and one egress
mirror source can be configured to only one midestination.

Remote mirroring uses a service distribution p&RF) which acts as a logical way of directing
traffic from one router to another through a umedtional (one-way) service tunnel. The SDP
terminates at the far-end router which directs ptto the correct destination on that device.

The SDP configuration from the mirrored device famend router requires a return path SDP
from the far-end router back to the mirrored rouirch device must have an SDP defined for
every remote router to which it provides mirrorsgyvices. SDPs must be created first, before
services can be configured.

7210 SAS-M, T, X, and R6 OS OAM and Diagnost ic Guide
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Mirroring Performance

Replication of mirrored packets can, typicallyeaff performance and should be used carefully.
Mirroring can be performed based on the followinigecia:

* Port (ingress and egress)
e SAP (ingress only)

« MAC filter (ingress only)
« |P filter (ingress only)

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 21



Mirror Implementation

Mirroring Configuration

Configuring mirroring is similar to creating a udirection service. Mirroring requires the
configuration of:

e Mirror source — The traffic on a specific point{g)mirror.

* Mirror destination — The location to send the miad traffic, where the sniffer will be
located.

Figure 2depicts a local mirror service configured on ALA-A

* Port 1/1/2 is specified as the source. Mirroredfitr ingressing and egressing this port
will be sent to port 1/1/3.

* SAP 1/1/3 is specified as the destination. Th&eamis physically connected to this port.
Mirrored traffic ingressing and egressing port 2/i/ sent here. SAP, encapsulation
requirements, and mirror classification parameaeesconfigured.

Sniffer

Configure a mirror service specifying
source and destination parameters

Figure 2: Local Mirroring Example

Figure 3depicts a remote mirror service configured as A As the mirror source and ALA A as
the mirror destination. Mirrored traffic ingressiagd egressing port 5/2/1 (the source) on ALA B
is handled the following ways:

« Port 5/2/1 is specified as the mirror source pgéarameters are defined to select specific
traffic ingressing and egressing this port.

Destination parameters are defined to specify wtierenirrored traffic is sent. In this
case, mirrored traffic sent to a SAP configuregas of the mirror service on port 3/1/3
on ALA A (the mirror destination).

ALA A decodes the service ID and sends the trafticof port 3/1/3.
The sniffer is physically connected to this potLl(3). SAP, encapsulation requirements,

Page 22 7210 SAS-M, T, X, and R6 OS OAM and Diagnost ic Guide



Mirror Services

packet slicing, and mirror classification paramette configured in the destination
parameters.

Mirror Destination

Mirror Source
ALA-A ALA-B
SDP 1000 —
Port 3/1/3 R S e O |
Sniffer

Configure a mirror service specifying
source and destination parameters

0S85G027

Figure 3: Remote Mirroring Example

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e
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Configuration Process Overview

Configuration Process Overview

Figure 4displays the process to provision basic mirropagameters.

()
:

CONFIGURE MIRROR DESTINATION MIRROR DESTINATION
CONFIGURE SAP

i

CONFIGURE MIRROR SOURCE MIRROR SOURCE

l
(e

Figure 4: Mirror Configuration and Implementation F low
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Mirror Services

Configuration Notes

This section describes mirroring configuration cage

e Multiple mirroring service IDs (mirror destinatishmay be created within a single
system.

« A mirrored source can only have one destination.

e On 7210 SAS-R6, 7210 SAS-M, 7210 SAS-T and 72A8-&, before using a Dotlq
SAP or Q1.* SAP as a mirror destination, the usestneonfigure a port for use with this
feature using the commamdnfig> system> loopback-no-svc-port mirrddo services
can be configured on this port. More details o tdmmand can be found in the 7210
SAS Interfaces Guide. On 7210 SAS-R6, 7210 SAS-M#H0 SAS-X, before using a
MPLS SDP as a mirror destination, the user musfigore a port for use with this feature
using the commandonfig> system> loopback-no-svc-port mirrdto services can be
configured on this port. More details of this conmdaan be found in the 7210 SAS
Interfaces Guide.

e Spoke sdp is supported only on local mirror sertype. Please refer to tB®mbinations
of SAPs, spoke-sdp, and remote sources allowedimrar service on page l#bove for
more information.

* Remote source mirror type service accepts only BIRibeled traffic from remote
sources.

* The destination mirroring service IDs and serypeeameters are persistent between
router (re)boots and are included in the configarasaves.

Mirror source criteria configuration (defineddabug>mirror>mirror-source ) is not
preserved in a configuration save (admin savegbug mirror source configuration can
be saved usingdmin>debug-save

« Physical layer problems such as collisions, jabbetc., are not mirrored. Typically, only
complete packets are mirrored.

e Starting and shutting down mirroring:
Mirror destinations:

- The default state for a mirror destination servigés shutdown. You must issuena
shutdown command to enable the feature.

- When a mirror destination service ID is shutdowirfoned packets associated with
the service ID are not accepted from its mirrorseuThe associated mirror source is
put into an operationally down mode. Mirrored paslare not transmitted out the
SAP. Each mirrored packet is silently discarded.

- Issuing theshutdown command causes the mirror destination servicesanirror
source to be put into an administratively downestitirror destination service IDs
must be shut down first in order to delete a serfii, or SAP association from the
system.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 25



Configuration Notes

Mirror sources:

- The default state for a mirror source for a givarran-dest service ID iao

shutdown . Enter ashutdown command to deactivate (disable) mirroring front tha
mirror-source.

— Mirror sources do not need to be shutdown to rentlbem from the system. When a

mirror source is shutdown, mirroring is terminatedall sources defined locally for
the mirror destination service ID.

Page 26 7210 SAS-M, T, X, and R6 OS OAM and Diagnost ic Guide



Mirror Services

Configuring Service Mirroring with CLI

This section provides information about serviceraring
Topics in this section include:

* Mirror Configuration Overview on page 28
* Basic Mirroring Configuration on page 29
- Mirror Classification Rules on page 30
* Common Configuration Tasks on page 32
- Configuring a Local Mirror Service on page 33
- Configuring a Remote Mirror Service on page 35
* Service Management Tasks on page 39
- Modifying a Local Mirrored Service on page 40
- Deleting a Local Mirrored Service on page 41
- Modifying a Remote Mirrored Service on page 42
- Deleting a Remote Mirrored Service on page 44

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 27



Configuring Service Mirroring with CLI

Mirror Configuration Overview

7210 SAS M mirroring can be organized in the foilogvlogical entities:

« The mirror source is defined as the location whegeess traffic specific to a port, SAP,
MAC or IP filter, is to be mirrored (copied). Theginal frames are not altered or affected
in any way. The egress traffic specific to a pam be mirrored.

« A SAP is defined in local mirror services as thierar destination to where the mirrored
packets are sent.

Defining Mirrored Traffic

Page 28

In some scenarios, or when multiple services anéigred on the same port, specifying the port
does not provide sufficient resolution to sepatatffic. In Alcatel-Lucent’s implementation of
mirroring, multiple source mirroring parameters tenspecified to further identify traffic.

Mirroring of packets matching specific filter emsiin an IP or MAC filter can be applied to refine
what traffic is mirrored to flows of traffic withia service. The IP criteria can be combinations of:

e Source IP address/mask

* Destination IP address/mask

e |IP Protocol value

* Source port value (for example, UDP or TCP port)

» Destination port value (for example, UDP or TCRtpo

« DiffServ Code Point (DSCP) value

e ICMP code

« |ICMP type

e |P fragments

e TCP ACK set/reset

e TCP SYN set/reset

The MAC criteria can be combinations of:

* |EEE 802.1p value/mask

e Source MAC address/mask

» Destination MAC address/mask

« Ethernet Type Il Ethernet type value
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Basic Mirroring Configuration

Destination mirroring parameters must include aste

e A mirror destination ID (same as the mirror souseevice D).
e A mirror destination SAP.

Mirror source parameters must include at least:

« A mirror service ID (same as the mirror destinats@rvice ID).
* At least one source type (port, SAP, IP filtehA&C filter) specified.

The following example displays a sample configumraidf a local mirrored service (ALA-A).

*A:ALA-A>config>mirror# info

mirror-dest 103 create
sap 1/1/1 create
exit
no shutdown

exit

*A:ALA-A>config>mirror#

The following displays the mirror source configimat

*A:ALA-A>debug>mirror-source# show debug mirror
debug

mirror-source 103

port 1/1/24 egress ingress
no shutdown

exit
exit
*A:ALA-A>debug>mirror-source# exit
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Mirror Classification Rules

Alcatel-Lucent’s implementation of mirroring can performed by configuring parameters to
select network traffic according to any of the daling entities:

* Port
« SAP
*  MAC filter
o |IP filter
Port Theport command associates a port to a mirror sourcep®htds identified by the port ID. The

defined port can be Ethernet or a Link Aggrega@oup (LAG) ID. When a LAG ID is given as
the port ID, mirroring is enabled on all ports nrakiup the LAG.

Mirror sources can be ports in either access avar&tmode. Port mirroring is supported in the
following combinations:

Table 3: Mirror Source Port Requirements

Port Type Port Mode Port Encap Type
faste/gige access dotlqg, null
faste/gige access uplink  qging
CLI Syntax: debug>mirror-source# port { port-id|lag |ag-id}{egress]in-
gressl}
Example: *A:ALA-A>debug>mirror-source# port 1/1/2 ingress eg ress
SAP More than one SAP can be associated within a singi®r-source. Each SAP has its own ingress

parameter keyword to define which packets are maddo the mirror-dest service ID. A SAP that
is defined within a mirror destination cannot bedigh a mirror source.

CLI Syntax:  debug>mirror-source# sap sap-id {fingress]}

Example: *A:ALA-A>debug>mirror-source# sap 1/1/4:100 ingress
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IP filter

Mirror Services

MAC filters are configured in theonfig>filter>mac-filter context. Themac-filter command
causes all the packets matching the explicitlyrafilist of entry IDs to be mirrored to the mirror
destination specified by the service-id of the origource.

CLI Syntax:  debug>mirror-source# mac-filter mac-filter-id entry entry-id
[entry-id...]
Example: *A:ALA-2>debug>mirror-source# mac-filter 12 entry 1 52025

IP filters are configured in theonfig>filter>ip-filter context. Thep-filter command causes all
the packets matching the explicitly defined liseafry IDs to be mirrored to the mirror destination
specified by the service-id of the mirror source.

Ingress mirrored packets are mirrored to the midestination prior to any ingress packet
modifications.

CLI Syntax:  debug>mirror-source# ip-filter ip-filter-identry entry-id
[entry-id...]

Example: *A:ALA-A>debug>mirror-source# ip-filter 1 entry 20
NOTES:

— An IP filter cannot be applied to a mirror destioatSAP.
— Ingress mirroring for IPv6 ACL entries are suppdrte

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 31



Common Configuration Tasks

Common Configuration Tasks

This section provides a brief overview of the talet must be performed to configure local
mirror services and provides CLI command syntaxeNbat the local mirror source and mirror
destination components must be configured undesdhee service ID context.

Each local mirrored servic&igure 5 (within the same router) requires the following
configurations:

1. Specify mirror destination (SAP).
2. Specify mirror source (port, SAP, IP filter, MAtRter).

Mirror Source
11/2

Mirror Destination
1/1/3

Sniffer

0SSG028A

Figure 5: Local Mirrored Service Tasks
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Configuring a Local Mirror Service

To configure a local mirror service, the source destinations must be located on the same router.
Note that local mirror source and mirror destinatt@mponents must be configured under the
same service ID context.

Themirror-source commands are used as traffic selection criteriddatify traffic to be

mirrored at the source. Each of these criteridratependent. For example, use the
debug>mirror-source>port {port-id | lag lag-id} {[ egres$ [ingresg} command and
debug>mirror-source ip-filter ip-filter-id entry entry-id[entry-id...] command to capture
(mirror) traffic that matches a specific IP filtentry and traffic ingressing and egressing a sjgecif
port. A filter must be applied to the SAP or intaxé if only specific packets are to be mirrored.

Use the CLI syntax to configure one or more misource parameters:

Themirror-dest commands are used to specify where the mirroedfidiis to be sent. Use the
following CLI syntax to configure mirror destinatigparameters:

CLI Syntax:  config>mirror mirror-dest servi ce-i d [type {ether}] [create]
description string
sap sap-i d [create]
no shutdown

CLI Syntax:  debug# mirror-source service-id
ip-filter ip-filter-identry entry-id[ entry-id..]
mac-filter mac-filter-identry entry-id[ entry-id...]

port{ port-id|lag | ag-id}{[egress]lingress]}
sap sap-i d {[ingress]}
no shutdown

The following output displays an example of a lowérored service using a NULL SAP. On
ALA-A, mirror service 103 is mirroring traffic mating IP filter 2, entry 1 as well as egress and
ingress traffic on port 1/1/23 and sending the onéd packets to SAP 1/1/24

*A:ALA-A>config>mirror# info

mirror-dest 103 create
sap 1/1/24 create
exit
no shutdown

exit

*A:ALA-A>config>mirror#

The following output displays an example of locatrored service using a dotlg SAP. User needs
to configure a front-panel port for use with thenmiing application when the mirror destination is
a Dotlqg SAP or a Q1.* SAP, as shown below.
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*A:ALA-A>config>system>

loopback-no-svc-port mirror 1/1/14

*A:ALA-A>config>mirror# info

mirror-dest 103 create
sap 1/1/10:100 create
exit
no shutdown

exit

*A:ALA-A>config>mirror#
The following displays the debug mirroring inforrioet

*A:ALA-A>debug>mirror-source# show debug mirror
debug
mirror-source 103
no shutdown
port 1/1/23 ingress
ip-filter 2 entry 1
exit
exit
*A:ALA-A>debug>mirror-source# exit
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Configuring a Remote Mirror Service

The source and destination are configured on differouters for remote mirroring. Note that
mirror sourceandmirror destinationparameters must be configured under the samecedi@i
context.

NOTE: Remote Mirroring using MPLS SDP is suppomady on 7210 SAS-M network mode
and 7210 SAS-X. It is not supported on 7210 SASelgkeas-uplink mode.

Themirror-source commands are used as traffic selection criterideatify traffic to be
mirrored at the source. For example, usepitre port-id [lag-id] {[ egres$ [ingresd} and mac-
filter mac-filter-identry entry-id[entry-id...] commands.

Use the CLI syntax to configure one or more misource parameters:

CLI Syntax: debug> mirror-source service-id
ip-filter ip-filter-identry entry-id[ entry-id..]
mac-filter mac-filter-identry entry-id[ entry-id...]

port{ port-id|lag lag-id} {[egress][ingress]}
sap sap-i d {[ingress]}
no shutdown

Themirror-dest commands are used to specify where the mirroedfictis to be sent, the
forwarding class, and the size of the packet. Usddllowing CLI syntax to configure mirror
destination parameters:

CLI Syntax:  config>mirror#
mirror-dest service-id

[create] [type <mirror-type>] [mirror-source-type <mrror-
source-type>]
description string
fc fc-name [profile <profile>]
remote-source
far-end <i p-address> [vc-id <vc-id>] [ing-svc-I|abel <i
ngress-vc- | abel >| t1 dp]
sap sap-id create
no shutdown

The followingTable 6, Remote Mirrored Service Tasks, on pagdi8glays the mirror
destination, which is on ALA-A, configuration forimor service 1216. This configuration
specifies that the mirrored traffic coming from tié@ror source (10.10.0.91) is to be directed to
SAP /1/58 and states that the service only act¢egdtc from far end 10.10.0.92 (ALA-B) with an
ingress service label of 5678. When a forwardirg<lis specified, then all mirrored packets

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 35



Common Configuration Tasks

transmitted to the destination SAP or SDP ovenfigedefault (be) forwarding class
limits the size of the stream of packet throughG73AS and the core network.

Figure 6: Remote Mirrored Service Tasks

Mirror Remote Destination

Destination Source SDP 4
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The following example displays the CLI output shogvithe configuration of remote mirrored
service 1216. The traffic ingressing and egrespiomy 1/1/60 on 10.10.0.92 (ALA-B) will be
mirrored to the destination SAP 1/1/58:0 on ALA-A.

The following example displayed is the remote nmridestination configuring the front panel port
with mirroring application:

*A:7210SAS>config>mirror# info

mirror-dest 23 mirror-source-type remote cr
description "Added by createMirrorDesti
fc be
remote-source
far-end 2.2.2.2 ing-svc-label 14000
exit
sap 1/1/4 create
exit
no shutdown
exit
mirror-dest 1000 create
fc be
spoke-sdp 200:1000 create
egress
vc-label 15000
exit
no shutdown
exit
no shutdown
exit

*A:7210SAS>config>mirror# /show system internal-loo

eate
nation 23"

pback-ports

Internal Loopback Port Status
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Port Loopback Application Service
Id Type Enabled
1/1/9 Physical Dotl1g-Mirro r No

The following example displayed is the mirror deation configuration for mirror service 1216
on ALA-A.

* A: ALA- A>config>mirror# info

mirror-dest 1000 type ether mirror-source-t ype remote create
description "Receiving mirror traffic f rom .91"
remote-source
far-end 2.2.2.2 tidp
exit
sap 1/1/21:21 create
egress
gos 1
exit
exit
no shutdown
exit

* A: ALA- A>config>mirror#

The following example displays the remote mirrostifeation configured on ALA-B:

* A: ALA- B>config>mirror# info

mirror-dest 2000 type ether mirror-source-type loca | create
no description
no service-name
fc be
no remote-source
spoke-sdp 200:2000 create
egress
no vc-label
exit
no shutdown
exit
no shutdown
exit

* A: ALA- B>config>mirror#
The following example displays the mirror sourcefaguration for ALA-B:

*A:ALA-B# show debug mirror
debug
mirror-source 1000
no shutdown
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exit
mirror-source 2000
no shutdown
exit
exit
*A:ALA-B#

The following example displays the SDP configunatimm ALA-A to ALA-B (SDP 2) and the
SDP configuration from ALA-B to ALA-A (SDP 4).

*A:ALA-A>config>service>sdp# info

description "MPLS-10.10.0.91"
far-end 10.10.0.01

signalling tldp

no shutdown

*A:ALA-A>config>service>sdp#

*A:ALA-B>config>service>sdp# info

description "MPLS-10.10.20.92"
far-end 10.10.10.103

signalling tldp

no shutdown

*A:ALA-B>config>service>sdp#
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Service Management Tasks

This section discusses the following service manmesye tasks:

« Modifying a Local Mirrored Service on page 40
e Deleting a Local Mirrored Service on page 41
« Modifying a Remote Mirrored Service on page 42

« Deleting a Remote Mirrored Service on page 44
Use the following command syntax to modify an eérgimirrored service:

CLI Syntax:  config>mirror#
mirror-dest service-id [type {ether}]
description description-string
no description
sap sap-id
no sap
[no] shutdown

CLI Syntax: debug

[no] mirror-source service-id
ip-filter ip-filter-identry entry-id[ entry-id...]
no ip-filter ip-filter-id
no ip-filter entry entry-id[ entry-id...]
mac-filter mac-filter-identry entry-id[ entry-id...]
no mac-filter mac-filter-id
no mac-filter mac-filter-identry entry-id [entry-id...]

[no] port { port-id|lag |ag-id}{[egress]ingress]}
[no] sap sap-i d {[ingress]}
[no] shutdown
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Modifying a Local Mirrored Service

Existing mirroring parameters can be modified ia @€LI. The changes are applied immediately.
The service must be shut down if changes to the &&Mnade.

The following example displays commands to mod#ygmeters for a basic local mirroring
service.

Example : config>mirror# mirror-dest 103
config>mirror>mirror-dest# shutdown
config>mirror>mirror-dest# no sap
config>mirror>mirror-dest# sap 1/1/5 create
config>mirror>mirror-dest>sap$ exit
config>mirror>mirror-dest# no shutdown
debug# mirror-source 103
debug>mirror-source# no port 1/1/23
debug>mirror-source# port 1/1/7 ingress egress

The following displays the local mirrored servicedifications:

*A:ALA-A>config>mirror# info

mirror-dest 103 create
no shutdown
sap 1/1/5 create
exit

*A:ALA-A>debug>mirror-source# show debug mirror
debug
mirror-source 103
no shutdown
port 1/1/7 egress ingress
exit
*A:ALA-A>debug>mirror-source#
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Deleting a Local Mirrored Service

Existing mirroring parameters can be deleted inGhé A shutdown must be issued on a service
level in order to delete the service. It is notewsary to shut down or remove SAP or port
references to delete a local mirrored service.

The following example displays commands to deldtecal mirrored service.

Example :ALA-A> config>mirror# mirror-dest 103
config>mirror>mirror-dest# shutdown
config>mirror>mirror-dest# exit
config>mirror# no mirror-dest 103
config>mirror# exit
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Modifying a Remote Mirrored Service

Existing mirroring parameters can be modified i@ @€LI. The changes are applied immediately.

The service must be shut down if changes to the &&Mnade.

In the following example, the mirror destinatiorclsanged from 10.10.10.2 (ALA-B) to
10.10.10.3 (SR3). Note that the mirror-dest serilicen ALA-B must be shut down first before it

can be deleted.

The following example displays commands to mod#ygmeters for a remote mirrored service.

Example :*A:ALA-A>config>mirror# mirror-dest 104
config>mirror>mirror-dest# remote-source
config>mirror>mirror-dest>remote-source# no far-end
remote-source# far-end 10.10.10.3 ing-svc-label 350

*A:ALA-B>config>mirror# mirror-dest 104
config>mirror>mirror-dest# shutdown
config>mirror>mirror-dest# exit
config>mirror# no mirror-dest 104

SR3>config>mirror# mirror-dest 104 create
config>mirror>mirror-dest# sdp 4 egr-svc-label 3500
config>mirror>mirror-dest# no shutdown
config>mirror>mirror-dest# exit all

SR3># debug

debug# mirror-source 104

debug>mirror-source# port 5 51/1/2 ingress egress
debug>mirror-source# no shutdown

*A:ALA-A>config>mirror# info

mirror-dest 104 create
remote-source

far-end 2.2.2.2 tidp
exit

sap 1/1/21:21 create
egress
gos 1

exit
exit
no shutdown

exit

A:SR3>config>mirror# info

mirror-dest 104 create
spoke-sdp 200:2000 create
no shutdown
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exit

A:SR3>config>mirror#

A:SR3# show debug mirror
debug
mirror-source 104
no shutdown
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Deleting a Remote Mirrored Service

Existing mirroring parameters can be deleted inGhé A shut down must be issued on a service
level to delete the service. It is not necessashta down or remove SAP, or far-end references to

delete a remote mirrored service.

To delete a mirror service, the spoke-SDP serviceth be deleted from the service. Mirror
destinations must be shut down first before theydaieted.

Example :*A:ALA-A>config>mirror# mirror-dest 105
config>mirror>mirror-dest# shutdown
config>mirror>mirror-dest# exit
config>mirror# no mirror-dest 105
config>mirror# exit

*A:ALA-B >config>mirror# mirror-dest 105
config>mirror>mirror-dest# shutdown
config>mirror>mirror-dest# exit
config>mirror# no mirror-dest 105
config>mirror# exit

The mirror-destination service ID 105 was remowvednfthe configuration on ALA-A and ALA-
B, thus, does not appear in thio command output.

*A:ALA-A>config>mirror# info

*A:ALA-A>config>mirror# exit

*A:ALA-B>config>mirror# info

*A:ALA-B>config>mirror# exit

Since the mirror destination was removed from thefiguration on ALA-B, the port information
was automatically removed from thebug mirror-source configuration.

*A:ALA-B# show debug mirror
debug

exit

*A:ALA-B#
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Mirror Service Command Reference

» Mirror Configuration Commands for 7210 SAS-M for dess-uplink mode on page 46

» Mirror Configuration Commands for 7210 SAS-X on p&aiH

* Show Commands on page 47

* Debug Commands on page 47

Mirror Configuration Commands for 7210 SAS-M for Network mode

config
— mirror
— mirror-dest service-id[type mirror-typg [ mirror-source-type mirror-source-typg
[creatd]
— no mirror-dest service-id
— description description-string
— no description
— [no] fc [fc-name] profile { profile }
— noremote-source
— remote-source
— far-end ip-addresdvc-id vc-id] [ing-svc-labelingress-vc-labégltidp]
— nofar-end ip-address
— sapsap-id[create]
— nosap
— service-nameservice-name
— [no]service-name
— [no] shutdown
— no spoke-sdpsdp-id:vc-id
— spoke-sdpsdp-id:vc-id[create]
— egress
— no vc-label [egress-vc-labgl
— vc-label egress-vc-label
— no shutdown
— shutdown
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config
— mirror

— mirror-dest service-id[type mirror-typd [create]

— no mirror-dest service-id
— description description-string
— nodescription
— [no] fc [fc-name] profile { profile }
— sapsap-id[create]
— nosap
— service-nameservice-name
— [nao]service-name
— [no] shutdown

Mirror Configuration Commands for 7210 SAS-X

config
— mirror
— mirror-dest service-id [type encap-typ# mirror-source-type mirror-source-typg[create]
— no mirror-dest service-id
— description description-string
— no description
— [no] fc [fc-name]
— noremote-source
— remote-source
— far-end ip-addresdvc-id vc-id] [ing-svc-labelingress-vc-labéltidp]
— nofar-end ip-address
— sapsap-id[create]
— nosap
— [no] egress
— [no] gospolicy-id
— service-nameservice-name
— [no]service-name
— [no] shutdown
— no spoke-sdpsdp-id:vc-id
— spoke-sdpsdp-id:vc-id[create]
— egress
— novc-label [egress-vc-labél
— vc-label egress-vc-label
— no shutdown
— shutdown
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Show Commands

show
— debug[applicatior]
— mirror mirror-dest [service-id
— service
— service-usingmirror

Debug Commands

debug
— [no] mirror-source service-id

— ip-filter ip-filter-id entry entry-id[entry-id ..]
— no ip-filter ip-filter-id [entry entry-id
— mac-filter mac-filter-identry entry-id[entry-id ..]
— no mac-filter mac-filter-id[entry entry-id..]
— port {port-id | lag lag-id} {[ egres$ [ingresd}
— no port {port-id | lag lag-id} [egres$ [ingresq
— sapsap-id{[ingresd}
— no sapsap-id[ingresq
— [no] shutdown
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Configuration Commands

Generic Commands

description

Syntax  description description-string
no description

Context config>mirror>mirror-dest

Description This command creates a text description storeldrconfiguration file for a configuration contegthelp
the administrator identify the content of the file.

Theno form of the command removes the description string.
Default There is no default description associated withctivfiguration context.

Parameters description-string —The description character string. Allowed valuesamy string up to 80 characters
long composed of printable, 7-bit ASCII charactéfrthe string contains special characters (#, $,
spaces, etc.), the entire string must be encloshihvdouble quotes.

shutdown

Syntax [no] shutdown

Context config>mirror>mirror-dest
config>mirror>mirror-dest>spoke-sdp>egress
debug>mirror-source

Description The shutdown command administratively disables an entity. WHisabled, an entity does not change,
reset, or remove any configuration settings oiisttes. Many entities must be explicitly enableéthgsthe
no shutdowncommand.

The shutdown command administratively disables an entity. Therational state of the entity is disabled
as well as the operational state of any entitiesained within. Many objects must be shut down betbey
may be deleted.

Unlike other commands and parameters where thelldstate is not indicated in the configuratiore fil
shutdown andno shutdownare always indicated in system generated configurdites.

Theno form of the command puts an entity into the admiiats/ely enabled state.

Default See Special Cases below.

Special Cases Mirror Destination — When a mirror destination service ID is shutdowiryoned packets associated
with the service ID are not accepted from the mismurce device. The associated mirror sourcetignpm
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an operationally down mode. Mirrored packets ateramsmitted out of the SAP. Each mirrored packet
silently discarded. If the mirror destination iSAP, the SAP’s discard counters are increased.

The shutdown command places the mirror destination service ioromsource into an administratively
down state. Thenirror-dest service ID must be shut down in order to deletestérvice ID, SAP associa-
tion from the system.

The default state for a mirror destination servigés shutdown. A no shutdowncommand is required to
enable the service.

Mirror Source — Mirror sources do not need to be shutdown in ordeemove them from the system.

When a mirror source shutdown, mirroring is terminated for all sources defineddlly for themirror-
destservice ID.

The default state for a mirror source for a gingirror-dest service ID isno shutdown A shutdown com-
mand is required to disable mirroring from thatnmissource.
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Mirror Destination Configuration Commands

mirror-dest

Syntax mirror-dest service-id [type encap-type] [mirror-source-type mirror-source-type][create]
no mirror-dest

Context config>mirror

Description Note: The “mirror-source-type” parameter is not applicable for 7210 SAS-M in Access-
uplink mode.

This command creates a context to set up a sethétés intended for packet mirroring. It is configd as a
service to allow mirrored packets to be directexhlly (within the same device), over the core &f tiet-
work and have a far end device decode the mirroagsulation.

Themirror-dest service is comprised of destination parameteisdbfine where the mirrored packets are
to be sent. It also specifies whether the defs@gice-idwill receive mirrored packets from far end devices
over the network core.

Themirror-dest service IDs are persistent between boots of theer@and are included in the configuration
backups. The local sources of mirrored packetgi®iservice ID are defined within tdebug mirror mir-
ror-source command that references the saeevice-id

Themirror-dest command is used to create or edit a service IDnfiaroring purposes. If theervice-id

does not exist within the context of all definedviees, themirror-dest service is created and the context of
the CLI is changed to that service ID. If thervice-idexists within the context of definexdirror-dest ser-
vices, the CLI context is changed for editing pagtars on that service ID. If tlservice-idexists within the
context of another service type, an error messageturned and CLI context is not changed fronctire
rent context.

Theno form of the command removes a mirror destinatromfthe system. Theirror-source associa-
tions with themirror-dest service-iddo not need to be removed or shutdown first. filreor-dest
service-idmust be shutdown before the service ID can be vethdNhen the service ID is removed, all
mirror-source commands that have the service ID defined wib &ls removed from the system.

Default No packet mirroring services are defined.

Parameters service-id —The service id identifies the service in the sendomain. This ID is unique to this service and
cannot be used by any other service, regardlessraite type. The same service ID must be confajure
on every device that this particular service isroef on.

If a particular service ID already exists for avie, then the same value cannot be used to cagate
ror destination service ID with the same value.
For example:

If an Epipe service-I[11 exists, then a mirror destination servicedlDcannot be created. If a VPLS
service-ID12 exists, then a mirror destination servicedlPcannot be created.
If an IES service-IOL3 exists, then a mirror destination servicedl®cannot be created.

Values service-id 1 — 2147483647
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fc

Syntax

Context

Description
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type encap-type— The type describes the encapsulation supportetieogntrror service.

Values ether

mirror-source-type —This allows scaling of mirror services that caruked only with remote mirror
sources, while limiting the mirror services tham ¢e used by local mirror sources or by both |lacal
remote mirror sources. For more information, sa@dera, Combinations of SAPs, spoke-sdp, and
remote sources allowed in a mirror service, on d&ge

Note: “mirror-source-type” parameter, is applicableyofdr 7210 SAS-M in network mode.
Values local | remote | both

local —indicates that the mirror service can only be usetbcal mirror sources.

remote —indicates that the mirror service can only be usedemote mirror sources.

both — indicates that the mirror service can be used ly lmwal and remote mirror sources.

Default local

fc fc-name  profile { profile }
no fc

config>mirror>mirror-dest

This command specifies a forwarding class for attened copy of the packets transmitted to theidest
tion SAP overriding the default (be) forwardingsdaAll packets are sent with the same class ofcgeto
minimize out of sequence issues. The mirrored adpiie packet does not inherit the forwarding clafss
the original packet.

When the destination is on a SAP, it pulls buffeosn the queue associated with the fc-name andhbe-
ing and scheduling treatment given to the packasiper the user configuration for that queue.

FC can be assigned only when the mirror sourcecal | When the mirror source is remote, the network
QoS ingress policies that are applied to all théfitrreceived on the network port and networknfiface
are also applied to mirror traffic.

On 7210 SAS-M, all SAPs configured on a port iisefort-based egress queues. If the mirror destimat
SAP (that is, dotlq SAP or a Q1.* SAP) is configlite share an uplink with service traffic, mirroreapy
of the traffic sent out of the Dotlq or Q1.* SARIwhare the port-based egress queues with the séne
vice traffic. User is provided an option to assiiga profile mirrored copy to the packet, so thairycon-
gestion mirrored copy of thepackets marked as bptafile is dropped before in-profile service fiafland
possibly in-profile mirrored traffic, if user haerigured mirrored traffic to be in-profile). Thedfile is
used to determine the slope policy to use for thekpt and determines the packet's drop precedadde.
tionally, if marking is enabled, it determines tharking value to be used in the packet header.

On 7210 SAS-X, SAP based egress QoS policy casdd an the mirrored destination SAP, allowing users
to control the bandwidth allocated for mirroredfita
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far-end

Syntax

Context

Description

Default

Parameters

Mirror Services

The no form of the command returns the mirror-destice ID forwarding class to the default forwagli
class.

The best effort (be) forwarding class is associatigd the mirror-dest service ID and profile is out

fc-name —The name of the forwarding class with which to asste mirrored service traffic. The
forwarding class name must already be defined witié system. If the fc-name does not exist, aor evill
be returned and the fc command will have no efiéthe fc-name does exist, the forwarding class
associated with fc-name will override the defaatinfarding class.

Values be, 12, af, |11, h2, ef, hl, nc

profile —The profile to assign to mirrored copy of the segviraffic. The profile is used to determine the
slope policy to use for the packet and determihegpticket's drop precedence. Additionally, if ntagkis
enabled, it determines the marking value to be us#te packet header. A value of in marks theitrafs
in-profile traffic and results in use of high slop&rameters. A value of out marks the traffic asaftprofile
and results in use of low slope parameters.

Values in, out

Default out

far-end ip-address [ing-svc-label ing-vc-label | tidp ]
no far-end ip-addr

config>mirror>mirror-dest>remote-source

This command defines the remote device and cordfgparameters for mirror destination services berot
devices allowed to mirror to the mirror destinatgarvice ID.

Thefar-end command is used within the context of teenote-sourcenode. It allows the definition of
accepted remote sources for mirrored packets sartinior-dest-service-idIf a far end router has not been
specified, packets sent to the router are discarded

Thefar-end command is used to define a remote source thatseray mirrored packets to this 7210 SAS
for handling by thisnirror-dest service-id

Theing-svc-labelkeyword must be given to manually define the etlgeingress service label. This
ingress label must also be manually defined oriahend address through thérror-dest SDP binding
keywordegr-svc-label

Theno form of the command deletes a far end address tihemallowed remote senders to timigror-dest
service. Allfar-end addresses are removed wimenremote-sourceis executed. All signaled ingress ser-
vice labels are withdrawn from the far end addedfected. All manually definehg-svc-labelare
removed.

No far end service ingress addresses are defined.

ip-address —The service IP address (system IP address) ok&thete device sending mirrored traffic to
this mirror destination service. If 0.0.0.0 is dfied, any remote is allowed to send to this sevic

Values 1.0.0.1 — 223.255.255.254
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The ingress service label must be manually defirsiolg theing-svc-labelkeyword. On the far end
7210 SAS, the associated SBgr-svc-labelmust be manually set and equal to the label defimedy-
svc-label

ing-svc-labeling-ve-label— Specifies the ingress service label for mirroredise traffic on thefar end
device for manually configured mirror service label

The definedng-svc-labels entered into the ingress service label tablelvbauses ingress packet
with that service label to be handled by thisror-dest service.

The specifiedng-svc-labelmust not have been used for any other servicentbnaust match the far
end expected specifagr-svc-labefor this 7210 SAS. It must be within the rangecsfied for manu-
ally configured service labels defined on this 73K5. It may be reused for other far end addremses
this mirror-dest-service-id

Values 2048 — 18431
tldp — Specifies that the label is obtained through siggalia the LDP.

remote-source

Syntax
Context

Description

Default

Page 54

[no] remote-source
config>mirror>mirror-dest

This command configures remote devices to mirifitrto this device for mirror service egress. iOpt
ally, deletes all previously defined remote mirirggress devices.

The remote-source context allows the creation‘shiffer farm’ to consolidate expensive packet capt
and diagnostic tools to a central location. Renaoéas of the access network can be monitored viaalo
service provisioning techniques.

Specific far-end routers can be specified withfttreend command allowing them to use this router as the
destination for the sanmairror-dest-service-id

Theremote-sourcenode allows the source of mirrored packets torbeemote 7210 SAS devices. The
local 7210 SASwill configure its network ports tinfvard packets associated with gegvice-idto the des-
tination SAP. Whememote-source far-endaddresses are configured, an SDP is not allowaddastina-
tion.

By default, theeemote-sourcecontext contains nfar-end addresses. When fiaxr-end addresses have
been specified, network remote devices will noalbh@ved to mirror packets to the local 7210 SA% asir-
ror destination. Packets received from unspecifieeénd addresses will be discarded at network ingress.

Theno form of the command restores erviceid to the default condition to not allow a remote GEAS
access to the mirror destination. Taeend addresses are removed without warning.

No remote source devices defined
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Syntax

Context

Description

Default

Parameters

Mirror Services

sap sap-id [create]
no sap

config>mirror>mirror-dest

This command creates a service access point (SARva mirror destination service. The SAP is odne
by the mirror destination service ID.

The SAP is defined with port and encapsulation patars to uniquely identify the (mirror) SAP on the
interface and within the box. The specified SAP nagfine an Ethernet port with a null SAP or a [@ptl
SAP or a Q1.* SAP. A Q1.Q2 SAP cannot be used wherport encapsulation is set to QinQ or on an
access-uplink port.

NOTE: Before using a Dotlq SAP or a Q1.* SAP, user mgied to dedicate a port for use with mirroring
application using the command config> system> l@amfbno-svc-port. This is required only for 7210 SAS
M, 7210 SAS-X and . For more information about tesnmand can be found in the 7210 Interfaces Guide.

Only one SAP can be created withimaror-dest service ID. If the defined SAP has not been created
any service within the system, the SAP is createtithe context of the CLI will change to the newig-
ated SAP. In addition, the port cannot be a merabamulti-link bundle, LAG, APS group or IMA burell

If the defined SAP exists in the context of anotbevice IDmirror-dest or any other type, an error is gen-
erated.

Mirror destination SAPs can be created on Ethdntetfaces that have been defined as an accessiport
access-uplink port. If the interface is definedhasvork, the SAP creation returns an error.

When theno form of this command is used on a SAP created foyrieor destination service ID, the SAP
with the specified port and encapsulation pararsésedeleted.

No default SAP for the mirror destination serviedined.

sap-id —Specifies the physical port identifier portion b&tSAP definition. Se€ommon CLI Command
Descriptions on page 33&r command syntax.

service-name

Syntax

Context

Description

Parameters

service-name service-name
no service-name

config>mirror>mirror-dest

This command configures an optional service napéo B4 characters in length, which adds a name
identifier to a given service to then use that isermame in configuration references as well aglaysand
use service names in show commands throughouy#tens. This helps the service provider/administrato
to identify and manage services within the 7210 $kSorms.

All services are required to assign a service |iitially create a service. However, either thevgm 1D or
the service name can be used o identify and referamgiven service once it is initially created.

service-name -Specifies a unique service name to identify theiser Service names may not begin with
an integer (0-9).
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spoke-sdp

Syntax

Context

Description

Default

Parameters
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spoke-sdp sdp-id:vc-id [create ] [no-endpoint ]
spoke-sdp sdp-id:vc-id [create ] endpoint name
no sdp sdp-id:vc-id

config>mirror>mirror-dest

This command binds an existing (mirror) servicdriigtion path (SDP) to the mirror destination seev
ID.

The operational state of the SDP dictates the tipaer state of the SDP binding to the mirror deetiion.

If the SDP is shutdown or operationally down, tiP binding is down. Once the binding is defined an
the service and SDP are operational, the far-entéralefined in theonfig service sdpsdp-idfar-end
parameter is considered part of the service ID.

Only one SDP can be associated with a mirror datstin service ID. If a secorstip command is executed
after a successful SDP binding, an error occurglamdommand has no effect on the existing conditjom.
A no sdpcommand must be issued before a new SDP bindimpeattempted.

An SDP is a logical mechanism that ties a far endar to a specific service without having to defthe
far-end SAP. Each SDP represents a method to eeemlter.

One method is the IP Generic Router Encapsula@G®®E) encapsulation, which has no state in the abre
the network. GRE does not specify a specific path touter. A GRE-based SDP uses the underlying IGP
routing table to find the best next hop to thediad router.

The other method is Multi-Protocol Label SwitchiiMPLS) encapsulation. router routers support bigh s
naled and non-signaled LSPs (Label Switched Phth)gh the network. Non-signaled paths are defihed a
each hop through the network. Signaled paths at®qsl communicated from end to end using RSVP.
Paths may be manually defined or a constraint beméthg protocol (OSPF-TE or CSPF) can be used to
determine the best path with specific constraints.

SDPs are created and then bound to services. Mamigas can be bound to a single SDP. The opesrdtion
and administrative state of the SDP controls thtestf the SDP binding to the service.

An egress service label (Martini VC-Label), usedhoy SDP to differentiate each service bound t&he
to the far-end router, must be obtained manualhough signaling with the far end. If manually fign
ured, it must match thieg-svc-labeldefined for the local router.

Theno form of the command removes the SDP binding froennhirror destination service. Once removed,
no packets are forwarded to the far-end (destinptiouter from that mirror destination service ID.

No default SDP ID is bound to a mirror destinatsenvice ID. If no SDP is bound to the service,ritigor
destination will be local and cannot be to anotoeter over the core network.

sdp-id:vc-id —A locally unique SDP identification (ID) number. &I$DP ID must exist. If the SDP ID
does not exist, an error will occur and the commaitichot execute.

For mirror services, thec-id defaults to theervice-id However, there are scenarios wherevityd is
being used by another service. In this case, the §iBding cannot be created. So, to avoid this, the
mirror service SDP bindings now acceptsids

Values 1— 17407

endpoint name— specifies the name of the endpoint associated tvittSAP.
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no endpoint —Removes the association of a SAP or a SDP withxplicé endpoint name.

egress
Syntax egress
Context config>mirror>mirror-dest>spoke-sdp
Description This command enters the context to configure s|8IBB egress parameters.
vc-label
Syntax  vc-label egress-vc-label
no vc-label [egress-vc-label]
Context config>mirror>mirror-dest>spoke-sdp>egress
Description This command configures the spoke-SDP egress V&.lab
Parameters egress-vc-label -A VC egress value that indicates a specific coriaect
Values 16 — 1048575
egress
Syntax egress
Context config> mirror> sap
Description This command provides the context to configure ggpolicies for this SAP.
gos
Syntax [no] gos policy-id
Context config> mirror> sap> egress
Description NOTE: This command is supported only on 7210 SAS-X.

This command allows user to configure the QoS pdtic the mirror destination SAP egress. The SAP
egress QoS policy to use is specified using thieypad> and must have been configured before aatagi
this policy with the SAP. The SAP egress policy barconfigured using the commands under the context
config> qos> sap-egress.
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Default

Parameters
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When a SAP egress policy is associated with the &Xifigured as a mirror destination, the queuea@sso
ated with FC specified with the CLI command configi¥ror> mirror-dest> fc, is used for traffic semit of
the mirror destination SAP. The policy allows tleeuto specify the amount of buffers, the WRED @gli
the shaping rate and the marking values to usthémirrored copy.

The no form of the command associates the def@lt &ress QoS policy with the SAP.

no gos

policy-id —Specifies the QoS policy to associated with SAR&grThe QoS policy referred to by the pol-
icy-id is configured using the commands under apnfijos> sap-egress.
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Mirror Source Configuration Commands

mirror-source

Syntax
Context

Description

Default

Parameters

[no] mirror-source service-id
debug

This command configures mirror source parametera fairrored service.

Themirror-source command is used to enable mirroring of packetsifipd by the association of thmir-
ror-source to sources of packets defined within the contéxhemirror-dest-service-idThe mirror desti-
nation service must already exist within the system

A mirrored packet cannot be mirrored to multipletitgations. If a mirrored packet is properly refered
by multiple mirror sources (for example, a SAP oemirror-source and a port on anothetirror-
source), then the packet is mirrored to a singlgror-dest-service-icbased on the following hierarchy:

1. Filter entry
2. Service access port (SAP)
3. Physical port

The hierarchy is structured so the most specifitheriteria has precedence over a less specifichmbior
example, if amirror-source defines a port and a SAP on that port, then the B¥ror-source is accepted
and the mirror-source for the port is ignored beeaaf the hierarchical order of precedence.

Themirror-source configuration is not saved when a configuratiosaged. Amirror-source manually
configured within an ASCII configuration file willot be preserved if that file is overwritten bgavecom-
mand. Define thenirror-source within a file associated with@nfig execcommand to make rairror-
sourcepersistent between system reboots.

By default, allmirror-dest service IDs have mirror-source associated with them. Theirror-source is
not technically created with this command. Instéedervice ID provides a contextual node for storimey t
current mirroring sources for the associatddor-dest service ID. Theamirror-source is created for the
mirror service when the operator entersdebug>mirror-source svcldfor the first time. Thenirror-
sourceis also automatically removed when tharor-dest service ID is deleted from the system.

Theno form of the command deletes all related sourcencamis within the context of thmirror-source
service-id The command does not remove the service ID flarsystem.

No mirror source match criteria is defined for thigror destination service.

service-id —The mirror destination service ID for which matcheria will be defined. Theervice-idmust
already exist within the system.

Values service-id 1 — 2147483647
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ip-filter

Syntax

Context

Description

Default

Parameters

Page 60

ip-filter ip-filter-id entry entry-id [entry-id ...]
no ip-filter ip-filter-id entry entry-id

debug>mirror-source

This command enables mirroring of packets that mapecific entries in an existing IP filter.

Theip-filter command directs packets which match the defirgtafientry IDs to be mirrored to the mirror
destination referenced by tharror-dest-service-icf themirror-source.

The IP filter must already exist in order for thmromand to execute. Filters are configured incinafig>fil-
ter context. If the IP filter does not exist, an emdll occur. If the filter exists but has not beassociated
with a SAP or IP interface, an error is not gerestdiut mirroring will not be enabled (there arepackets
to mirror). Once the IP filter is defined to a SAPIP interface, mirroring is enabled.

If the IP filter is defined as ingress, only ingggmckets are mirrored. Ingress mirrored packetsrored
to the mirror destination prior to any ingress pakodifications.

If the IP filter is defined as egress, only egeaskets are mirrored. Egress mirrored packets arened to
the mirror destination after all egress packet rfications.

An entry-idwithin an IP filter can only be mirrored to a diagnirror destination. If the sanamtry-idis
defined multiple times, an error occurs and ongy/fitst mirror-source definition is in effect.

By default, no packets matching any IP filtersmigrored. Mirroring of IP filter entries must beicitly
defined.

Theno ip-filter command, without thentry keyword, removes mirroring on &htry-ids within theip-
filter-id.

When theno command is executed with thatry keyword and one or moemntry-ids, mirroring of that list

of entry-ids is terminated within thip-filter-id. If anentry-idis listed that does not exist, an error will occur
and the command will not execute. If amtry-idis listed that is not currently being mirrored, eroor will
occur for thaentry-idand the command will execute normally.

IP filter mirroring is not defined.

ip-filter-id — The IP filter ID whose entries are mirrored. If {pdilter-id does not exist, an error will occur
and the command will not execute. Mirroring of petskwill commence once tlyg-filter-id is defined
on a SAP or IP interface.

Values 1-65535

entry entry-id[entry-id...] — The IP filter entries to use as match criteriafacket mirroring. Thentry
keyword begins a list afntry-ids for mirroring. Multipleentry-id entries may be specified with a sin-
gle command. Eacéntry-id must be separated by a space.

If an entry-iddoes not exist within the IP filter, an error occand the command will not execute.

If the filter’s entry-idis renumbered within the IP filter definition, tbédl entry-idis removed but the
new entry-idmust be manually added to the configuration téuite the new (renumbered) entry’s cri-
teria.

Values 1-65535
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mac-filter

Syntax mac-filter mac-filter-id entry entry-id [entry-id ...]
no mac-filter mac-filter-id
no mac-filter mac-filter-id entry entry-id [entry-id ...]

Context debug>mirror-source

Description This command enables mirroring of packets that mapecific entries in an existing MAC filter.

Themac-filter command directs packets which match the defirgtafientry IDs to be mirrored to the mir-
ror destination referenced by therror-dest-service-icf themirror-source.

The MAC filter must already exist in order for tbemmand to execute. Filters are configured in tire ¢
fig>filter context. If the MAC filter does not estisan error will occur. If the filter exists but faot been

associated with a SAP or IP interface, an errooishe generated but mirroring will not be enalftbeére

are no packets to mirror). Once the filter is defino a SAP or MAC interface, mirroring is enabled.

If the MAC filter is defined as ingress, only ingegpackets are mirrored. Ingress mirrored packetma-
rored to the mirror destination prior to any ingr@scket modifications.

Theno mac-filter command, without thentry keyword, removes mirroring on ahtry-ids within the
mac-filter-id

When theno command is executed with thatry keyword and one or moemtry-ids, mirroring of that list
of entry-ids is terminated within thenac-filter-id If anentry-idis listed that does not exist, an error will
occur and the command will not execute. lfeatry-idis listed that is not currently being mirrored,eroor
will occur for thatentry-id and the command will execute normally.

Default No MAC filter mirroring defined.

Parameters mac-filter-id —The MAC filter ID whose entries are mirrored. |ethhac-filter-id does not exist, an error
will occur and the command will not execute. Miingy of packets will commence once timac-filter-
id is defined on a SAP.

Values 1-65535

entry entry-id[entry-id...] — The MAC filter entries to use as match criteriafyacket mirroring. The
entry keyword begins a list afntry-ids for mirroring. Multipleentry-identries may be specified with
a single command. Ea@mtry-idmust be separated by a space. Up to 8 entry Ishmapecified in a
single command.

Eachentry-id must exist within thenac-filter-id If the entry-idis renumbered within the MAC filter
definition, the oldentry-idis removed from the list and the newtry-idwill need to be manually added
to the list if mirroring is still desired.

If no entry-identries are specified in the command, mirrorint gt occur for that MAC filter ID. The
command will have no effect.

Values 1-65535
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port

Syntax

Context

Description

Default

Parameters
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port {port-id | lag lag-id} {[egress] [ingress ]}
no port {port-id | lag lag-id} [egress ] [ingress ]

debug>mirror-source

This command enables mirroring of traffic ingregsam egressing a port (Ethernet port, or Link Aggre
tion Group (LAG)).

Theport command associates a port or LAG to a mirror samufbe port is identified by theort-id. The
defined port may be Ethernet, access or accegskuplécess. A port may be a single port or a Ligire-
gation Group (LAG) ID. When a LAG ID is given agtbort-id, mirroring is enabled on all ports making up
the LAG. Either a LAG port member the LAG port can be mirrored.

The port is only referenced in the mirror souraenfirroring purposes. If the port is removed frdme sys-
tem, the mirroring association will be removed fridma mirror source.

The same port may not be associated with multipteomsource definitions with thigressparameter
defined. The same port may not be associated withipte mirror source definitions with tregressparam-
eter defined.

If a SAP is mirrored on an access port, the SARariirg will have precedence over the access paromi
ing when a packet matches the SAP mirroring catdftilter and label mirroring destinations will @algre-
cedence over a port-mirroring destination.

If the port is not associated withh@rror-source, packets on that port will not be mirrored. Mitiray may
still be defined for a SAP or filter entry, whichlwnirror based on a more specific criteria.

Theno port command disables port mirroring for the specifiedt. Mirroring of packets on the port may
continue due to more specific mirror criteria.Heéegressor ingressparameter keywords are specified in
theno command, only the ingress or egress mirroring ttmmdwill be removed.

No ports are defined.
port-id —Specifies the port ID.
Values 1-12
lag-id —The LAG identifier, expressed as a decimal integer.

egress —Specifies that packets egressing the port shoutditvered. Egress packets are mirrored to the
mirror destination after egress packet modification

ingress —Specifies that packets ingressing the port shoalohisrored. Ingress packets are mirrored to the
mirror destination prior to ingress packet modifica.
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Parameters

Mirror Services

sap sap-id {[ingress [}
no sap sap-id[ingress ]

debug>mirror-source

This command enables mirroring of traffic ingregsam egressing a service access port (SAP). A BaP t
is defined within a mirror destination cannot bedig a mirror source. The mirror source SAP refeeel

by thesap-idis owned by the service ID of the service in whitchas created. The SAP is only referenced
in the mirror source name for mirroring purposdse Tirror source association does not need to be
removed before deleting the SAP from its servicelithe SAP is deleted from its service ID, thenmi
association is removed from the mirror source.

More than one SAP can be associated within a smgl®r-source. Each SAP has its owingressparam-
eter keywords to define which packets are mirrdeetthe mirror destination.

The SAP must be valid and properly configuredh& &ssociated SAP does not exist, an error ocaars a
the command will not execute.

The same SAP cannot be associated with multipleoméource definitions for ingress packets.
The same SAP cannot be associated with multipleoméiource definitions for egress packets.

If a particular SAP is not associated with a migource name, then that SAP will not have mirroring
enabled for that mirror source.

Theno form of the command disables mirroring for the sfied SAP. All mirroring for that SAP on ingress
and egress is terminated. Mirroring of packetshenAP can continue if more specific mirror crigeig
configured. If theegressoringressparameter keywords are specified in tleecommand, only the ingress
or egress mirroring condition is removed.

No SAPs are defined by default.

sap-id —Specifies the physical port identifier portion b&tSAP definition. Se€ommon CLI Command
Descriptions on page 33&r command syntax.

ingress —Specifies that packets ingressing the SAP shouldibered. Ingress packets are mirrored to the
mirror destination prior to ingress packet modifica.
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Show Commands

debug

Syntax  debug [application]
Context  show
Description This command displays set debug points.
Parameters application —Display which debug points have been set.

Values: service, ip, ospf, ospf3, mtrace, isis, mpls, rd6ip, mirror, system, filter, subscriber-mgmt,
radius, lag, oam

Output *Aalul# show debug
debug
mirror-source 101
port 1/1/1 ingress
no shutdown
exit
mirror-source 102
port 1/1/3 egress
no shutdown
exit
exit
*Azalul#

service-using

Syntax  service-using [mirror ]
Context show>service
Description Displays mirror services.
If no optional parameters are specified, all sewidefined on the system are displayed.

Parameters mirror — Displays mirror services.

Output  Show Service-Using Mirror —  The following table describes service-using miwatput fields:
Label Description
Service Id The service identifier.
Type Specifies the service type configured for the serD.
Adm The desired state of the service.
Opr The operating state of the service.
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CustomerlD The ID of the customer who owns this service.
Last Mgmt Change The date and time of the most recent managemdigted change to
this service.

Sample Output

A:ALA-48# show service service-using mirror

Services [mirror]

Serviceld Type Adm Opr Customerld Last Mgmt Change

218 Mirror Up  Down 1 04/08/2007 13:49:57
318 Mirror Down Down 1 04/08/2007 13:49:57
319 Mirror Up  Down 1 04/08/2007 13:49:57
320 Mirror Up  Down 1 04/08/2007 13:49:57
1000 Mirror Down Down 1 04/08/2007 13:49:57
1216 Mirror Up  Down 1 04/08/2007 13:49:57
1412412  Mirror Down Down 1 04/08/2007 13:49:57

Matching Services : 7

A:ALA-48#
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Syntax
Context
Description

Parameters

Output

Mirror Services

mirror mirror-dest service-id
show
This command displays mirror configuration and agien information.

service-id —Specify the mirror service ID.
Values [1..2147483648]| svc-name:64 char max

Mirroring Output —  The following table describes the mirroring outfialds:
Label Description
Service Id The service ID associated with this mirror destorat
Type Entries in this table have an implied storage wp#/olatile”.

The configured mirror source information is notgstent.
Admin State Up — The mirror destination is administratively enabled.

Down — The mirror destination is administratively disabled
Oper State Up — The mirror destination is operationally enabled.

Down — The mirror destination is operationally disabled.

Forwarding Class The forwarding class for all packets transmittethi mirror
destination.
Remote Sources Yes — A remote source is configured.

No — A remote source is not configured.

Slice The value of the slice-size, is the maximum portibthe mirrored
frame that will be transmitted to the mirror deation. Any frame
larger than the slice-size will be truncated t@ thalue before
transmission to the mirror destination. A valu@adhdicates that
mirrored packet truncation based on slice sizésishded.

Destination SAP The ID of the access port where the Service AcBedst (SAP)
associated with this mirror destination servicdafined.

Egr QoS Policy This value indicates the egress QoS policy ID. Aigaf O indicates
that no QoS policy is specified.

Sample Output

*A:7210SAS>config>mirror>mirror-dest$ show mirror m irror-dest

Mirror Services
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Id Type Adm Opr Destination SDP Lbl/ Slice Mirror

SAP QoS Src
Allowed
1 Ether Down Down None n/a 0 Local
1000 Ether Up Down SDP 400 (1.1.1.1) Pending 0 Local
2000 Ether Up Up SAP 1/1/17:17 1 0 Remote
*A:7210SAS>config>mirror>mirror-dest$
Sample Output for Network mode
*A:7210SAS>config>mirror>mirror-dest$ show mirror m irror-dest 1
Mirror Service
Service Id 01 Type : Ether
Description  : (Not Specified)
Admin State  : Down Oper State : Down
Mirror Sources Allowed : Local
Forwarding Class : be Remote Sour ces: No
Profile :out
Slice 10
Mirror Services SDP
Sdpld IP Addr CfgLabel Signal E grLabel
No Matching Entries
Local Sources
Admin State  : Up
No Mirror Sources configured
*A:7210SAS>config>mirror>mirror-dest$
Sample Output for Access-Uplink mode
*A:7210SAS# show mirror mirror-dest 1000
Mirror Service
Service Id : 1000 Type : Ether
Description . (Not Specified)
Admin State  : Up Oper State : Down
Mirror Sources Allowed : Local
Profile :out

Destination SAP : 1/1/1
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Local Sources

Admin State :Up

-Port 1/1/1 Ing

*A:7210SASH
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OAM and SAA

In This Chapter

This chapter provides information about the Operetj Administration and
Management (OAM) and Service Assurance Agent (Séoimands available in the
CLI for troubleshooting services.

Topics in this chapter include:

e OAM Overview on page 72
- LSP Diagnostics on page 73
- SDP Diagnostics on page 74
- Service Diagnostics on page 75
- VPLS MAC Diagnostics on page 76
- VLL Diagnostics on page 80
« Ethernet Connectivity Fault Management (ETH-CFM)paige 105
e Synthetic Loss Measurement (ETH-SL) on page 123
e Service Assurance Agent Overview on page 83
- SAA Application on page 167
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OAM Overview

Delivery of services requires a number of operatioccur properly and at different levels in the
service delivery model. For example, operationdsaagcthe association of packets to a service,
must be performed properly in the forwarding pléorehe service to function properly. In order to
verify that a service is operational, a set of &mth, packet-based Operation, Administration, and
Maintenance (OAM) tools is required, with the alilio test each of the individual packet
operations.

For in-band testing, the OAM packets closely redershstomer packets to effectively test the
customer's forwarding path, but they are distingaitde from customer packets so they are kept
within the service provider's network and not foreed to the customer.

The suite of OAM diagnostics supplement the bagipihg and traceroute operations with
diagnostics specialized for the different levelshia service delivery model. There are
diagnostics for services.The following OAM featuege not available on 7210 SAS-M and 7210
SAS-T devices configured in Access uplink mode:

e LSP Diagnostics
« SDP Diagnostics
» Service Diagnostics

e VPLS MAC Diagnostics
e VLL Diagnostics

Two-Way Active Measurement Protocol (TWAMP)

NOTE: TWAMP is not supported on 7210 SAS-R6 devices

Two-Way Active Measurement Protocol (TWAMP) prowide standards-based method for
measuring the round-trip IP performance (packetd,|delay and jitter) between two devices.
TWAMP uses the methodology and architecture of @fag-Active Measurement Protocol
(OWAMP) to define a way to measure two-way or rotimgl metrics.

There are four logical entities in TWAMP:

e The control-client

e The session-sender

e The server

* The session-reflector.
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The control-client and session-sender are typidaijylemented in one physical device (the
“client”) and the server and session-reflector seeond physical device (the “server”) with which
the two-way measurements are being performed. Zh6 BAS acts as the server. The control-
client and server establishes a TCP connectiorercidange TWAMP-Control messages over this
connection. When the control-client requires taotdtsting, the client communicates the test
parameters to the server. If the server corresptindsnduct the described tests, the test begins as
soon as the client sends a Start-Sessions megsagart of a test, the sessionsender sends a
stream of UDP-based test packets to the sessiteci@f and the session reflector responds to
each received packet with a response UDP-basepaeket. When the session-sender receives
the response packets from the session-reflecwintbrmation is used to calculate two-way
delay, packet loss, and packet delay variation eetwthe two devices.

Configuration Notes

The following are the configuration notes:
* Unauthenticated mode is supported. Encrypted anttiekticated modes are not
supported.
«  TWAMP is supported only in the base router inseanc

e By default, 7210 uses TCP port number 862 todisbe TWAMP control connections and
this is not user configurable.

LSP Diagnostics

The 7210 SAS M LSP diagnostics are implementatidisSP ping and LSP traceroute based on
RFC 4379 Detecting Multi-Protocol Label Switched (MPLS) D&tane FailuresLSP ping and
LSP traceroute are modeled after the ICMP echoesreply used by ping and traceroute to
detect and localize faults in IP networks.

For a given FEC, LSP ping verifies whether the pac&aches the egress label edge router (LER),
while in LSP traceroute mode, the packet is sethig¢aontrol plane of each transit label switched
router (LSR) which performs various checks to $ées actually a transit LSR for the path.
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SDP Diagnostics

SDP Ping

The 7210 SAS-M, X SDP diagnostics are SDP ping@DB MTU path discovery.

SDP ping performs in-band uni-directional or rourig-connectivity tests on SDPs. The SDP
ping OAM packets are sent in-band, in the tunnebesulation, so it will follow the same path as
traffic within the service. The SDP ping responae be received out-of-band in the control plane,
or in-band using the data plane for a round-trgt. te

For a uni-directional test, SDP ping tests:

» Egress SDP ID encapsulation

« Ability to reach the far-end IP address of the SDRvithin the SDP encapsulation

» Path MTU to the far-end IP address over the SDP ID

* Forwarding class mapping between the near-end I8P capsulation and the far-end
tunnel termination

For a round-trip test, SDP ping uses a local edd&d2 ID and an expected remote SDP ID. Since
SDPs are uni-directional tunnels, the remote SDBLBt be specified and must exist as a
configured SDP ID on the far-end 7210 SAS M. SDéhtbtrip testing is an extension of SDP
connectivity testing with the additional ability test:

Remote SDP ID encapsulation
» Potential service round trip time

* Round trip path MTU
* Round trip forwarding class mapping

SDP MTU Path Discovery

Page 74

In a large network, network devices can suppowréety of packet sizes that are transmitted
across its interfaces. This capability is refetieeds the Maximum Transmission Unit (MTU) of
network interfaces. It is important to understamel MTU of the entire path end-to-end when
provisioning services, especially for virtual led$ime (VLL) services where the service must
support the ability to transmit the largest custopeecket.

The Path MTU discovery tool provides a powerfull tihat enables service provider to get the
exact MTU supported by the network's physical libkéveen the service ingress and service
termination points (accurate to one byte).
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Service Diagnostics

Alcatel-Lucent’s Service ping feature provides éndnd connectivity testing for an individual
service. Service ping operates at a higher lewa the SDP diagnostics in that it verifies an
individual service and not the collection of seegaarried within an SDP.

Service ping is initiated from a 7210 SAS M routewrerify round-trip connectivity and delay to
the far-end of the service. Alcatel-Lucent’s impbtation functions for MPLS tunnels and tests
the following from edge-to-edge:

¢ Tunnel connectivity

e VC label mapping verification

e Service existence

* Service provisioned parameter verification

* Round trip path verification

e Service dynamic configuration verification
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VPLS MAC Diagnostics

MAC Ping
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While the LSP ping, SDP ping and service ping teslable transport tunnel testing and verify
whether the correct transport tunnel is used, tlegot provide the means to test the learning and
forwarding functions on a per-VPLS-service basis.

It is conceivable, that while tunnels are operatl@and correctly bound to a service, an incorrect
Forwarding Information Base (FIB) table for a seevtould cause connectivity issues in the
service and not be detected by the ping tools.taldaucent has developed VPLS OAM
functionality to specifically test all the critichinctions on a per-service basis. These tools are
based primarily on the IETF document draft-stoklesmpella-ppvpn-hvpls-oam-xx.txtesting
Hierarchical Virtual Private LAN Services

The VPLS OAM tools are:

« MAC Ping— Provides an end-to-end test to identify the sg@istomer-facing port
where a customer MAC was learned. MAC ping can bésased with a broadcast MAC
address to identify all egress points of a serfacéhe specified broadcast MAC.

 MAC Trace— Provides the ability to trace a specified MAGQlIegbs hop-by-hop until the
last node in the service domain. An SAA test witA@®trace is considered successful
when there is a reply from a far-end node indigptivat they have the destination MAC
address on an egress SAP or the CPM.

» CPE Ping— Provides the ability to check network connetyito the specified client
device within the VPLS. CPE ping will return the MAaddress of the client, as well as
the SAP and PE at which it was learned.

 MAC Populate— Allows specified MAC addresses to be injectethie VPLS service
domain. This triggers learning of the injected MA@dress by all participating nodes in
the service. This tool is generally followed by MAMig or MAC trace to verify if correct
learning occurred.

e MAC Purge— Allows MAC addresses to be flushed from all nedea service domain.

For a MAC ping test, the destination MAC addressdast or multicast) to be tested must be
specified. A MAC ping packet can be sent throughdbntrol plane or the data plane. When sent
by the control plane, the ping packet goes dirdctithe destination IP in a UDP/IP OAM packet.
If it is sent by the data plane, the ping packetsgout with the data plane format.

In the control plane, a MAC ping is forwarded aldhg flooding domain if no MAC address
bindings exist. If MAC address bindings exist, thiea packet is forwarded along those paths (if
they are active). Finally, a response is generatdgwhen there is an egress SAP binding to that
MAC address. A control plane request is respondedkt a control reply only.
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In the data plane, a MAC ping is sent with a VCelabTL of 255. This packet traverses each hop
using forwarding plane information for next hop, \&®el, etc. The VC label is swapped at each
service-aware hop, and the VC TTL is decremenfatelVC TTL is decremented to 0, the
packet is passed upto the management plane foegsimg. If the packet reaches an egress node,
and would be forwarded out a customer facing oid,identified by the OAM label below the

VC label and passed to the management plane.

MAC pings are flooded when they are unknown atréerimediate node. They are responded to
only by the egress nodes that have mappings foMAL address.

MAC Trace

A MAC trace functions like an LSP trace with sonagiations. Operations in a MAC trace are
triggered when the VC TTL is decremented to 0.

Like a MAC ping, a MAC trace can be sent eitheithiy control plane or the data plane.

For MAC trace requests sent by the control plame diestination IP address is determined from
the control plane mapping for the destination MAfGhe destination MAC is known to be at a

specific remote site, then the far-end IP addré#isad SDP is used. If the destination MAC is not
known, then the packet is sent unicast, to all SiDRise service with the appropriate squelching.

A control plane MAC traceroute request is sentWizP/IP. The destination UDP port is the LSP
ping port. The source UDP port is whatever theesysgives (note that this source UDP port is
really the demultiplexor that identifies the pautar instance that sent the request, when
correlating the reply). The source IP addresséssiistem IP of the sender.

When a traceroute request is sent via the data pllae data plane format is used. The reply can be
via the data plane or the control plane.

A data plane MAC traceroute request includes thed¢liencapsulation, the VC label, and the
OAM, followed by an Ethernet DLC, a UDP and IP hexatf the mapping for the MAC address is
known at the sender, then the data plane requsshtsdown the known SDP with the appropriate
tunnel encapsulation and VC label. If it is not umg then it is sent down every SDP (with the
appropriate tunnel encapsulation per SDP and apptepegress VC label per SDP binding).

The tunnel encapsulation TTL is set to 255. Thelaigl TTL is initially set to the min-ttl (default
is 1). The OAM label TTL is set to 2. The destipatiP address is the all-routers multicast
address. The source IP address is the systemthie¢ sknder.

The destination UDP port is the LSP ping port. $berce UDP port is whatever the system gives
(note that this source UDP port is really the ddiplgixor that identifies the particular instance
that sent the request, when correlating the reply).
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CPE Ping
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The Reply Mode is either 3 (i.e., reply via the ttohplane) or 4 (i.e., reply through the data
plane), depending on the reply-control option. Bfadllt, the data plane request is sent with Reply
Mode 3 (control plane reply)Reply Mode 4 (data plagply).

The Ethernet DLC header source MAC address iosgther the system MAC address (if no
source MAC is specified) or to the specified souvi&C. The destination MAC address is set to
the specified destination MAC. The EtherType istedP.

The MAC ping OAM tool makes it possible to detettather a particular MAC address has been
learned in a VPLS.

Thecpe-pingcommand extends this capability to detecting daties IP addresses inside a
VPLS. A CPE ping for a specific destination IP adr within a VPLS will be translated to a
MAC-ping towards a broadcast MAC address. Uponivéng such a MAC ping, each peer PE
within the VPLS context will trigger an ARP requést the specific IP address. The PE receiving
a response to this ARP request will report badkéorequesting 7210 SAS M, X. Itis encouraged
to use the source IP address of 0.0.0.0 to prakiemirovider’s IP address of being learned by the
CE.
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MAC Populate

MAC populate is used to send a message througthoibding domain to learn a MAC address as
if a customer packet with that source MAC addressflooded the domain from that ingress point
in the service. This allows the provider to craltarning history and engineer packets in a
particular way to test forwarding plane correctness

The MAC populate request is sent with a VC TTL pfvhich means that it is received at the
forwarding plane at the first hop and passed diregito the management plane. The packet is
then responded to by populating the MAC addresiserforwarding plane, like a conventional
learn although the MAC will be an OAM-type MAC ihg FIB to distinguish it from customer
MAC addresses.

This packet is then taken by the control planefioatied out the flooding domain (squelching
appropriately, the sender and other paths thatdvoalsquelched in a typical flood).

This controlled population of the FIB is very impamt to manage the expected results of an OAM
test. The same functions are available by sendie@AM packet as a UDP/IP OAM packet. It is
then forwarded to each hop and the management pnto do the flooding.

Options for MAC populate are to force the MAC irttable to type OAM (in case it already
existed as dynamic or static or an OAM inducedriay with some other binding), to prevent
new dynamic learning to over-write the existing OAMMC entry, to allow customer packets with
this MAC to either ingress or egress the networhilevstill using the OAM MAC entry.

Finally, an option to flood the MAC populate requesuses each upstream node to learn the
MAC, for example, populate the local FIB with an RAJMAC entry, and to flood the request
along the data plane using the flooding domain.

An age can be provided to age a particular OAM Mter a different interval than other MACs
in a FIB.

MAC Purge

MAC purge is used to clear the FIBs of any learidéairmation for a particular MAC address.
This allows one to do a controlled OAM test with¢adrning induced by customer packets. In
addition to clearing the FIB of a particular MACdrdss, the purge can also indicate to the control
plane not to allow further learning from customackets. This allows the FIB to be clean, and be
populated only via a MAC Populate.

MAC purge follows the same flooding mechanism &MNAC populate.

A UDP/IP version of this command is also availahigt does not follow the forwarding notion of
the flooding domain, but the control plane notidrit.o
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VLL Diagnostics

VCCV Ping

VCCYV ping is used to check connectivity of a VLL-and. It checks that the destination (target)
PE is the egress for the Layer 2 FEC. It providesoas-check between the data plane and the
control plane. It is in-band, meaning that the VC@iNg message is sent using the same
encapsulation and along the same path as usertpagkbat VLL. This is equivalent to the LSP
ping for a VLL service. VCCV ping reuses an LSPgmessage format and can be used to test a
VLL configured over an MPLS SDP.

VCCV-Ping Application
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VCCYV effectively creates an IP control channel witthe pseudowire between PE1 and PE2. PE2
should be able to distinguish on the receive si@E€V control messages from user packets on that
VLL. There are three possible methods of encapsgla VCCV message in a VLL which
translates into three types of control channels:

1. Use of a Router Alert Label immediately aboveWalabel. This method has the drawback
that if ECMP is applied to the outer LSP label @aample, transport label), the VCCV
message will not follow the same path as the uaekets. This effectively means it will not
troubleshoot the appropriate path. This methodperted by the 7210 SAS M.

2. Use of the OAM control word as illustratedrigure 7

0 1 2 3
01234567890123456789012 345678901
e L i s S R R ettt bttt
[000 1] FmtID| Reserved | Cha nnel Type |
B o s s T IR oottt

Figure 7: OAM Control Word Format

The first nibble is set to O0x1. The Format ID ahd teserved fields are set to 0 and the
channel type is the code point associated with/tBEV IP control channel as specified in
the PWES3 IANA registry (RFC 4446). The channel typ&uie of Ox21 indicates that the
Associated Channel carries an IPv4 packet.

The use of the OAM control word assumes that thé&-ainartini control word is also used
on the user packets. This means that if the comtood is optional for a VLL and is not
configured, the 7210 SAS M, X PE node will only adise the router alert label as the

CC capability in the Label Mapping message. Thishoe is supported by the 7210 SAS
M.
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3. Setthe TTL in the VC label to 1 to force PE2tcolplane to process the VCCV message.
This method is not guaranteed to work under atluritstances. For instance, the draft
mentions some implementations of penultimate hqpjpm overwrite the TTL field. This
method is not supported by the 7210 SAS M.

When sending the label mapping message for the YH1, and PE2 must indicate which of the
above OAM packet encapsulation methods (for examydéch control channel type) they
support. This is accomplished by including an apalo/CCV TLV in the pseudowire FEC
Interface Parameter field. The format of the VCCW/Tis shown inFigure 8

0 1 2 3
012345678901234567890123 456789010
B e s e S e e o +ott-t-t-t-t-t+-+
| Ox0Oc | 0x04 | CC Types | CV Types |
B S s S T e e e s

Figure 8: VCCV TLV

Note that the absence of the optional VCCV TLVha tnterface parameters field of the
pseudowire FEC indicates the PE has no VCCV capabil

The Control Channel (CC) Type field is a bitmas&dit indicate if the PE supports none, one, or
many control channel types.

«  0x00 None of the following VCCV control channepgs are supported

e 0x01 PWE3 OAM control word (sd€gure 9

* 0x02 MPLS Router Alert Label

e 0x04 MPLS inner label TTL =1
If both PE nodes support more than one of the @Egythen a 7210 SAS M PE will make use of

the one with the lowest type value. For instanc&Mdrontrol word will be used in preference to
the MPLS router alert label.

The Connectivity Verification (CV) bitmask field issed to indicate the specific type of VCCV
packets to be sent over the VCCV control channed Valid values are:

0x00 None of the below VCCV packet type are sufgubr

0x01 ICMP ping. Not applicable to a VLL over a MPISDP and as such is not supported by the
7210 SAS M.

0x02 LSP ping. This is used in VCCV-Ping applioatand applies to a VLL over an MPLS SDP.
This is supported by the 7210 SAS M.

A VCCYV ping is an LSP echo request message asatbfimnRFC 4379. It contains an L2 FEC
stack TLV which must include within the sub-TLV &yA0 “FEC 128 Pseudowire”. It also
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CE 1 [64.47.30.1/30]
)
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contains a field which indicates to the destinaf&hwhich reply mode to use. There are four
reply modes defined in RFC 4379:

Reply mode, meaning:

1. Do not reply. This mode is supported by the 73A% M.

2. Reply via an IPv4/IPv6 UDP packet. This modeugported by the 7210 SAS M.

3. Reply with an IPv4/IPv6 UDP packet with a rouert. This mode sets the router alert bit in
the IP header and is not be confused with the @€ which makes use of the router alert
label. This mode is not supported by the 7210 SAS M

4. Reply via application level control channel. Thiede sends the reply message inband over
the pseudowire from PE2 to PE1. PE2 will encapstula Echo Reply message using the CC
type negotiated with PE1. This mode is supportethby7210 SAS M.

The reply is an LSP echo reply message as defmBiFC 4379. The message is sent as per the
reply mode requested by PEL. The return codes sigopare the same as those supported in the
7210 SAS M LSP ping capability.

The VCCV ping feature is in addition to the serviieg OAM feature which can be used to test a
service between 7210 SAS M nodes. The VCCYV pintufeacan test connectivity of a VLL with
any third party node which is compliant to RFC 5085

VCCVE cho

7210 SAS, :
Ethernet PW 210 SAS CE 2 [64.47.30.2/30]
Ethernet SAP Ethernet SAP
1/1/1:100 IP/IMPLS 1/1/1:200

MTU-s

IPIPE_0107210M

Figure 9: VCCV-Ping Application
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VCCV-Ping in a Multi-Segment Pseudowire

Pseudowire switching is a method for scaling adargtwork of VLL or VPLS services by
removing the need for a full mesh of T-LDP sessioetsveen the PE nodes as the number of these
nodes grow over time. Pseudowire switching is ased whenever there is a need to deploy a
VLL service across two separate routing domains.

In the network, a Termination PE (T-PE) is where plseudowire originates and terminates. The
7210 SAS M supports only T-PE. It does not supfeRE functionality.

VCCYV ping is extended to be able to perform théofeing OAM functions:

1. VCCV ping to a destination PE. A VLL FEC Pingaisnessage sent by T-PEL1 to test the
FEC at T-PE2. The operation at T-PE1 and T-PERdsame as in the case of a single-
segment pseudowire. The pseudowire switching nede=1, pops the outer label, swaps the
inner (VC) label, decrements the TTL of the VC lalamd pushes a new outer label. The
7210 SAS M PE1 node does not process the VCCV OANiti@Gl Word unless the VC label
TTL expires. In that case, the message is sehiet@€PM for further validation and
processing. This is the method described in draft-pwe3-segmented-pw-vcev.

Automated VCCV-Trace Capability for MS-Pseudowire

Although tracing of the MS-pseudowire path is pblesusing the methods explained in previous
sections, these require multiple manual iteratams that the FEC of the last pseudowire segment
to the target T-PE/S-PE be known a priori at theenoriginating the echo request message for
each iteration. This mode of operation is refetoeds a “ping” mode.

The automated VCCV-trace can trace the entire pashpseudowire with a single command
issued at the T-PE or at an S-PE. This is equivatebhSP-trace and is an iterative process by
which the ingress T-PE or T-PE sends successiveWgiGg messages with incrementing the
TTL value, starting from TTL=1.

The method is described in draft-hart-pwe3-segniepte-vcev,VCCV Extensions for Segmented
Pseudo-Wirgand is pending acceptance by the PWE3 working@rim each iteration, the source
T-PE or S-PE builds the MPLS echo request messageviay similar td/CCV Ping on page 80
The first message with TTL=1 will have the next-If84#E T-LDP session source address in the
Remote PE Address field in the pseudowire FEC HaAth S-PE which terminates and processes
the message will include in the MPLS echo replysage the FEC 128 TLV corresponding the
pseudowire segment to its downstream node. Thasiwi of the FEC TLV in the echo reply
message is allowed in RFC 43Dktecting Multi-Protocol Label Switched (MPLS) Dd&kane
Failures. The source T-PE or S-PE can then build the neht eeply message with TTL=2 to test
the next-next hop for the MS-pseudowire. It wilpgahe FEC TLV it received in the echo reply
message into the new echo request message. Thesplisderminated when the reply is from the
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egress T-PE or when a timeout occurs. If specitieel max-ttl parameter in the vccv-trace
command will stop on SPE before reaching T-PE.

The results VCCV-trace can be displayed for a fenvenber of pseudowire segments of the end-
to-end MS-pseudowire path. In this case, the nhiani max-ttl parameters are configured
accordingly. However, the T-PE/S-PE node will gifbbe all hops upto min-ttl in order to
correctly build the FEC of the desired subset ghsents.

Note that this method does not require the uskeoflownstream mapping TLV in the echo request
and echo reply messages.

VCCYV for Static Pseudowire Segments

Page 84

MS pseudowire is supported with a mix of static aighaled pseudowire segments. However,
VCCYV ping and VCCV-trace is allowed until at leaste segment of the MS pseudowire is static.
Users cannot test a static segment but also, camstotontiguous signaled segments of the MS-
pseudowire. VCCV ping and VCCYV trace is not suppih static-to-dynamic configurations.
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Detailed VCCV-Trace Operation

In Figure on page 68 trace can be performed on the MS-pseudowirénaitigg from T-PE1 by
a single operational command. The following proaessirs:

1.

T-PE1 sends a VCCV echo request with TTL setand a FEC 128 containing the pseudo-
wire information of the first segment (pseudowitestween T-PE1 and S-PE) to S-PE for
validation.

S-PE validates the echo request with the FEC S28e it is a switching point between the
first and second segment it builds an echo reptk @ireturn code of 8 and includes the FEC
128 of the second segment (pseudowire2 between &8H-PE2) and sends the echo reply
back to T-PE1.

T-PE1 builds a second VCCV echo request baseédeoREC128 in the echo reply from the
S-PE. It increments the TTL and sends the next eefoest out to T-PE2. Note that the
VCCV echo request packet is switched at the S-R&pdth and forwarded to the next
downstream segment without any involvement fromcibrtrol plane.

T-PE2 receives and validates the echo requelstthvét FEC 128 of the pseudowire2 from T-
PEL. Since T-PE2 is the destination node or thessgnode of the MS-pseudowire it replies
to T-PE1 with an echo reply with a return code ¢&@ress router) and no FEC 128 is
included.

T-PEL1 receives the echo reply from T-PE2. T-PEhade aware that T-PE2 is the
destination of the MS pseudowire because the esghlg does not contain the FEC 128 and
because its return code is 3. The trace processiipleted.
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Control Plane Processing of a VCCV Echo Message in  a MS-Pseudowire

Sending a VCCV Echo Request

When in the ping mode of operation, the sendeh@fetcho request message requires the FEC of
the last segment to the target S-PE/T-PE node.ifffiemation can either be configured manually
or be obtained by inspecting the corresponding®us of the pseudowire switching point TLV.
However, the pseudowire switching point TLV is optl and there is no guarantee that all S-PE
nodes will populate it with their system addresd the pseudowire-id of the last pseudowire
segment traversed by the label mapping messags.thbw210 SAS M implementation will
always make use of the user configuration for thgameters.

Receiving an VCCV Echo Request

Upon receiving a VCCV echo request the control @lan S-PEs (or the target node of each
segment of the MS pseudowire) validates the recarestesponds to the request with an echo
reply consisting of the FEC 128 of the next doweetn segment and a return code of 8 (label
switched at stack-depth) indicating that it is aRESand not the egress router for the MS-
pseudowire.

If the node is the T-PE or the egress node of tBeddeudowire, it responds to the echo request
with an echo reply with a return code of 3 (egmesger) and no FEC 128 is included.

Receiving an VCCV Echo Reply

The operation to be taken by the node that recéhagscho reply in response to its echo request
depends on its current mode of operation suchrasanitrace.

In ping mode, the node may choose to ignore thyetdfEC 128 in the echo reply and report only
the return code to the operator.
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MPLS-TP On-Demand OAM Commands

Ping and Trace tools for PWs and LSPs are suppuiitbdooth IP encapsulation and the MPLS-
TP on demand CV channel for non-IP encapsulatizfZb).

MPLS-TP Pseudowires: VCCV-Ping/VCCV-Trace

For vcev-ping and veev-trace commands:

* Sub-typestatic must be specified. This indicates to the systemttierest of the
command contains parameters that are appliedtatia BW with a static PW FEC.

« Add the ability to specify the non-IP ACH chanhgde (0x0025). This is known as the
non-ip control-channel This is the default for type static. GAL is napported for PWs.

« If the ip-control-channel is specified as the grsedation, then the IPv4 channel type is
used (0x0021). In this case, a destination IP addrethe 127/8 range is used, while the
source address in the UDP/IP packet is set toysters IP address, or may be explicitly
configured by the user with the src-ip-addressaspti his option is only valid if the IPv4
control-channel is specified.

* The reply mode are always assumed to be the sppiieation level control channel type
for type static.

e Allow an MPLS-TP global-id and node-id specifiender the spoke-sdps with a given
sdp-id:vc-id, used for MPLS-TP PW MEPSs, or nodé€piefix) only for MIPs.

e The following CLI command description shows theiops that are only allowed if the
type static option is configured. All other opticar® blocked.

¢ Asin the existing implementation, the downstreaapping and detailed downstream
mapping TLVs (DSMAP/DDMAP TLVS) is not supported BiVs.

vcev-ping static <sdp-id:ve-id> [dest-global-id <gl obal-id> dest-node-id <node-id>] [con-
trol-channel ipv4 | non-ip] [fc <fc-name> [profile {injout}]] [size <octets>] [count
<send-count>] [timeout <timeout>] [interval <interv al>] [ttl <vc-label-ttI>][src-ip-

address <ip-address>]

vcev-trace static <sdp-id:vc-id> [size <octets>][m in-ttl <min-vc-label-ttI>][max-ttl
<max-vc-label-ttl>][max-fail <no-response-count>][p robe-count <probe-count>] [control-
channel ipv4 | non-ip] [timeout <timeout-value>][in terval <interval-value>][fc <fc-name>
[profile {in|out}]][src-ip-address <ip-address>] [d etail]

If the spoke-sdp referred to by sdp-id:vc-id hasvi?lLS-TP PW-Path-ID defined, then those
parameters are used to populate the static PW mltk@ target FEC stack of the vcev-ping or
vcev-trace packet. If a Global-ID and Node-ID gpedfied in the command, then these values are
used to populate the destination node TLV in the/yming or vccv-trace packet.

The global-id/node-id are only used as the targdendentifiers if the vccv-ping is not end-to-end
(for example, a TTL is specified in the vcev-pimgfte command and it is < 255); otherwise, the
value in the PW Path ID is used. For vccv-ping,dbet-node-id may be entered as a 4-octet IP
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address <a.b.c.d> or 32-bit integer <1..4294967286r vccv-trace, the destination node-id and
global-id are taken form the spoke-sdp context.

The same command syntax is applicable for SAA wmtdigured under configure saa test a type.

MPLS-TP LSPs: LSP-Ping/LSP Trace

For Isp-ping and Isp-trace commands:

* sub-typestatic must be specified. This indicates to the systernttiearest of the
command contains parameters specific to a LSPifahby a static LSP FEC.

e The 7x50 supports the use of the G-ACh with noe#Papsulation or labeled
encapsulation with IP de-multiplexing for both #eho request and echo reply for LSP-
Ping and LSP-Trace on LSPs with a static LSP FECh&s MPLS-TP LSPs).

» ltis possible to specify the target MPLS-TP MEPMNdentifier information for LSP
Ping. If the target global-id and node-id are mafuded in the Isp-ping command, then
these parameters for the target MEP ID are tal@n the context of the LSP. Thennel-
number <tunnel-num> andsp-num <Isp-num> for the far-end MEP are always taken
from the context of the path under test.

Isp-ping static <Isp-name>
[force]
[path-type [active|working|protect]]
[fc <fc-name> [profile {in|out}]]
[size <octets>]
[ttl <label-ttl>]
[send-count <send-count>]
[timeout <timeout>]
[interval <interval>]
[src-ip-address <ip-address>]
[dest-global-id <dest-global-id> dest-node-id dest- node-id]
[control-channel none | non-ip][detail]

Isp-trace static <Isp-name>
[force]
[path-type [active|working|protect]
[fc <fc-name> [profile {in|out}]]
[max-fail <no-response-count>]
[probe-count <probes-per-hop>]
[size <octets>]
[min-ttl <min-label-ttl>]
[max-ttl <max-label-tt>]
[timeout <timeout>]
[interval <interval>]
[src-ip-address <ip-address>]
[control-channel none | non-ip]
[downstream-map-tlv <dsmap|ddmap>]
[detail]

The following commands are only valid if the sulpgystatic option is configured, implying that
Isp-name refers to an MPLS-TP tunnel LSP:
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path-type. Values: active, working, protect. Default: active

dest-global-id <global-id>dest-node-id<node-id>: Default: th& global-id:node-id from the
LSP ID.

control-channel: If this is set to none, then IP encapsulationr@reLSP is used with a
destination address in the 127/8 range. The s@ddeess is set to the system IP address, unless
the user specifies a source address using th@-sddress option. If this is set to non-ip, then
non-IP encapsulation over a G-ACh with channeét§r00025 is used. This is the default for
sub-type static. Note that the encapsulation ugeth& echo reply is the same as the
encapsulation used for the echo request.

downstream-map-tlv: LSP Trace commands with this option can only xecated if the control-
channel is set to none. The DSMAP/DDMAP TLV is oimlgluded in the echo request message if
the egress interface is either a numbered IP aterfor an unnumbered IP interface. The TLV
will not be included if the egress interface idygfe unnumbered-mpls-tp.

For Isp-ping, the dest-node-id may be entered4setet IP address <a.b.c.d> or 32-bit integer
<1..4294967295>. For Isp-trace, the destinatioreriddand global-id are taken form the spoke-
sdp context.

The send mode and reply mode are always taken an lagplication level control channel for
MPLS-TP.

Theforce parameter causes an LSP ping echo request tobersan LSP that has been brought
oper-down by BFD (LSP-Ping echo requests would adignbe dropped on oper-down LSPS).
This parameter is not applicable to SAA.

The LSP ID used in the LSP Ping packet is derivethfa context lookup based on Isp-name and
path-type (active/working/protect).

Dest-global-id and dest-node-id refer to the taghebbal/node id. They do not need to be entered
for end-to-end ping and trace, and the systemusil the destination global id and node id from
the LSP ID.

The same command syntax is applicable for SAA wmtdigured undeconfigure>saa>test

MPLS-TP Show Commands

Static MPLS Labels

The following new commands show the details ofdtatic MPLS labels.
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show>router>mpls-labels>label <start-label> [<enddbel> [in-use|<label-owner>]]

show>router>mpls-labels>label-range

An example output is as follows:

*A:mlistp-dutA# show router mpls

mpls mpls-labels
*A:mlistp-dutA# show router mpls label
label label-range

*A:mlistp-dutA# show router mpls label-range

Label Ranges

Label Type  Start Label End Label Agi

Static-Isp 32 16415 -
Static-svc 16416 32799 -
Dynamic 32800 131071 0

ng Total Available

16364
16376
98268

MPLS-TP Tunnel Configuration

Page 90

These should show the configuration of a given éinn

show>router>mpls>tp-Isp

A sample output is as follows:

*A:mlistp-dutA# show router mpls tp-Isp
- tp-Isp [<Isp-name>] [status {up|down}] [from <i
[detail]
- tp-Isp [<Isp-name>] path [protect|working] [det
- tp-Isp [<Isp-name>] protection

<Isp-name> : [32 chars max] - accepts *
<path> : keyword - Display LSP path
<protection> : keyword - Display LSP prote
<up|down> : keywords - Specify state of
<ip-address> ra.b.cd

<detail> . keyword - Display detailed

*A:mlistp-dutA# show router mpls tp-Isp

path

protection

to <a.b.c.d>

<Isp-name>

"Isp-32" "Isp-33" "Isp-34" "Isp-35" "Isp-36"
"Isp-40" "Isp-41"

status {up|down}

from <ip-address>

detail

*A:mlistp-dutA# show router mpls tp-Isp "“Isp-

p-address>|to <ip-address>]
ail]

as wildcard char
information.

ction information.

the LSP

information.

"Isp-37" "Isp-38" "Isp-39"
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"Isp-32" "Isp-33" "Isp-34" "Isp-35" "Isp-36" " Isp-37" "Isp-38" "Isp-39"
"Isp-40" "Isp-41"
*A:mlistp-dutA# show router mpls tp-Isp "Isp-32"

MPLS MPLS-TP LSPs (Originating)

LSP Name To Tun Protect Adm Opr
Id  Path

Isp-32 0.0.3.234 32 No Up Up

LSPs:1

*A:mistp-dutA# show router mpls tp-Isp "Isp-32" det alil

MPLS MPLS-TP LSPs (Originating) (Detail)

Type : Originating

LSP Name :Isp-32

LSP Type : MplsTp LSP Tunnel ID : 32

From Node Id: 0.0.3.233+ ToN odeld :0.0.3.234

Adm State : Up Oper State :Up

LSP Up Time : 0d 04:50:47 LSP Down Time : 0d 00:00:00
Transitions : 1 Path Changes :2
DestGloballd: 42 Dest TunnelNum : 32

MPLS-TP Path configuration.

This can reuse and augment the output of the dusteaw commands for static LSPs. They
should also show if BFD is enabled on a given pltinis referring to a transit path, this should
also display (among others) the path-id (7 pararsetfer a given transit-path-name, or the transit-
path-name for a given the path-id (7 parameters)

show>router>mpls>tp-Isp>path

A sample output is as follows:

*A:mistp-dutA# show router mpls tp-Isp path

MPLS-TP LSP Path Information

LSP Name :Isp-32 To :0.0.3.234
Admin State : Up Op er State : Up
Path NextHop InLabel OutLabel O ut I/F Admin Oper
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Working 32 32 A toB_1 Up Down
Protect 2080 2080 A toC_1 Up Up
LSP Name . Isp-33 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 33 33 A toB_1 Up Down
Protect 2082 2082 A toC_1 Up Up
LSP Name : Isp-34 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 34 34 A toB_1 Up Down
Protect 2084 2084 A toC_1 Up Up
LSP Name . Isp-35 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 35 35 A toB_1 Up Down
Protect 2086 2086 A toC_1 Up Up
LSP Name . Isp-36 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 36 36 A toB_1 Up Down
Protect 2088 2088 A toC_1 Up Up
LSP Name . Isp-37 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 37 37 A toB_1 Up Down
Protect 2090 2090 A toC_1 Up Up
LSP Name . Isp-38 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 38 38 A toB_1 Up Down
Protect 2092 2092 A toC_1 Up Up
LSP Name . Isp-39 To :0.0.3.234
Admin State : Up Op er State :Up
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Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 39 39 A toB_1 Up Down
Protect 2094 2094 A toC_1 Up Up
LSP Name : Isp-40 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 40 40 A toB_1 Up Down
Protect 2096 2096 A toC_1 Up Up
LSP Name  :lsp-41 To :0.0.3.234
Admin State : Up Op er State : Up

Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 41 41 A toB_1 Up Down
Protect 2098 2098 A toC_1 Up Up
*A:mlistp-dutA# show router mpls tp-Isp "Isp-32" pa th working

MPLS-TP LSP Working Path Information

LSP: "Isp-32"
LSP Name  :lIsp-32 To :0.0.3.234
Admin State : Up Op er State : Up
Path NextHop InLabel OutLabel O ut I/F Admin Oper
Working 32 32 A toB_1 Up Down
*A:mlistp-dutA# show router mpls tp-Isp "Isp-32" pa th protect

MPLS-TP LSP Protect Path Information

LSP: "Isp-32"
LSP Name  :lsp-32 To :0.0.3.234
Admin State : Up Op er State : Up
Path NextHop InLabel OutLabel O ut I/F Admin Oper
Protect 2080 2080 A toC_1 Up Up
*A:mlistp-dutA# show router mpls tp-Isp "Isp-32" pa th protect detail

MPLS-TP LSP Protect Path Information
LSP: "Isp-32" (Detail)
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LSP Name : Isp-32 To
Admin State : Up Op

Protect path information

Path Type : Protect LS
Path Admin : Up Pa
Out Interface : AtoC_1 Ne

In Label : 2080 Ou

Path Up Time : 0d 04:52:17 Pa
Active Path : Yes Ac

MEP information

MEP State : Up BF

OAM Templ : privatebed-oam-template CcC
Ccv

Protect Templ : privatebed-protection-template WT

RX PDU :SF(1,1) TX

Defects

:0.0.3.234
er State :Up
P Num 12
th Oper :Up

xt Hop Addr : n/a

t Label :2080

th Dn Time : 0d 00:00:00
tive Time :0d 00:52:56

D . cC

Status  :inService
Status  : unknown

R Count Down: 0 seconds
PDU :SF(1,1)

*A:mistp-dutA# show router mpls tp-Isp "Isp-32" pa

th working detail

MPLS-TP LSP Working Path Information
LSP: "Isp-32" (Detail)

LSP Name  :lIsp-32 To
Admin State : Up Op

Working path information

Path Type : Working LS
Path Admin : Up Pa
Down Reason : ccFault ifDn

Out Interface : AtoB_1 Ne

In Label 132 Ou

Path Up Time : 0d 00:00:00 Pa
Active Path : No Ac

MEP information

MEP State : Up BF

OAM Templ : privatebed-oam-template CC
Ccv

:0.0.3.234
er State : Up
P Num 01

th Oper : Down

xt Hop Addr : n/a

tLabel :32

th Dn Time : 0d 00:53:01
tive Time :n/a

D 1 cC
Status  : outOfService
Status  : unknown

*A:mistp-dutA#

MPLS-TP Protection.

Page 94

These should show the protection configuratiorafgiven tunnel, which path in a tunnel is
currently working and which is protect, and whetther working or protect is currently active.

show>router>mpls>tp-lsp>protection

A sample output is as follows:
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*A:mlistp-dutA# show router mpls tp-Isp protection

MPLS-TP LSP Protection Information
Legend: W-Working, P-Protect,

LSP Name Admin Oper Path

State State State L

Isp-32 Up
Isp-33 Up
Isp-34 Up
Isp-35 Up
Isp-36 Up
Isp-37 Up
Isp-38 Up
Isp-39 Up
Isp-40 Up
Isp-41 Up

Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up
Up W Down
P Up

No. of MPLS-TP LSPs: 10

ngr/Egr  Act. Rx PDU
abel Path Tx PDU

32/32 No SF(1,1)
2080/2080 Yes SF (1,1)
33/33 No SF(1,1)
2082/2082 Yes SF (1,1)
34/34 No SF(1,1)
2084/2084 Yes SF (1,1)
35/35 No SF(1,1)
2086/2086 Yes SF (1,1)
36/36 No SF(1,1)
2088/2088 Yes SF (1,1)
37/37 No SF(1,1)
2090/2090 Yes SF (1,1)
38/38 No SF(1,1)
2092/2092 Yes SF (1,1)
39/39 No SF(1,1)
2094/2094 Yes SF (1,1)
40/40 No SF (1,1)
2096/2096 Yes SF (1,1)
41/41 No SF(1,1)
2098/2098 Yes SF (1,1)

The existing show>router>bfd context should be enbd for MPLS-TP, as follows:

show>router>bfd>mpls-tp-Isp

Displays the MPLS —TP paths for which BFD is endble

show>router>bfd>session [src <ip-address> [dest <ipddress> | detail]]|[mpls-tp-path <Isp-

id...> [detail]]

Should be enhanced to show the details of the B¥Bisn on a particular MPLS-TP path, where

Isp-id is the fully qualified Isp-id to which theF® session is in associated.

A sample output is as follows:

*A:mlistp-dutA# show router bfd

- bfd

bfd-template - Display BFD Template inform

ation
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interface - Display Interfaces with BFD
session - Display session information
*A:mlistp-dutA# show router bfd bfd-template "privat ebed-bfd-template”

BFD Template privatebed-bfd-template

Template Name : privatebed-* Template Typ e : cpmNp
Transmit Timer 10 msec  Receive Time r 110 msec
CV Transmit Interval : 1000 msec

Template Multiplier : 3 Echo Receive Interval  : 100 msec

Mpls-tp Association
privatebed-oam-template

* indicates that the corresponding row element may have been truncated.
*A:mistp-dutA# show router bfd session

BFD Session
Interface/Lsp Name State Tx Intvl Rx Intvl Multipl
Remote Address/Info Protocols Tx Pkts Rx Pkts Type
wp::Isp-32 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-33 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::lsp-34 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-35 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-36 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::lsp-37 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-38 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-39 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-40 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
wp::Isp-41 Down (1) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-32 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-33 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-34 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-35 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-36 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-37 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
pp::lsp-38 Up (3) 1000 1000 3
0::0.0.0.0 mplsTp N/A N/A cpm-np
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pp::lsp-39 Up (3)
0::0.0.0.0 mplsTp
pp::Isp-40 Up (3)
0::0.0.0.0 mplsTp
pp::lsp-41 Up (3)
0::0.0.0.0 mplsTp

No. of BFD sessions: 20

wp = Working path pp = Protecting path

OAM and SAA

1000 1000 3
N/A N/A cpm-np
1000 1000 3
N/A N/A cpm-np
1000 1000 3
N/A N/A cpm-np

MPLS TP Node Configuration

Displays the Global ID, Node ID and other gener®\8-TP configurations for the node.

show>router>mpls>mpls-tp
A sample output is as follows:

*A:mlistp-dutA# show router mpls mpls-tp
- mpls-tp

oam-template - Display MPLS-TP OAM Templat
protection-tem* - Display MPLS-TP Protection

e information
Template information

status - Display MPLS-TP system conf iguration
transit-path - Display MPLS-TP Tunnel info rmation
*A:mlistp-dutA# show router mpls mpls-tp oam-templat e
MPLS-TP OAM Templates
Template Name : privatebed-oam-template Router ID 01

BFD Template : privatebed-bfd-template Hold-Down T

ime: 0 centiseconds

Hold-Up Tim e :20 deciseconds
*A:mlistp-dutA# show router mpls mpls-tp protection- template
MPLS-TP Protection Templates
Template Name : privatebed-protection-template Ro uter ID 01
Protection Mode: one2one Di rection : bidirectional
Revertive : revertive Wa it-to-Restore: 300sec
Rapid-PSC-Timer: 10ms Sl ow-PSC-Timer : 5sec

*A:mlistp-dutA# show router mpls mpls-tp status

MPLS-TP Status

Admin Status : Up
Global ID :42 No

de ID :0.0.3.233
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Tunnel Id Min : 1 Tu

nnel Id Max : 4096

*A:mlistp-dutA# show router mpls mpls-tp transit-pat
- transit-path [<path-name>] [detail]

<path-name> : [32 chars max]
<detail> . keyword - Display detailed

A:mplstp-dutC# show router mpls mpls-tp transit-pat
- transit-path [<path-name>] [detail]

<path-name> : [32 chars max]
<detail> . keyword - Display detailed

A:mplstp-dutC# show router mpls mpls-tp transit-pat
<path-name>
"p-32" "tp-33" "tp-34" "tp-35" "tp-36"

h

information.

information.

h

"tp-37" "tp-38" "tp-39"

"tp-40" "tp-41"

detail

A:mplstp-dutC# show router mpls mpls-tp transit-pat h "tp-32"
MPLS-TP Transit tp-32 Path Information

Path Name : tp-32

Admin State : Up Op er State : Up
Path NextHop InLabel OutLabel O ut I/F

FP 2080 2081 C toB_1

RP 2081 2080 C toA_1
A:mplstp-dutC# show router mpls mpls-tp transit-pat h "tp-32" detail
MPLS-TP Transit tp-32 Path Information (Detail)

Path Name :tp-32

Admin State : Up Op er State : Up
Path ID configuration

Src Global ID : 42 Ds t Global ID : 42
Src Node ID :0.0.3.234 Ds t Node ID :0.0.3.233
LSP Number :2 Ds t Tunnel Num: 32

Forward Path configuration
In Label : 2080 Ou
Out Interface : CtoB_1 Ne

Reverse Path configuration
In Label 12081 Ou
Out Interface : CtoA_1 Ne

t Label :2081
xt Hop Addr : n/a

t Label :2080
xt Hop Addr : n/a
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A:mplstp-dutC#

MPLS-TP Interfaces

The existing show>router>interface command shoeléitthanced to display mpls-tp specific
information.

The following is a sample output:

*A:mlistp-dutA# show router interface "AtoB_1"

Interface Table (Router: Base)

Interface-Name Adm Opr(v4 /v6) Mode Port/Sapld
IP-Address PfxState

AtoB_1 Down Down/- - Network 1/2/3:1
Unnumbered If[system] n/a

Interfaces : 1

Services using MPLS-TP PWs

The show>service command shuld be updated to ¢ispRLS-TP specifc information such as
the PW Path ID and control channel status signadamgmeters.

The following is a sample output:

*A:mlistp-dutA# show service id 1 all

Service Detailed Information

Service Id 01 Vpn Id :0
Service Type : Epipe

Name : (Not Specified)

Description : (Not Specified)

Customer Id 01 Creation Or igin : manual

Last Status Change: 12/03/2012 15:26:20
Last Mgmt Change : 12/03/2012 15:24:57

Admin State :Up Oper State :Up
MTU 11514

Vc Switching  : False

SAP Count 01 SDP Bind Co unt @1

Per Svc Hashing : Disabled
Force QTag Fwd : Disabled
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ETH-CFM service specifics

Tunnel Faults  : ignore

Service Destination Points(SDPs)

Sdp 1d 32:1 -(0.0.3.234:42)

Description  : (Not Specified)

SDP Id 1 32:1 Type . Spoke
Spoke Descr  : (Not Specified)

VC Type : Ether VC Ta g :n/a

Admin Path MTU :0 Oper Path MTU  : 9186
Delivery : MPLS

Far End :0.0.3.234:42

Tunnel Far End  :n/a LSPT ypes . MPLSTP
Hash Label . Disabled Hash Lbl Sig Cap : Disabled
Oper Hash Label : Disabled

Admin State :Up Oper State :Up

Acct. Pol : None Colle ct Stats  : Disabled
Ingress Label 116416 Egres s Label 116416
Ingr Mac Fltr-Id : n/a Egr M ac Fltr-Id : n/a

Ingr IP Fltr-ld  : n/a Egrl P Fltr-1ld :n/a

Ingr IPv6 Fltr-1d : n/a Egr | Pv6 Fltr-Id : n/a
Admin ControlWord : Preferred Oper ControlWord : True
Admin BW(Kbps) :0 Oper BW(Kbps) :0

Last Status Change : 12/03/2012 15:26:20  Signa ling : None

Last Mgmt Change : 12/03/2012 15:24:57 Force Vlan-Vc : Disabled
Endpoint :N/A Prece dence 14

PW Status Sig : Enabled
Class Fwding State : Down

Flags : None

Local Pw Bits : None
Peer Pw Bits : None
Peer Faultlp  : None

Peer Vcev CV Bits : None
Peer Vccv CC Bits : None
Application Profile: None

Standby Sig Slave : False
Block On Peer Fault: False

Ingress Qos Policy : (none) Egres s Qos Policy : (none)
Ingress FP QGrp : (none) Egres s Port QGrp : (none)

Ing FP QGrp Inst : (none) Egr P ort QGrp Inst: (none)
Statistics

I. Fwd. Pkts.  : 272969957 I. Dr o.Pkts. :0

E. Fwd. Pkts. 1273017433 E. Fw d. Octets : 16381033352

Control Channel Status

PW Status : enabled Refre sh Timer : 66 secs
Peer Status Expire : false Clear On Timeout : true

Page 100 7210 SAS-M, T, X, and R6 OS OAM and Diagnos tic Guide



SDP-BIND PW Path Information

AGI 211
SAIl Type2 142:0.0.3.234:1
TAIl Type2 142:0.0.3.233:1

RSVP/Static LSPs

Associated LSP List :
Lsp Name : Isp-32
Admin State 1 Up Oper

*A:mlistp-dutA# show service id [1..4] all | match "
5

Control Channel Status

PW Status : enabled Refre
Peer Status Expire : false Clear

Control Channel Status

PW Status : enabled Refre
Peer Status Expire : false Clear

Control Channel Status

PW Status : enabled Refre
Peer Status Expire : false Clear

Control Channel Status

PW Status : enabled Refre
Peer Status Expire : false Clear

*A:mistp-dutA# show service id [1..4] all | match

SDP-BIND PW Path Information

AGI (11
SAIll Type2 142:0.0.3.234:1
TAIl Type2 :42:0.0.3.233:1

SDP-BIND PW Path Information

AGI 112
SAIl Type2 :42:0.0.3.234:2
TAIl Type2 1 42:0.0.3.233:2

OAM and SAA

State :Up

Control Channel" pre-lines 1 post-lines

sh Timer : 66 secs
On Timeout : true

sh Timer : 66 secs
On Timeout : true

sh Timer : 66 secs
On Timeout : true

sh Timer : 66 secs
On Timeout : true

SDP-BIND pre-lines 1 post-lines 5
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SDP-BIND PW Path Information

AGI 1 1:3
SAIl Type2 142:0.0.3.234:3
TAIl Type2 1 42:0.0.3.233:3

SDP-BIND PW Path Information

AGI 114
SAll Type2 1 42:0.0.3.234:4
TAIll Type2 :42:0.0.3.233:4

MPLS-TP DEBUG COMMANDS

Page 102

The following command provides the debug commanéfoMPLS-TP tunnel:

tools>dump>router>mpls>tp-tunnel <Isp-name>

The following is a sample output:

A:mlstp-dutA# tools dump router mpls tp-tunnel

- tp-tunnel <Isp-name> [clear]

- tp-tunnel id <tunnel-id> [clear]

<Isp-name> : [32 chars max]

<tunnel-id> : [1..61440]

<clear> : keyword - clear stats after reading
*A:mlistp-dutA# tools dump router mpls tp-tunnel "Is
"Isp-32" "Isp-33" "Isp-34" "Isp-35" "Isp-36" "Isp-3
"Isp-40" "Isp-41"

*A:mlistp-dutA# tools dump router mpls tp-tunnel "Is
ldx: 1-32 (Up/Up): pgld 4, paths 2, operChg 1, Acti
Tunnelld: 42::0.0.3.233::32-42::0.0.3.234::32

PgState: Dn, Cnt/Tm: Dn 1/000 04:00:48.160 Up:3/000
MplsMsg: tpDn 0/000 00:00:00.000, tunDn 0/000 00:00
wpDn 0/000 00:00:00.000, ppDn 0/000 00:00:00.000
wpDel 0/000 00:00:00.000, ppDel 0/000 00:00:00.000
tunUp 1/000 00:00:02.070

Paths:

Work (Up/Dn): Lsp 1, Lbl 32/32, If 2/128 (1/2/3 : 0
Tmpl: ptc: , oam: privatebed-oam-template (bfd: pri
Bfd: Mode CC state Dn/Up handle 160005/0

Bfd-CC (Cnt/Tm): Dn 1/000 04:00:48.160 Up:1/000 00:
State: Admin Up (1::1::1) port Up , if Dn, operChg
DnReasons: ccFault ifDn

Protect (Up/Up): Lsp 2, Lbl 2080/2080, If 3/127 (5/
Tmpl: ptc: privatebed-protection-template, oam: pri
bfd-template(np)-10 ms)

Bfd: Mode CC state Up/Up handle 160006/0

Bfd-CC (Cnt/Tm): Dn 0/000 00:00:00.000 Up:1/000 00:
State: Admin Up (1::1::1) port Up , if Up , operChg
Aps: Rx - 5, raw 3616, nok 0(), txRaw - 3636, rever
Pdu: Rx - Ox1a-21::0101 (SF), Tx - Ox1a-21::0101 (S
State: PF:W:L LastEvt pdu (L-SFw/R-SFw)
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Tmrs: slow
Defects: None Now: 000 05:02:19.130
Seq Event state TxPdu RxPdu Dir Act Time

000 start UA:P:L SF (0,0) NR (0,0) Tx--> Work 000 O 0:00:02.080

001 pdu UA:P:L SF (0,0) SF (0,0) Rx<-- Work 000 00: 01:24.860
002 pdu UA:P:L SF (0,0) NR (0,0) Rx<-- Work 000 00: 01:26.860
003 pUp NR NR (0,0) NR (0,0) Tx--> Work 000 00:01:2 7.440

004 pdu NR NR (0,0) NR (0,0) Rx<-- Work 000 00:01:2 8.760

005 wDn PF:W:L SF (1,1) NR (0,0) Tx--> Prot 000 04: 00:48.160
006 pdu PF:W:L SF (1,1) NR (0,1) Rx<-- Prot 000 04: 00:48.160
007 pdu PF:W:L SF (1,1) SF (1,1) Rx<-- Prot 000 04: 00:51.080

The following command shows the free MPLS tunné$ D

A:SASR1# /tools dump router mpls mpls-tp check-Ibl -range
- mpls-tp check-lbl-range <rangel> <range2>

<check-lbl-range> : keyword
<rangel> : [32..65520]
<range2> : [32..65520]

The following command provides a debug tool to vimmtrol-channel-status signaling packets.

*A:bksim1611# /debug service id 700 sdp 200:700 eve nt-type ?{config-change|oper-status-
change|neighbor-discovery|control-channel-status}

*A:bksim1611# /debug service id 700 sdp 200:700 eve nt-type control-channel-status

*A:bksim1611#
12012/08/31 09:56:12.09 EST MINOR: DEBUG #2001 Bas e PW STATUS SIG PKT (RX):
"PW STATUS SIG PKT (RX)::
Sdp Bind 200:700 Instance 3
Version 1 0x0
PW OAM Msg Type : 0x27
Refresh Time :Oxa
Total TLV Length : 0x8

Flags : 0x0
TLV Type : Ox96a
TLV Len : 0x4

PW Status Bits : 0x0

2 2012/08/31 09:56:22.09 EST MINOR: DEBUG #2001 Bas e PW STATUS SIG PKT (RX):
"PW STATUS SIG PKT (RX)::
Sdp Bind 200:700 Instance 3

Version : 0x0

PW OAM Msg Type : 0x27

Refresh Time : Oxa

Total TLV Length : 0x8

Flags . 0x0
TLV Type : Ox96a
TLV Len : 0x4

PW Status Bits : 0x0

32012/08/31 09:56:29.44 EST MINOR: DEBUG #2001 Bas e PW STATUS SIG PKT (TX):
"PW STATUS SIG PKT (TX)::
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Sdp Bind 200:700 Instance 3
Version : Ox0
PW OAM Msg Type : 0x27
Refresh Time :Oxle
Total TLV Length : 0x8

Flags : 0x0
TLV Type 1 0x96a
TLV Len 1 0x4

PW Status Bits : 0x0
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Ethernet Connectivity Fault Management (ETH-CFM)

The IEEE and the ITU-T have cooperated to defiegttotocols, procedures and managed objects
to support service based fault management. Botlt I&®.1ag standard and the ITU-T
Y.1731recommendation support a common set of thalisallow operators to deploy the
necessary administrative constructs, managemaeitiesrand functionality, Ethernet Connectivity
Fault Management (ETH-CFM). The ITU-T has also iempénted a set of advanced ETH-CFM
and performance management functions and featat®tild on the proactive and on demand
troubleshooting tools.

CFM uses Ethernet frames and is distinguishablethgr-type 0x8902. In certain cases the
different functions will use a reserved multicadtigess that could also be used to identify specific
functions at the MAC layer. However, the multickBAC addressing is not used for every
function or in every case. The Operational CodeG@ge) in the common CFM header is used to
identify the type of function carried in the CFMgkat. CFM frames are only processed by IEEE
MAC bridges. With CFM, interoperability can be ashéd between different vendor equipment in
the service provider network upto and includingtooeer premises bridges. The following table
lists CFM-related acronyms used in this section.

IEEE 802.1ag and ITU-T Y.1731 functions that arpliemented are available on the 7210 SAS

platforms.
Acronym Callout
1DM One way Delay Measurement (Y.1731)
AIS Alarm Indication Signal
CCM Continuity check message
CFM Connectivity fault management
DMM Delay Measurement Message (Y.1731)
DMR Delay Measurement Reply (Y.1731)
LBM Loopback message
LBR Loopback reply
LT™M Linktrace message
LTR Linktrace reply
ME Maintenance entity
MA Maintenance association
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Acronym
MA-ID
MD
MEP
MEP-ID
MHF
MIP
OpCode
RDI
TST

Callout (Continued)

Maintenance association identifier
Maintenance domain

Maintenance association end point
Maintenance association end point identifier
MIP half function

Maintenance domain intermediate point
Operational Code

Remote Defect Indication

Ethernet Test (Y.1731)
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ETH-CFM Building Blocks

The IEEE and the ITU-T use their own nomenclatunervdescribing administrative contexts and
functions. This introduces a level of complexityctmfiguration, discussion and different vendors
naming conventions. The 7210 SAS OS CLI has chtisetandardize on the IEEE 802.1ag
naming where overlap exists. ITU-T naming is usé@&mvno equivalent is available in the IEEE
standard. In the following definitions, both theElE name and ITU-T names are provided for
completeness, using the format IEEE Name/ITU-T Name

Maintenance Domain (MD)/Maintenance Entity (ME}he administrative container that defines
the scope, reach and boundary for faults. It iclly the area of ownership and management
responsibility. The IEEE allows for various fortado name the domain, allowing upto 45
characters, depending on the format selected. ITdupports only a format of “none” and does
not accept the IEEE naming conventions.

0 — Undefined and reserved by the IEEE.

1 — No domain name. It is the only format suppotigdr.1731 as the ITU-T
specification does not use the domain name. Thigpported in the IEEE 802.1ag
standard but not in currently implemented for 8@8.tlefined contexts.

2,3,4 — Provides the ability to input various diffat textual formats, upto 45 characters.
The string format (2) is the default and therefibve keyword is not shown when looking
at the configuration.

Maintenance Association (MA)/Maintenance Entity G@MEG) is the construct where the
different management entities will be containedcHEBIA is uniquely identified by its MA-ID.

The MA-ID is comprised of the by the MD level andAviame and associated format. This is
another administrative context where the linkagaasle between the domain and the service
using thebridging-identifier configuration option. The IEEE and the ITU-T ukeit own

specific formats. The MA short name formats (0-28&Ye been divided between the IEEE (0-31,
64-255) and the ITU-T (32-63), with five currentigfined (1-4, 32). Even though the different
standards bodies do not have specific supportpthers formats a Y.1731 context can be
configured using the IEEE format options.

1 (Primary VID) — Values 0 — 4094

2 (String) — Raw ASCII, excluding 0-31 decimal/O-i€x (which are control characters)
form the ASCII table

3 (2-octet integer) — 0 — 65535
4 (VPN ID) — Hex value as described in RFC 26&Btual Private Networks Identifier

32 (icc-format) — Exactly 13 characters from th&tT recommendation T.50.

Note: When a VID is used as the short MA name, 802.lilghat support VLAN translation
because the MA-ID must match all the MEPs. Theulefarmat for a short MA name is an
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integer. Integer value 0 means the MA is not attddio a VID. This is useful for VPLS services
on 7210 SAS platforms because the VID is localiyngicant.

Maintenance Domain Level (MD Level)/Maintenanceign&roup Level (MEG Level) is the
numerical value (0-7) representing the width ofdibenain. The wider the domain, higher the
numerical value, the farther the ETH-CFM packetstcavel. It is important to understand that the
level establishes the processing boundary for #tolgts. Strict rules control the flow of ETH-
CFM packets and are used to ensure proper handhingarding, processing and dropping of
these packets. To keep it simple ETH-CFM packets higher numerical level values will flow
through MEPs on MIPs on SAPs configured with loVesel values. This allows the operator to
implement different areas of responsibility andtreEsnains within each other. Maintenance
association (MA) includes a set of MEPs, each cpméid with the same MA-ID and MD level
used verify the integrity of a single service imsta.

Maintenance Endpoint (MEP)/MEG Endpoint (MEP) doe workhorses of ETH-CFM. A MEP is
the unique identification within the associatior8001). Each MEP is uniquely identified by the
MA-ID, MEPID tuple. This management entity is regpible for initiating, processing and
terminating ETH-CFM functions, following the negirules. MEPs form the boundaries which
prevent the ETH-CFM packets from flowing beyond specific scope of responsibility. A MEP
has direction, up or down. Each indicates the timas packets will be generated; UP toward the
switch fabric, down toward the SAP away from thierfa. Each MEP has an active and passive
side. Packets that enter the active point of thé°MEI be compared to the existing level and
processed accordingly. Packets that enter theyeassie of the MEP are passed transparently
through the MEP. Each MEP contained within the semaatenance association and with the
same level (MA-ID) represents points within a sengkrvice. MEP creation on a SAP is allowed
only for Ethernet ports with NULL, g-tags, g-in-ga@psulations. MEPs may also be created on
SDP bindings.

Maintenance Intermediate Point (MIP)/MEG Intermégigoint (MIP) are management entities
between the terminating MEPs along the service.@dtbse provide insight into the service path
connecting the MEPs. MIPs only respond to Loopbdeksages (LBM) and Linktrace Messages
(LTM). All other CFM functions are transparent teese entities. Only one MIP is allowed per
SAP or SDP. The creation of the MIPs can be donervthe lower level domain is created
(explicit). This is controlled by the use of the fagineation mode within the association under the
bridge-identifier. MIP creation is supported onAPSand SDP, not including Mesh SDP bindings.
By default, no MIPs are created.

NOTE: The 7210 SAS platforms supports either only IsgigIPs in some services or bi-
directional MIPs (that is, ingress and egress MiPspme services. The table below lists the MIP
and MEP support for different services on diffenglatforms.

There are two locations in the configuration whgfidH-CFM is defined. The domains,
associations (including linkage to the service MIP creation method, common ETH-CFM
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functions and remote MEPs are defined under théetegd eth-cfm command. It is important to
note, when Y.1731 functions are required the cdniager which the MEPs are configured must
follow the Y.1731 specific formats (domain formdthmne, MA format icc-format). Once these
parameters have been entered, the MEP and posistoMIP can be defined within the service
under the SAP or SDP.

This is a general table that indicates the ETH-Clidport for the different services and
endpoints. It is not meant to indicate the servtbas are supported or the requirements for those
services on the individual platforms.

Table 4: ETH-CFM Support Matrix for 7210 SAS-M

Service Description 7210 SAS-M Net- 7210 SAS-M
work Mode MEP/ access-uplink Mode
MIP support MEP/MIP support
Epipe (Ethernet Ethernet Point to UP MEP, Down UP MEP, Down
Access SAP/SDP)  Point MEP, MIP (Ingress MEP

and Egress)

VPLS (Ethernet SAP/ Multipoint Ethernet UP MEP, Down UP MEP, Down
Spoke SDP) MEP, Ingress MIPs  MEP, Ingress MIPs

RVPLS (Ethernet Routed VPLS service Not applicable None
Access SAP and
Access-uplink SAP)

RVPLS (IES Routed VPLS Not applicable None

Interface) service(IP interface)

PBB Epipe I-SAP PBB Epipe service UP MEP Not applicable
(SAP endpoint)

PBB I-VPLS I-SAP PBB ELAN/I-VPLS None Not applicable
service (SAP
endpoint)

PBB B-VPLS B-SAP PBB B-VPLS service None Not applicable
(SAP endpoint)

IES (Ethernet SAP) Internet Enhanced None None
Service

VPRN (Ethernet Virtual Private None Not applicable

SAP/SDP) Routed Network
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Service Description 7210 SAS-T access-uplink
Mode MEP/MIP support

Epipe (Ethernet Access SAP) Ethernet Point to Point P MEP, Down MEP

VPLS (Ethernet SAP) Multipoint Ethernet UP MEP, DoMIEP,
Ingress MIPs
RVPLS (Ethernet Access Routed VPLS service None
SAP and Access-uplink SAP)
RVPLS (IES Interface) Routed VPLS service(IP  None
interface)
IES (Ethernet SAP) Internet Enhanced Service None

Table 6: ETH-CFM Support Matrix for 7210 SAS-X

Service Description MEP/MIP Support
Epipe (Ethernet Access SAP/ Ethernet Point to Point Down MEP, UP MEP,
SDP) MIP (ingress and
egress)
VPLS (Ethernet SAP/Spoke SDP) Multipoint Ethernet DAMEP, UP MEP,
Ingress MIPs
PBB Epipe I-SAP PBB Epipe service (SAP None
endpoint)
PBB I-VPLS I-SAP PBB ELAN/I-VPLS service None
(SAP endpoint)
PBB B-VPLS B-SAP PBB B-VPLS service (SAP  None
endpoint)
IES (Ethernet SAP) Internet Enhanced Service None
VPRN (Ethernet SAP/SDP) Virtual Private Routed Natwo None

Table 7: ETH-CFM Support Matrix for 7210 SAS-R6 dev ices

Service Description MEP/MIP Support
Epipe (Ethernet Access SAP/ Ethernet Point to Point UP MEP, Down MEP,
SDP)
VPLS (Ethernet SAP/Spoke SDP) Multipoint Ethernet DAMEP, Ingress
MIPs
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PBB Epipe I-SAP PBB Epipe service (SAP Not Applicable
endpoint)

PBB I-VPLS I-SAP PBB ELAN/I-VPLS service None
(SAP endpoint)

PBB B-VPLS B-SAP PBB B-VPLS service (SAP  Not Applicable
endpoint)

IES (Ethernet SAP) Internet Enhanced Service Natligpble

VPRN (Ethernet SAP/SDP) Virtual Private Routed Netwo None

Notes:

» Ethernet-Rings are not configurable under allisertypes. Any service restrictions for
MEP direction or MIP support overrides the genedpability of the Ethernet-Tunnel or
Ethernet-Ring MPs. Refer to the 7210 SAS Servicgigl&for more information on
G.8032 Ethernet-rings.

e The 100ms timer value is supported only for senbown MEPs and G8032 Down
MEPs on 7210 SAS-M. The minimum timer for servid@ MEPs on 7210 SAS-M is one
second.

* The 100ms timer value is supported only for G8082n MEPs on 7210 SAS-X. The
minimum timer for Down MEPs service on 7210 SASsXlLisecond.

MEP3 MA2

MIP5  MIP6 MIP7  MIP8

f-.\ MEP4
@

MIP1  MIP2 MIP3  MIP4
MEP1® W'.‘

MEP2

' Bridge
QO Port
MIP

MEP

Figure 10: MEP and MIP

Figure 11shows the detailed IEEE representation of MEP®3d\levels and associations, using
the standards defined icons.
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Figure 11: MEP, MIP and MD Levels
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Loopback

A loopback message is generated by an MEP to és &P Figure 13. The functions are
similar to an IP ping to verify Ethernet connediMbetween the nodes.

MEP3

MIP6 MIP7 MIP8
0 ® vePa
N

’ Bridge
QO Port
MIP

MEP

Loopback
Messages

MIP1 MIP3  MIP4

mert (&) (O)

Loopback
Reply Messages

MIP5

MEP2

Figure 12: CFM Loopback

The following loopback-related functions are supedr

« Loopback message functionality on an MEP or MIR loa enabled or disabled.

« MEP — Supports generating loopback messages apomding to loopback messages
with loopback reply messages.

e MIP — Supports responding to loopback messagds laitpback reply messages when
loopback messages are targeted to self.

« Displays the loopback test results on the origimpMEP. There is a limit of ten
outstanding tests per node.
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Linktrace
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A linktrace message is originated by an MEP angktad to a peer MEP in the same MA and
within the same MD levelRigure 13. Its function is similar to IP tracerouféraces a specific
MAC address through the servidée peer MEP responds with a linktrace reply messdigr
successful inspection of the linktrace message.Miivs along the path also process the linktrace
message and respond with linktrace replies to tiggnating MEP if the received linktrace
message that has a TTL greater than 1 and fonharlinktrace message if a look up of the target
MAC address in the Layer 2 FIB is successful. Thgimating MEP shall expect to receive
multiple linktrace replies and from processing linktrace replies, it can put together the route to
the target bridge.

A traced MAC address is carried in the payloadheflinktrace message, the target MAC. Each
MIP and MEP receiving the linktrace message chadiether it has learned the target MAC
address. In order to use linktrace the target MA@Gress must have been learned by the nodes in
the network. If so, a linktrace message is serk bathe originating MEP. Also, a MIP forwards
the linktrace message out of the port where thgetdWlAC address was learned.

The linktrace message itself has a multicast datstin address. On a broadcast LAN, it can be
received by multiple nodes connected to that LAMNt, Bt most, one node will send a reply.

Linktrace Request
Messages

MIP2

MIP7  MIP8,zaax.

MEP4

Bridge
QO Port
MIP
MEP

Linktrace Reply
Messages to  \ep2
MIP1

Fig_13

Figure 13: CFM Linktrace

The following linktrace related functions are suppd:

+ Enable or disables linktrace functions on an MEP.
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« MEP — Supports generating linktrace messages esgbnding with linktrace reply
messages.

* MIP — Supports responding to linktrace messagéis livikirace reply messages when
encoded TTL is greater than 1, and forward thetlade messages accordingly if a lookup
of the target MAC address in the Layer 2 FIB iscassful.

« Displays linktrace test results on the originatMgP. There is a limit of ten outstanding
tests per node. Storage is provided for upto tefP&nd for the last ten responses. If
more than ten responses are received older emtiliese overwritten.
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Continuity Check (CC)

A Continuity Check Message (CCM) is a multicastrfeathat is generated by a MEP and
multicast to all other MEPs in the same MA. The C@ts not require a reply message. To
identify faults, the receiving MEP maintains areimal list of remote MEPs it should be receiving
CCM messages from.

This list is based off of the remote-mepid confagion within the association the MEP is created
in. When the local MEP does not receive a CCM faoma of the configured remote MEPs within
a pre-configured period, the local MEP raises amal

MEP3

MIP5  MIP6 MIP7  MIP8

‘ Bridge

MIP1 MIP2 MIP3  MIP4

Port
MEP2 O MTP
MEP
Figure 14: CFM Continuity Check
MEP3
NMS Fault NMS

MIP1  MIP2 ’
MEP1

MEP4

MIP5  MIP6 MIP7  MIP8
0
o

‘ Bridge
QO Port
MIP

MEP

MEP2

Figure 15: CFM CC Failure Scenario
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The following functions are supported:

+« Enable and disable CC for an MEP

e Configure and delete the MEP entries in the CC Mititoring database manually. It is
only required to provision remote MEPs. Local MEBRall be automatically put into the
database when they are created.

e CCM transmit interval: 100ms (Supported only oAGBAS-M and 7210 SAS-T
devices),1s,10s,60s and 600s. Default; 10s. .

When configuring MEPs with sub-second CCM intenmsdwidth consumption must
be taken into consideration. Each CCM PDU is 1y#@$(800 bits). Taken individually
this is a small value. However, the bandwidth comgtion increases rapidly as multiple
MEPs are configured with 10ms timers, 100 packetsspcond. Sub-second enabled
MEPs are supported on the following:

- Down MEPs configured on Ethernet SAPs.

- 210 SAS-M can have sub-second CCM configured on SDP

- Lowest MD-level, when multiple MEPs exist on sanibeEnet SAP.

- 7210 SAS-M can have multiple MEPs with sub-secanérizals on the same SAP.
» CCM will declare a fault, when:

- The CCM stops hearing from one of the remote MEPS85 times CC interval

- Hears from a MEP with a LOWER MD level

- Hears from a MEP that is not part of the local MBS

- Hears from a MEP that is in the same MA but ndhim configured MEP list

- Hears from a MEP in the same MA with the same MiERsi the receiving MEP

- The CC interval of the remote MEP does not matehidbal configured CC interval

- The remote MEP is declaring a fault

« Analarm is raised and a trap is sent if the ddfegreater than or equal to the configured
low-priority-defect value.

* Remote Defect Indication (RDI) is supported butdejault is not recognized as a defect
condition because the low-priority-defect settirdatilt does not include RDI.
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Alarm Indication Signal (ETH-AIS Y.1731)

Alarm Indication Signal (AIS) provides an Y.1731pable MEP the ability to signal a fault
condition in the reverse direction of the MEP, th& passive side. When a fault condition is
detected the MEP will generate AIS packets at thdigured client levels and at the specified AIS
interval until the condition is cleared. CurrerslfMEP configured to generate AlS must do so at a
level higher than its own. The MEP configured om $krvice receiving the AlS packets is required
to have the active side facing the receipt of th® packet and must be at the same level the AIS,
The absence of an AIS packet for 3.5 times theiAi&val set by the sending node will clear the
condition on the receiving MEP.

It is important to note that AIS generation is aopported to an explicitly configured endpoint.
An explicitly configured endpoint is an object tltaintains multiple individual endpoints, as in
PW redundancy.

Test (ETH-TST Y.1731)

Ethernet test affords operators an Y.1731 capalfl® ke ability to send an in service on demand
function to test connectivity between two MEPs. Témt is generated on the local MEP and the
results are verified on the destination MEP. An\HETST packet generated that exceeds the MTU
will be silently dropped by the lower level prodesgsof the node.

Y.1731 Time Stamp Capability
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Accurate results for one-way and two-way delay mesment tests using Y.1731 messages are
obtained if the nodes are capable of time stampéuiets in hardware.

e The 7210 SAS-M and 7210 SAS-X support is as foiow

- Y.1731 2-DM messages for both Down MEPs and UP MEH3M for both Down
MEPs and UP MEPs, and 2-SLM for both Down MEPs dRAVIEPSs use software
based timestamps on Tx and hardware based timestarRp. It uses the system
clock (free-running or synchronized to NTP) to dttidne timestamps.
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e The 7210 SAS-T support is as follows:

- Y.1731 2-DM messages for Down MEPs uses hardwarestamps for both Rx
(packets received by the node) and Tx (packetsaérdf the node). The timestamps
is obtained from a free-running hardware clockrtivides accurate 2-way delay
measurements and it is not recommended to usedbfaputing 1-way delay.

- Y.1731 2-DM messages for UP MEPs, 1-DM for both BAMEPs and UP MEPs,
and 2-SLM for both Down MEPs and UP MEPs use safivbased timestamps on Tx
and hardware based timestamp on Rx. The timestanepsbtained as given below:

*  From NTP, when NTP is enabled and PTP is disabled

e From PTP, when PTP is enabled (irrespective ofthdreNTP is disabled or
enabled)

* From free-running system time, when both NTP an@ Bre disabled.

NOTE: After PTP is enabled once, if the user needtbark to NTP time
scale, or system free-run time scale, a node rabgetjuired.

CFM Connectivity Fault Conditions

CFM MEP declares a connectivity fault when its deféag is equal to or higher than its
configured lowest defect priority. The defect canamy of the following depending on
configuration:

« DefRDICCM
« DefMACstatus
« DefRemoteCCM

e DefErrorCCM
« DefXconCCM

The following additional fault condition applies Yol731 MEPs:
* Reception of AIS for the local MEP level

Setting the lowest defect priority to allDef maysa problems when fault propagation is enabled
in the MEP. In this scenario, when MEP A sends GGMWEP B with interface status down, MEP
B will respond with a CCM with RDI set. If MEP A onfigured to accept RDI as a fault, then it
gets into a dead lock state, where both MEPs witlate fault and never be able to recover. The
default lowest defect priority is DefMACstatus, whiwill not be a problem when interface status
TLV is used. It is also very important that diffate&ethernet OAM strategies should not overlap
the span of each other. In some cases, indepehdwtions attempting to perform their normal
fault handling can negatively impact the other.slihteraction can lead to fault propagation in the
direction toward the original fault, a false positi or worse, a deadlock condition that may
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require the operator to modify the configuratioreszape the condition. For example, overlapping
Link Loss Forwarding (LLF) and ETH-CFM fault proggn could cause these issues.

For the DefRemoteCCM fault, it is raised when a@myote MEP is down. So whenever a remote
MEP fails and fault propagation is enabled, a faufiropagated to SMGR.

CFM Fault Propagation Methods
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When CFM is the OAM module at the other end, ieiguired to use the following method
(depending on local configuration) to notify then@te peer:

e Generating AIS for certain MEP levels

For using AIS for fault propagation, AlIS must bakled for the MEP. The AIS configuration
needs to be updated to support the MD level oME® (currently it only supports the levels
above the local MD level).
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802.3ah EFM OAM Mapping and Interaction with Servic e Manager

802.3ah EFM OAM declares a link fault when anytaf following occurs:

* Loss of OAMPDU for a certain period of time
* Receiving OAMPDU with link fault flags from the ee

When 802.3ah EFM OAM declares a fault, the porisgato operation state down. The SMGR
communicates the fault to CFM MEPs in the service.

OAM fault propagation in the opposite direction (SR to EFM OAM) is not supported.
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Port Loopback for Ethernet ports
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Note: Port Loopback is not supported on 7210 SASI&6ces.

7210 devices support port loopback for ethernetspdihere are two flavors of port loopback
commands - port loopback without mac-swap andIpopback with mac-swap. Both these
commands are helpful for testing the service caméitjon and measuring performance parameters
such as throughput, delay, and jitter on service-typ. Typically, a third-party external test devic

is used to inject packets at desired rate intcséreice at a central office location.

For detailed information on port loop back functdity see 7210 SAS-M,X Interfaces guide .
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Synthetic Loss Measurement (ETH-SL)

Alcatel-Lucent applied pre-standard OpCodes 53 {t&tit Loss Reply) and 54 (Synthetic Loss
Message) for the purpose of measuring loss usinthstic packets.

Notes: These will be changes to the assigned stavdéues in a future release. This means that
the Release 4.0R6 is pre-standard and will notaperate with future releases of SLM or SLR
that supports the standard OpCode values.

This synthetic loss measurement approach is assingled feature that allows the operator to run
on-demand and proactive tests to determine “init“@oss and “unacknowledged” packets. This
approach can be used between peer MEPs in bothtpginint and multipoint services. Only
remote MEP peers within the association and madcthia unicast destination will respond to the
SLM packet.

The specification uses various sequence numbensler to determine in which direction the loss
occurred. Alcatel-Lucent has implemented the reglidounters to determine loss in each
direction. In order to properly use the informattbat is gathered the following terms are defined;

e Count— The number of probes that are sent whetast frame is not lost. When the last
frame(s) is or are lost, the count and unacknovdddzjuals the number of probes sent.

e Out-Loss (Far-end) — Packets lost on the way ¢oréimote node, from test initiator to
the test destination.

¢ In-Loss (Near-end) — Packet loss on the way baa fthe remote node to the test
initiator.

* Unacknowledged — Number of packets at the entetest that were not responded to.

The per probe specific loss indicators are avadlaifien looking at the on-demand test runs, or
the individual probe information stored in the MN®hen tests are scheduled by Service
Assurance Application (SAA) the per probe dataiimsarized and per probe information is not
maintained. Any “unacknowledged” packets will beaeded as “in-loss” when summarized.

The on-demand function can be executed from CISNMMP. The on demand tests are meant to
provide the carrier a way to perform on the spstiig. However, this approach is not meant as a
method for storing archived data for later proaagsThe probe count for on demand SLM has a
range of one to 100 with configurable probe spabietyveen one second and ten seconds. This
means it is possible that a single test run caumpb@ 1000 seconds in length. Although possible, it
is more likely the majority of on demand case carease to 100 probes or less at a one second
interval. A node may only initiate and maintainigée active on demand SLM test at any given
time. A maximum of one storage entry per remote NiEfaintained in the results table.
Subsequent runs to the same peer can overwriteshés for that peer. This means, when using
on demand testing the test should be run and thétsechecked prior to starting another test.
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The proactive measurement functions are linkedAa&.J his backend provides the
scheduling,storage and summarization capabiliBekeduling may be either continuous or
periodic. It also allows for the interpretation aegresentation of data that may enhance the
specification. As an example, an optional TVL haeibincluded to allow for the measurement of
both loss and delay or jitter with a single teste Tmplementation does not cause any
interoperability because the optional TVL is igrebtey equipment that does not support this. In
mixed vendor environments loss measurement cortitwiee tracked but delay and jitter can only
report round trip times. It is important to pointtahat the round trip times in this mixed vendor
environments include the remote nodes processimg lhiecause only two time stamps will be
included in the packet. In an environment wherén lmatdes support the optional TLV to include
time stamps unidirectional and round trip timesejgorted. Since all four time stamps are included
in the packet the round trip time in this case dugsnclude remote node processing time. Of
course, those operators that wish to run delay nreagent and loss measurement at different
frequencies are free to run both ETH-SL and ETH-DRttions. ETH-SL is not replacing ETH-
DM. Service Assurance is only briefly discussecdeherprovide some background on the basic
functionality. To know more about SAA functions &mrvice Assurance Agent Overview on page
135

The ETH-SL packet format contains a test-id thattisrnally generated and not configurable. The
test-id is visible for the on demand test in theptily summary. It is possible for a remote node
processing the SLM frames receives overlappingitissas a result of multiple MEPs measuring
loss between the same remote MEP. For this retis®mniqueness of the test is based on remote
MEP-ID, test-id and Source MAC of the packet.

ETH-SL is applicable to up and down MEPs and agheerecommendation transparent to MIPs.
There is no coordination between various fault dios that could impact loss measurement.
This is also true for conditions where MEPs are@tbin shutdown state as a result of linkage to a
redundancy scheme like MC-LAG. Loss measurememased on the ETH-SL and not
coordinated across different functional aspectthemetwork element. ETH-SL is supported on
service based MEPs.

It is possible that two MEPs may be configured it same MAC on different remote nodes.
This causes various issues in the FDB for multipsémnvices and is considered a misconfiguration
for most services. It is possible to have a vatidfiguration where multiple MEPs on the same
remote node have the same MAC. In fact, this &ljito happen. In this release, only the first
responder is used to measure packet loss. Thedeesponder is dropped. Since the same MAC
for multiple MEPs is only truly valid on the samemote node this should is an acceptable
approach

There is no way for the responding node to undedstehen a test is completed. For this reason a
configurable “inactivity-timer” determines the lahgf time a test is valid. The timer will

maintain an active test as long as it is receiypacgkets for that specific test, defined by the-igst
remote MEP Id and source MAC. When there is a gawden the packets that exceeds the
inactivity-timer the responding node responds wittequence number of one regardless of what
the sequence number was the instantiating node Baistmeans the remote MEP accepts that the
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previous test has expired and these probes arefpariew test. The default for the inactivity
timer is 100 second and has a range of 10 to 1€fhss.

The responding node is limited to a fixed numbeBbM tests per platform. Any test that
attempts to involve a node that is already actiypebcessing more than the system limit of the
SLM tests shows up as “out loss” or “unacknowledgmtkets on the node that instantiated the
test because the packets are silently discardén aesponder. It is important for the operator to
understand this is silent and no log entries anadas raised. It is also important to keep in mind
that these packets are ETH-CFM based and the @iffgdatforms stated receive rate for ETH-
CFM must not be exceeded.

ETH-SL provides a mechanism for operators to preelsgttrend packet loss for service based
MEPs.

Note: On 7210 SAS-M, T and X devices, the Tx timestam@PU based and Rx is hardware
based.

Configuration Example

The following illustration, , shows the configuiatirequired for proactive SLM test using SAA.

Modad MEP 100 MEP101

g Jrodten0bt00 . _G00d:1e:00:01:01 o
1 {
= Down MEP \\—\__,.__/

Figure 16: SLM Example

The output from the MIB is shown below as an examlan on-demand test. Nodel is tested for
this example. The SAA configuration does not ineltlde accounting policy required to collect
the statistics before they are overwritten. NODB2gdnot have an SAA configuration. NODE2
includes the configuration to build the MEP in WeLS service context.

config>eth-cfm# info

domain 3 format none level 3
association 1 format icc-based name "03-0000000100"
bridge-identifier 100
exit
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ccm-interval 1
remote-mepid 101
exit
exit

*A:7210SAS>config>service>vpls# info

stp
shutdown
exit
sap 1/1/3:100.100 create
exit
sap lag-1:100.100 create
eth-cfm
mep 100 domain 3 association 1 direction down
ccm-enable
mac-address d0:0d:1e:00:01:00
no shutdown
exit
exit

exit
no shutdown

*A:7210SAS>config>service>vpls

*A:7210SAS>config>saa# info detail

test "SLM" owner "TiMOS CLI"
no description
type
eth-cfm-two-way-slm 00:01:22:22:33: 34 mep 1 domain 1 association 1 size 0
fc "nc" count 100 timeout 1 interval 1
exit
trap-gen
no probe-fail-enable
probe-fail-threshold 1
no test-completion-enable
no test-fail-enable
test-fail-threshold 1
exit
continuous
no shutdown
exit

*A:7210SAS>config>saa#
The following sample output is meant to demonstrate the different loss conditions that an
operator may see. The total number of attempts is “ 100" is because the final probe in

the test was not acknowledged.

*A:7210SAS# show saa SLM42

SAA Test Information

Test name 1 SLM42
Owner name : TIMOS CLI
Description - N/A
Accounting policy : None
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Continuous :Yes
Administrative status : Enabled
Test type : eth-cfm-two-way-sim

domain 1 association
timeout 1 interval 1
Trap generation : None
Test runs since last clear : 117
Number of failed test runs : 1
Last test result : Success

Threshold
Type Direction Threshold Value  Last Ev

Jitter-in  Rising None None Never
Falling None None Never
Jitter-out Rising None None Never
Falling None None Never
Jitter-rt Rising None None Never
Falling None None Never
Latency-in Rising None None Never
Falling None None Never
Latency-out Rising None None Never
Falling None None Never
Latency-rt Rising None None Never
Falling None None Never
Loss-in  Rising None None Never
Falling None None Never
Loss-out Rising None None Never
Falling None None Never
Loss-rt  Rising None None Never
Falling None None Never

00:25:ba:02:a6:50 mep 4
1 fc "h1" count 100

ent Run #

None
None
None
None
None
None
None
None
None
None
None
None
None
None
None
None
None
None

OAM and SAA

Test Run: 116

Total number of attempts: 100

Number of requests that failed to be sent out: 0
Number of responses that were received: 100

Number of requests that did not receive any respons

Total number of failures: 0, Percentage: 0

(in ms) Min Max  Average
Outbound : 8.07 8.18 8.10
Inbound : -7.84 -5.46 -1.77
Roundtrip : 0.245 2.65 0.334

Per test packet:

Sequence Outbound Inbound RoundTrip R

1 8.12 -7.82 0.306 R
2 8.09 -7.81 0.272 R
3 8.08 -7.81 0.266 R
4 8.09 -7.82 0.270 R
5 8.10 -7.82 0.286 R
6 8.09 -7.81 0.275R
7 8.09 -7.81 0.271R
8 8.09 -7.82 0.277R
9 8.11 -7.81 0.293 R
10 8.10 -7.82 0.280 R
11 8.11 -7.82 0.293 R
12 8.10 -7.82 0.287 R
13 8.10 -7.82 0.286 R
14 8.09 -7.82 0.276 R

e:0

Jitter
0.014
0.016
0.025

esult

esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
esponse Received
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15 8.10 -7.82 0.284 R esponse Received
16 8.09 -7.82 0.271R esponse Received
17 8.11 -7.81 0.292 R esponse Received
The following is an example of an on demand tests t hat and the associated output. Only
single test runs are stored and can be viewed after the fact.
#oam eth-cfm two-way-sim-test 00:25:ba:04:39:0c mep 4 domain 1 association 1 send-count
10 interval 1 timeout 1
Sending 10 packets to 00:25:ba:04:39:0c from MEP 4/ 1/1 (Test-id: 143
Sent 10 packets, 10 packets received from MEP ID 3, (Test-id: 143)
(0 out-loss, 0 in-loss, 0 unacknowledged)
*A:7210SAS>show# eth-cfm mep 4 domain 1 association 1 two-way-sIm-test
Eth CFM Two-way SLM Test Result Table (Test-id: 143 )
Peer Mac Addr Remote MEP Count InlLo ss OutLoss Unack
00:25:ba:04:39:0c 3 10 0 0 0

*A:7210SAS>show#
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OAM Mapping

NOTE: Fault Propagation and OAM Mapping is not suped on devices.

OAM mapping is a mechanism that enables a way plioggegng OAM end-to-end in a network
where different OAM tools are used in differentsemts. For instance, an Epipe service could
span across the network using Ethernet access (@&€hll for OAM), pseudowire (T-LDP status
signaling used for OAM), and Ethernet access (CEkUUfor OAM).

In the 7210 SAS implementation, the Service Mang§®8GR) is used as the central point of
OAM mapping. It receives and processes the events flifferent OAM components, then
decides the actions to take, including triggerirgvDevents to remote peers.

Fault propagation for CFM is by default disabledhet MEP level to maintain backward
compatibility. When required, it can be explicitpabled by configuration.

Fault propagation for a MEP can only be enablednithe MA is comprised of no more than two
MEPSs (point-to-point).

CFM Connectivity Fault Conditions

CFM MEP declares a connectivity fault when its deféag is equal to or higher than its
configured lowest defect priority. The defect candmy of the following depending on
configuration:

» DefRDICCM

* DefMACstatus

 DefRemoteCCM

e DefErrorCCM

e DefXconCCM

The following additional fault condition applies Yol731 MEPs:
* Reception of AIS for the local MEP level

Setting the lowest defect priority to allDef maysa problems when fault propagation is enabled
in the MEP. In this scenario, when MEP A sends QGMIEP B with interface status down, MEP
B will respond with a CCM with RDI set. If MEP A onfigured to accept RDI as a fault, then it
gets into a dead lock state, where both MEPs witlate fault and never be able to recover. The
default lowest defect priority is DefMACstatus, whiwill not be a problem when interface status
TLV is used. It is also very important that diffatd&ethernet OAM strategies should not overlap
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the span of each other. In some cases, indepehdenitons attempting to perform their normal
fault handling can negatively impact the other.sTihteraction can lead to fault propagation in the
direction toward the original fault, a false positi or worse, a deadlock condition that may require
the operator to modify the configuration to esctigecondition. For example, overlapping Link
Loss Forwarding (LLF) and ETH-CFM fault propagatioould cause these issues.

For the DefRemoteCCM fault, it is raised when amyote MEP is down. So whenever a remote
MEP fails and fault propagation is enabled, a feufiropagated to SMGR.

CFM Fault Propagation Methods

When CFM is the OAM module at the other end, ieguired to use any of the following methods
(depending on local configuration) to notify thente peer:

e Generating AIS for certain MEP levels

e Sending CCM with interface status TLV “down”

e Stopping CCM transmission

NOTE: 7210 platforms expect that the fault notifiezing interface status TLV, is cleared
explicitly by the remote MEP when the fault is madier present on the remote node. On 7210
SAS-M, use of CCM with interface status TLV Dowmi® recommended to be configured with a
Down MEP, unless it is known that the remote MEEacd the fault explicitly.

User can configure UP MEPs to use Interface Sthitiswith fault propagation. Special
considerations apply only to Down MEPs.
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When a fault is propagated by the service man#g&iS is enabled on the SAP/SDP-binding,
then AIS messages are generated for all the MERfigowed on the SAP/SDP-binding using the
configured levels.

Note that the existing AlIS procedure still appke®gn when fault propagation is disabled for the
service or the MEP. For example, when a MEP losesectivity to a configured remote MEP, it
generates AIS if it is enabled. The new proceduaéis defined in this document introduces a new
fault condition for AIS generation, fault propaghfeom SMGR, that is used when fault
propagation is enabled for the service and the MEP.

The transmission of CCM with interface status TLUsnhbe done instantly without waiting for the
next CCM transmit interval. This rule applies toNCFault notification for all services.

Notifications from SMGR to the CFM MEPs for fauligpagation should include a direction for
the propagation (up or down: up means in the doeaf coming into the SAP/SDP-binding;
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down means in the direction of going out of the &PP-binding), so that the MEP knows what
method to use. For instance, an up fault propagatatification to a down MEP will trigger an
AIS, while a down fault propagation to the same MiaR trigger a CCM with interface TLV with
status down.

For a specific SAP/SDP-binding, CFM and SMGR caly pnopagate one single fault to each
other for each direction (up or down).

When there are multiple MEPs (at different levels)a single SAP/SDP-binding, the fault
reported from CFM to SMGR will be the logical ORrefults from all MEPs. Basically, the first
fault from any MEP will be reported, and the fauill not be cleared as long as there is a fault in
any local MEP on the SAP/SDP-binding.
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Epipe Services

Down and up MEPs are supported for Epipe servisagedl as fault propagation. When there are
both up and down MEPs configured in the same SAP/8iDding and both MEPs have fault
propagation enabled, a fault detected by one @hthél be propagated to the other, which in turn
will propagate fault in its own direction.

CFEM Detected Fault

When a MEP detects a fault and fault propagati@nabled for the MEP, CFM needs to
communicate the fault to SMGR, so SMGR will mar& ®AP/SDP-binding faulty but still oper-
up. CFM traffic can still be transmitted to or reesl from the SAP/SDP-binding to ensure when
the fault is cleared, the SAP will go back to norm@erational state. Since the operational status
of the SAP/SDP-binding is not affected by the famidt fault handling is performed. For example,
applications relying on the operational statusrenteaffected.

If the MEP is an up MEP, the fault is propagateth®dyOAM components on the same SAP/SDP-
binding; if the MEP is a down MEP, the fault is pagated to the OAM components on the mate
SAP/SDP-binding at the other side of the service.

SAP/SDP-Binding Failure (Including Pseudowire Statu )

When a SAP/SDP-binding becomes faulty (oper-dowmia-down, or pseudowire status faulty),
SMGR needs to propagate the fault to up MEP(shersame SAP/SDP-bindings about the fault,
as well as to OAM components (such as down MEPshemate SAP/SDP-binding.

Service Down
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This section describes procedures for the scemdr@e an Epipe service is down due to the
following:

e Service is administratively shutdown. When senicadministratively shutdown, the
fault is propagated to the SAP/SDP-bindings insevice.

« If the Epipe service is used as a PBB tunnel B»VPLS, the Epipe service is also
considered operationally down when the B-VPLS serig administratively shutdown or
operationally down. If this is the case, fault ispagated to the Epipe SAP.

* In addition, one or more SAPs/SDP-bindings inBR€PLS can be configured to
propagate fault to this Epipe (see fault-propagabimac below). If the B-VPLS is
operationally up but all of these entities haveedetd fault or are down, the fault is
propagated to this Epipe’s SAP.
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Interaction with Pseudowire Redundancy

When a fault occurs on the SAP side, the pseudastates bit is set for both active and standby
pseudowires. When only one of the pseudowire ikyfa8BMGR does not notify CFM. The
notification occurs only when both pseudowire beesriaulty. The SMGR propagates the fault to
CFM.

Since there is no fault handling in the pipe sexyvany CFM fault detected on an SDP binding is
not used in the pseudowire redundancy’s algorithithbose the most suitable SDP binding to
transmit on.
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LLF and CFM Fault Propagation

LLF and CFM fault propagation are mutually excl&siCLI protection is in place to prevent
enabling both LLF and CFM fault propagation in Hzene service, on the same node and at the
same time. However, there are still instances whezsolvable fault loops can occur when the
two schemes are deployed within the same serviatffament nodes. This is not preventable by
the CLI. At no time should these two fault propagaischemes be enabled within the same

service.
802.3ah EFM OAM Mapping and Interaction with Servic e Manager
802.3ah EFM OAM declares a link fault when anylaf following occurs:

e Loss of OAMPDU for a certain period of time
* Receiving OAMPDU with link fault flags from the pe

When 802.3ah EFM OAM declares a fault, the porisgo& operation state down. The SMGR
communicates the fault to CFM MEPs in the servizaM fault propagation in the opposite

direction (SMGR to EFM OAM) is not supported.
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Service Assurance Agent Overview

In the last few years, service delivery to cust@rers drastically changed. Services such as
VPLSand VPRN are offered. The introduction of Brioad Service Termination Architecture
(BSTA) applications such as Voice over IP (VolPY, delivery, video and high speed Internet
services force carriers to produce services wherdiealth and quality of Service Level

Agreement (SLA) commitments are verifiable to thietomer and internally within the carrier.

SAA is a feature that monitors network operatiosisig statistics such as jitter, latency, response
time, and packet loss. The information can be tsedubleshoot network problems, problem
prevention, and network topology planning.

The results are saved in SNMP tables are queriegithgr the CLI or a management system.
Threshold monitors allow for both rising and fafjithreshold events to alert the provider if SLA
performance statistics deviate from the requiredipaters.

SAA allows two-way timing for several applicatiof$is provides the carrier and their customers
with data to verify that the SLA agreements areggiroperly enforced.

Traceroute Implementation

The 7210 SAS-M and 7210 SAS-T devices insert thesiamp in software (by control CPU).

When interpreting these timestamps care must lenttiiat some nodes are not capable of
providing timestamps, as such timestamps must $mcaged with the same IP-address that is
being returned to the originator to indicate whap s being measured.

NTP

Because NTP precision can vary (+/- 1.5ms betweelesieven under best case conditions), SAA
one-way latency measurements might display negatiies, especially when testing network
segments with very low latencies. The one-way tineasurement relies on the accuracy of NTP
between the sending and responding nodes.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 135



Service Assurance Agent Overview

Writing SAA Results to Accounting Files

SAA statistics enables writing statistics to ancagting file. When results are calculated an
accounting record is generated.

In order to write the SAA results to an accounfitgyin a compressed XML format at the
termination of every test, the results must beeoddd, and, in addition to creating the entry i th
appropriate MIB table for this SAA test, a recordsnbe generated in the appropriate accounting
file.

Accounting File Management

Because the SAA accounting files have a similag tolexisting accounting files that are used for
billing purposes, existing file management inforimats leveraged for these accounting (billing)
files.

Assigning SAA to an Accounting File ID

Once an accounting file has been created, accguimiormation can be specified and will be
collected by theonfig>log>acct-policy>to file log-file-id context.

Continuous Testing

When you configure a test, use tanfig>saa>test>continuouscommand to make the test run
continuously. Use theo continuouscommand to disable continuous testing ahdtdown to

disable the test completely. Once you have condigartest as continuous, you cannot start or stop
it by using thesaatest-namdowner test-ownef { start | stop} [ no-accounting command.

Configuring SAA Test Parameters
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The following example displays an SAA configuration

*A:Dut-A>config>saa# info

test "Dut-A:1413:1501" owner "TiMOS"
description "Dut-A:1413:1501"
type
vcev-ping 1413:1501 fc "nc" timeout 10 size 200 count 2
exit
loss-event rising-threshold 2
latency-event rising-threshold 100
no jitter-event
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no shutdown
exit

*A:Dut-A#

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 137



Y.1564 Testhead OAM tool

Y.1564 Testhead OAM tool

NOTE: 7210 SAS-R6 does not support Y.1564 testi@all tool.

ITU-T Y.1564 defines the out-of-service test metblody to be used and parameters to be
measured to test service SLA conformance duringiceeturn up. It primarily defines 2 test
phases. The first test phase defines service amafiign test, which consists of validating whether
the service is configured properly. As part of tieist the throughput, Frame Delay, Frame Delay
Variation (FDV), and Frame Loss Ratio (FLR) is measl for each service. This test is typically
run for a short duration. The second test phassistsnof validating the quality of services
delivered to the end customer and is referred thaservice performance test. These tests are
typically run for a longer duration and all traffcgenerated up to the configured CIR for all the
services simultaneously and the service performpacameters are measured for each the service.

7210 SAS supports service configuration test fer eenfigured rate and measurement of delay,
delay variation and frame loss ratio with the teathOAM tool. 7210 testhead OAM tool supports
bi-directional measurement and it can generatetra$ic for only one service at a given time. It
can validate if the user specified rate is avadlayid compute the delay, delay variation and frame
loss ratio for the service under test at the sptifate. It is capable of generating traffic up@

rate. User needs to dedicate the resources ohtemel port for use with testhead feature.
Additionally, port loopback with mac-swap must lsed at both ends and all services/SAPs on the
test port needs to be shutdown before using thiegad. The frames generated by the testhead tool
will egress the access SAP and ingress back osatine port, using the resources of the 2
loopback ports (one configured for testhead andhemaonfigured for mac-swap functionality),
before being sent out to the network side (typjcait access-uplink SAP) to the remote end. At
the remote end, it is expected that the framesegiless the SAP under test and ingress back in
again through the same port, going through andttogrback (with mac-swap) before being sent
back to the local node where the testhead apmitddirunning.

Figure 17illustrates the remote loopback required and lilve bf the frame through the network
generated by the testhead tool.

Figure 17: 7210 acting as traffic generator and tra  ffic analyzer
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The tool allows the user to specify the frame pagtlbeader parameters independent of the test
SAP configuration parameters to allow the userilfliéigy to test for different possible frame
header encapsulations. This allows user to sp#uifyappropriate VLAN tags, ethertype, and
dotlp’s, independent of the SAP configuration lith actual service testing. In other words, the
software does not use the parameters (For exa®fkR:1D, Source MAC, and Destination MAC)
during the invocation of the testhead tool to btiid test frames. Instead it uses the parameters
specified using the frame-payload CLI command tfée software does not verify that the
parameters specified match the service configuratsed for testing, for example, software does
not match if the VLAN tags specified matches théPSAgs, the ethertype specified matches the
user configured port ethertype, and so on. It peeted that the user configures the frame-payload
appropriately so that the traffic matches the SARfiguration.

7210 SAS supports Y.1564 testhead for performirig @1 PIR tests in color-aware mode. With
this functionality, users can perform service tumtests to validate the performance
characteristics (delay, jitter, and loss) for corted rate (CIR) and excess rate above CIR (that is,
PIR rate). The testhead OAM tool uses the in-peqgiicket marking value and out-of-profile
packet marking value, to differentiate between caneah traffic and PIR traffic in excess of CIR
traffic. Traffic within CIR (that is, committed tf&c) is expected to be treated as in-profile tiaff

in the network and traffic in excess of CIR (thgtRIR traffic) is expected to be treated as out-of
profile traffic in the network, allowing the netwoto prioritize committed traffic over PIR traffic.
The testhead OAM tool allows the user to configadidvidual thresholds for green or in-profile
packets and out-of-profile or yellow packets. luged by the testhead OAM tool to compare the
measured value for green or in-profile packetsautebf-profile or yellow packets against the
configured thresholds and report success or failure

The following functionality is supported by the ttesad OAM tool:

e Supports configuration of only access SAPs asdasemeasurement point.
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Supports all port encapsulation supported onvalsap-types and platforms.
Supported for both VPLS and Epipe service.

Supports two-way measurement of service perfor@ametrics. The tests must measure
throughput, frame delay, frame delay variation, &iathe loss ratio.

For two-way measurement of the service performanegics, such as frame delay and
frame delay variation, test frames are injecteal latv rate at periodic intervals. Frame
delay and Frame delay variation is computed fosalfeames and used to display the
results. Hardware based timestamps is used foy delmputation.

7210 SAS supports configuration of PIR rate araljoles an option to measure the
performance metrics for the frames. The testheatM@3ol, generates traffic upto the
specified rate and measures service performanagcmstich as, delay, jitter, loss for in-
profile, and out-of-profile traffic.

Testhead tool can generate traffic upto aboutdt& ICIR and PIR rate can be specified by
the user and is rounded off the nearest rate ttowase supports by using the adaptation
rule configured by the user.

Allows the user to specify the different frameesiZrom 64 bytes - 9212 bytes.

User can configure the following frame payloadasplL2 payload, IP payload, and IP/
TCP/UDP payload. Testhead tool will use the corfigiwalues for the IP header fields
and TCP header fields based on the payload typgooed. User is provided with an
option to specify the data pattern to used in #ndqad field of the frame/packet.

Allows the user to configure the duration of thettupto a maximum of 24 hours, 60
minutes, and 60 seconds. The test performance megasnts by are done after the
specified rate is achieved. At any time user cab@the system to know the current
status and progress of the test.

Supports configuration of the Forwarding Class)(Fthe FC specified is used to
determine the queue to enqueue the marker packe&saged by testhead application on
the egress of the test SAP on the local node dxpected that user will define consistent
QoS classification policies to map the packet heéidkls to the FC specified on the test
SAP ingress on the local node, in the network emibdes through which the service
transits, and on the SAP ingress in the remote .node

Allows the user to configure a test-profile, aksmwn as, a policy template that defines
the test configuration parameters. User can stastausing a pre-configured test policy
for a specific SAP and service. The test profilevas the user to configure the acceptance
criteria. The acceptance criteria allows user tafigore the thresholds that indicates the
acceptable range for the service performance nsethic event is generated if the test
results exceed the configured thresholds. For iméoemation, see the CLI section below.
At the end of the test, the measured values forFD/, and FLR are compared against
the configured thresholds to determine the PASISAd criteria and to generate a trap to
the management station. If the acceptance crienat configured, the test result is
declared to be PASS, if the throughput is achievediframe-loss is 0 (zero).
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* ITU-T Y.1564 specifies different test procedursdallows. CIR and PIR configuration
tests are supported by the testhead tool.

- CIR and PIR configuration test (color-aware and-nolor aware).

- Traffic policing test (color-aware and non-colora®) is supported. Traffic policing
tests can be executed by the user by specifyinRadbe 125% of the desired PIR.
Traffic policing test can be executed in eithercaware mode or color-blind (non-

color-aware) mode.

e ITU-T Y.1564 specifies separate test methodolagycblor-aware and non-color-aware
tests. The standard requires a single test to geavie capability to generate both green-
color/in-profile traffic for rates within CIR andejlow-color or out-of-profile traffic for
rates above CIR and within EIR. The 7210 SAS testhmarks test packets appropriately
when generating the traffic, as SAP ingress doésuymport color-aware metering, it is
not possible to support EIR color-aware, and tegiflicing color-aware tests end-to-end
in a network (that is, from test SAP to test SAPis possible to use the tests to measure
the performance parameters from the other endpothk service to the test SAP. Itis
also possible to test the network capability topgupthe traffic at the required SLA.

e The 7210 SAS Y.1564 testhead is applicable onlsiimple VPLS and Epipe services.
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Pre-requisites for using the Testhead Tool
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This section describes some pre-requisites tohesgesthead tool.

The configuration guidelines and pre-requisitex #re to be followed when the port
loopback with mac-swap feature is used standalmpmgjes to its use along with testhead
tool. For more information, see the descriptiothi@a “7210 SAS-MX Interfaces User
Guide”.

User must configure resources for ACL MAC critaridngress-internal-tcam using the
command config>system> resource-profile> ingressrival-tcam> acl-sap-ingress>
mac-match-enable. Additionally they must allocasources to egress ACL MAC or IPv4
or IPv6 64-bit criteria (using the command configstem> resource-profile> egress-
internal-tcam> acl-sap-egress> mac-ipv4-match-enabmac-ipv6-64bit-enable or mac-
ipv4-match-enable). Testhead tool uses resouroes these resource pools. If no
resources are allocated to these pools or no researe available for use in these pools,
then testhead fails to function. Testhead needsamam of about 6 entries from the
ingress-internal-tcam pool and 2 entries from tiess-internal-tcam pool. If user
allocates resources to egress ACLs IPv6 128-bitimeiteria (using the command
config> system> resource-profile> egress-internedin> acl-sap-egress> ipv6-128bit-
match-enablg then testhead fails to function.

For both Epipe and VPLS service, the test candaeel tio perform only a point-to-point
test between the given source and destination Mddess. Port loopback mac-swap
functionality must be used for both Epipe and VRe8vices. The configured source and
destination MAC address is associated with the ®34&®s configured in the service and
used as the two endpoints. In other words, the emdigured source MAC and
destination MAC addresses are used by the testbeadn the local node to identify the
packets as belonging to testhead application angraxcessed appropriately at the local
end and at the remote end these packets are peddagshe port loopback with mac-swap

application.

The “static mac” configuration is mandatory ondy ¥PLS service.

Port loopback must be in use on both the endpg¢iht is, the local node, the port on
which the test SAP is configured and the remoteenttk port on which the remote SAP
is configured for both Epipe and VPLS servicest Rmpback with mac-swap must be
setup by the user on both the local end and theteeend before invoking the testhead
tool. These must match appropriately for traffidltav, else there will be no traffic flow
and the testhead tool reports a failure at theoéiide completion of the test run.

Use of port loopback is service affecting. It affeall the services configured on the port.
It is not recommended to use configure a SAPgfgbrt on which they are configured, is
used to transport the service packets towardsdtee As, a port loopback is required for
the testhead to function correctly, doing so migisult in loss of connectivity to the node
when in-band management is in use. Additionallysailvices being transported to the
core will be affected.
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* ltis expected that the user will configure thempriate ACL and QoS policies to ensure
that the testhead traffic is processed as desyededlocal and remote node/SAP. In
particular, QoS policies in use must ensure thatale in use for the SAP ingress meters
exceed or are equal to the user configured rattefithead tests and the classification
policies map the testhead packets to the appregfi@s/queues (the FC classification
must match the FC specified in the CLI commancdhtszd-test) using the packet header
fields configured in the frame-payload. SimilatyCL policies must ensure that testhead
traffic is not blocked.

» Testhead tool uses marker packets with specialdraalues. The QoS policies and ACL
policies need to ensure that same treatment asdettito testhead traffic is given to
marker packets. In this release, Marker packetsParé packet with IP option set and IP
protocol set to 252. It uses the src and dst MA@reskes, Dotlp, IP ToS, IP DSCP, IP
TTL, IP source address and destination addressrdigared in the frame-payload. It
does not use the IP protocol and TCP/UDP port nusnfopem the frame-payload
configured. If the payload-type is “I2", IP addressre set to 0.0.0.0, IP TTL is setto O,
IP TOS is setto 0 and DSCP is set to be, if thafiges are not explicitly configured in the
frame-payload. Ethertype configured in the framglged is not used for marker packets,
it is always set to ethertype = 0x0800 (ethertygrdPv4) as marker packets are IPv4
packets. QoS policies applied in the network neéed®nfigured such that the
classification for marker packets is similar tovéee packets. An easy way to do this is by
using the header fields that are common acrossenadckets and service packets, such
as MAC (src and dst) addresses, VLAN ID, Dotlpdsrc and dst) addresses, IP DSCP,
and IP ToS. Use of other fields which are diffefemtmarker packets and service packets
is not recommended. ACL policies in the network traumsure that marker packets are not
dropped.

* The testhead software does not check the stateafervice or the SAPs on the local
endpoint before initiating the tests. The operatast ensure that the service and SAPs
used for the test are UP before the tests aredtdftthey are not, the testhead tool will
report a failure.

« The mac-swap loopback port, the testhead looppadkand the uplink port must not be
modified after the testhead tool is invoked. Anydifications can be made only when the
testhead tool is not running.

» Testhead tool can be used to test only unicafictfiows. It must not be used to test
BUM traffic flows.

e Link-level protocols (For example: LLDP, EFM, aather protocols) must not be enabled
on the port on which the test SAP is configuredyéneral, no other traffic must be sent
out of the test SAP when the testhead tool is mmni

* The frame payload must be configured such thatbeurof tags match the number of SAP
tags. For example: For 0.* SAP, the frame payloadtrbe untagged or priority tagged
and it cannot contain another tag following thevpty tag.
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Configuration Guidelines
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This section describes the configuration guideliiveSesthead.

SAPs configured on LAG cannot be configured fatitey with testhead tool. Other than
the test SAP, other service endpoints (For exangAs/SDP-Bindings) configured in
the service can be over a LAG.

User must configure a front-panel port for usenviisthead OAM tool on 7210 SAS-M,
7210 SAS-T and 7210 SAS-X. On some platforms, exampl0 SAS-T, the internal port
resources could be configured for use with testi@a tool. Please read the details
provided in the CLI commancbnfig> system> loopback-no-svc-pantthe 7210 SAS
Interfaces user guide to know if front-panel pedaurces are needed and use the
commandshow>system>internal-loopback-ports [detaif] know if internal port
resources are in use by other applications. Thiecpaorfigured for testhead tool use cannot
be shared with other applications that need thpdaok port. The resources of the
loopback port are used by the testhead tool féfidrgeneration.

Port loopback with mac-swap is used at both endsadl services and SAPs in the VPLS
service, other than the test SAP should be shutdovshould not receive any traffic.

The configured CIR/PIR rate is rounded off to tiearest available hardware rates. User is
provided with an option to select the adaptatide to use (similar to support available for
QoS policies).

7210 SAS supports all port speeds (that is, u@adte). User can configure the
appropriate loopback port to achieve a desired Fieexample, user must dedicate the
resources of a 1G port, if intended to test radegotupto 1G.

ITU-T Y.1564 recommends to provide an option toftgure the CIR step-size and the
step-duration for the service configuration te$tss is not supported directly in 7210
SAS. It can be achieved by SAM or a third-party NMStem or an application with
configuration of the desired rate and durationdoespond to the CIR step-size and step
duration and repeating the test a second time,awilifferent value of the rate (that is, CIR
step size) and duration (that is, step duratiod)samon.

Testhead waits for about 5 seconds at the engeatdnfigured test duration before
collecting statistics. This allows for all in-fligpackets to be received by the node and
accounted for in the test measurements. User caterdtanother test during this period.

When using testhead to test bandwidth availabierden SAPs configured in a VPLS
service, operators must ensure that no other SABP®IVPLS service are exchanging any
traffic, particularly BUM traffic and unicast traéfdestined to either the local test SAP or
the remote SAP. BUM traffic eats into the netwagkaurces which is also used by
testhead traffic.

It is possible that test packets (both data andkengackets) remain in the loop created
for testing when the tests are killed. This is lhghrobably when using QoS policies with
very less shaper rates resulting in high latencyéekets flowing through the network
loop. User must remove the loop at both ends dme¢est is complete or when the test is
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stopped and wait for a suitable time before stgrire next test for the same service, to
ensure that packets drain out of the network fat siervice. If this is not done, then the
subsequent tests might process and account ttedsgatkets, resulting in incorrect
results. Software cannot detect stale packetseitotbp as it does not associate or check
each and every packet with a test session

» Traffic received from the remote node and loopadkiinto the test port (where the test
SAP is configured) on the local end (that is, thd where the testhead tool is invoked) is
dropped by hardware after processing (and is muttssck to the remote end). The SAP
ingress QoS policies and SAP ingress filter paicimist match the packet header fields
specified by the user in the testhead profile, pkteat the source/destination MAC
addresses are swapped.

e Latency is not be computed if marker packets ateaceived by the local node where the
test is generated and printed as 0 (zero), in sashs. If jitter = 0 and latency > 0, it
means that jitter calculated is less than the pi@tiused for measurement. There is also a
small chance that jitter was not actually calcudathat is, only one value of latency has
been computed. This typically indicates a netweskie, rather than a testhead issue.

* When the throughput is not met, FLR cannot beutated. If the measured throughput is
approximately +/-10% of the user configured rateR value is displayed; else software
prints “Not Applicable”. The percentage of variaradfeneasured bandwidth depends on
the packet size in use and the configured rate.

e User must not use the CLI command to clear siedistf the test SAP port, testhead
loopback port and MAC swap loopback port when #sthtead tool is running. The port
statistics are used by the tool to determine thi&®Xframe count.

» Testhead tool generates traffic at a rate slighitlgve the CIR. The additional bandwidth
is attributable to the marker packets used fonlateneasurements. This is not expected
to affect the latency measurement or the testtebuh significant way.

» If the operational throughput is 1kbps and is acéd in the test loop, the throughput
computed could still be printed as 0 if it is < Jp€(0.99 kbps, for example). Under such
cases, if FLR is PASS, the tool indicates thattineughput has been achieved.

» The testhead tool displays a failure result if theeived count of frames is less than the
injected count of frames, even though the FLR migghtlisplayed as 0. This happens due
to truncation of FLR results to 6 decimal placed ean happen when the loss is very less.

* As the rate approaches 1Gbps or the maximum batk\achievable in the loop, user
needs to account for the marker packet rate anch#ter behavior while configuring the
CIR rate. In other words, if the user wants to 1&€bps for 512 bytes frame size, then
they will need to configure about 962396Kbps, iadtef 962406Kbps, the maximum rate
that can be achieved for this frame-size. In gdntray would need to configure about
98%-99% (based on packet size) of the maximum plessite to account for marker
packets when they need to test at rates whichlasercto bandwidth available in the
network. The reason for this is that at the maximata, injection of marker packets by
CPU will result in drops of either the injected al&affic or the marker packets
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themselves, as the net rate exceeds the capaldgeTdrops cause the testhead to always
report a failure, unless the rate is marginallyucs.

Testhead works with L2 rate, that is, the rateraftibtracting the L1 overhead. The L1
overhead is due to IFG and Preamble added to &tagrnet frame and is typically about
20 bytes (IFG = 12 bytes and Preamble = 8 bytespedding on the frame size
configured by the user, testhead tool computes Zhete and does not allow the user to
configure a value greater than it. For 512 bytémEtet frame, L2 rate is 962406Kbps and
L1 rate is 1Gbps.

It is not expected that the operator will usetdsthead tool to measure the throughput or
other performance parameters of the network dutiegourse of network event. The
network events could be affecting the other SAP/dRIing/PW configured in the
service. Examples are transition of a SAP due t0328ing failure, transition of active/
standby SDP-Binding/PW due to link or node failures

The 2-way delay (also known as “latency”) valuesasured by Testhead tool is more
accurate than obtained using OAM tools, as thediareps are generated in hardware.

7210 SAS does not support color-aware meteringomess SAP ingress, therefore, any
color-aware packets generated by the testheaddsdd on access SAP ingress. 7210
SAS service access port, access-uplink port, evar&tport can mark the packets
appropriately on egress to allow the subsequengsodthe network to differentiate the
in-profile and out-of-profile packets and providemn with appropriate QoS treatment.
7210 SAS access-uplink ingress and network poresgis capable of providing
appropriate QoS treatment to in-profile and oupudfile packets.

The marker packets are sent over and above tHegooed CIR or PIR rate, the tool
cannot determine the number of green packets agemtd the number of yellow packets
injected individually. Therefore, marker packets aot accounted in the injected or
received green or in-profile and yellow or out-abfile packet counts. They are only
accounted for the Total Injected and the Total Reckcounts. So, the FLR metric
accounts for marker packet loss (if any), whileegrer yellow FLR metric does not
account for any marker packet loss.

Marker packets are used to measure green or fileppackets latency and jitter and the
yellow or out-of-profile packets latency and jitt@hese marker packets are identified as
green or yellow based on the packet marking (Exangutlp). The latency values can be
different for green and yellow packets based ortrs@tment allowed to the packets by
the network QoS configuration.

The following table provides details of SAP enadpton that are supported for Testhead.

Table 8: SAP Encapsulations supported for testhead

Epipe service configured Test SAP Encapsu-

with svc-sap-type lations
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Table 8: SAP Encapsulations supported for testhead

null-star Null, :*, 0., Q.*
Any Null,:0,:Q, :Q1.Q2
dotlg-preserve Q
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Configuring testhead tool parameters

The following example displays a port loopback nsa@p using the service and SAP:

configure> system> loopback-no-svc-port testhead <p ort-id>
*A:7210SAS>config>system# info

resource-profile
ingress-internal-tcam
gos-sap-ingress-resource 5
exit
acl-sap-ingress 5
exit
exit
egress-internal-tcam
exit
exit
loopback-no-svc-port mac-swap 1/1/8 testhea d1/1/11

The following example displays a port loopback witac-swap on the remote end:

*A:7210SAS# configure system loopback-no-svc-port m ac-swap 1/1/8
*A:7210SAS# configure system
*A:7210SAS>config>system# info

alarm-contact-input 1
shutdown
exit
alarm-contact-input 2
shutdown
exit
alarm-contact-input 3
shutdown
exit
alarm-contact-input 4
shutdown
exit
resource-profile
ingress-internal-tcam
gos-sap-ingress-resource 5
exit
acl-sap-ingress 5
exit
exit
egress-internal-tcam
exit
exit
loopback-no-svc-port mac-swap 1/1/8 testhea d1/1/11
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The following example displays a testhead profile:

*A:7210SAS# configure test-oam testhead-profile 1
*A:7210SAS>config>test-oam>testhd-prof# info

description "Testhead_Profile_1"
frame-size 512

rate cir 100 adaptation-rule max pir 20 0
dotlp in-profile 2 out-profile 4
frame-payload 1 payload-type tcp-ipv4 ¢ reate
description "Frame_Payload_1"
dscp "afll"

dst-ip ipv4 2.2.2.2
dst-mac 00:00:00:00:00:02
src-mac 00:00:00:00:00:01
dst-port 50
src-port 40
ip-proto 6
ip-tos 8
ip-ttl 64
src-ip ipv4 1.1.1.1

exit

acceptance-criteria 1 create

jitter-rising-threshold 100
jitter-rising-threshold-in 100
jitter-rising-threshold-out 100
latency-rising-threshold 100
latency-rising-threshold-in 100
latency-rising-threshold-out 100
loss-rising-threshold 100
loss-rising-threshold-in 100
loss-rising-threshold-out 100
cir-threshold 1000
pir-threshold 2000

exit

*A:7210SAS>config>test-oam>testhd-prof#
The following command is used to execute the testhpofile:

*A:7210SAS# oam testhead testhead-profile 1 frame-p ayload 1 sap 1/1/2 test-me owner own-
erme color-aware enable
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Diagnostics Command Reference

*  OAM Commands on page 151
« SAA Commands on page 160

OAM Commands

Base Operational Commands

GLOBAL
— ping [ip-addresq dns-namg[rapid |detail] [ttl time-to-livg [tos type-of-servicE[sizebyte§ [pattern
pattern] [sourceip-addresq dns-nam4 [interval secondb[{ next-hopip-addres$ | {interface inter-
face-namg| bypass-routing [count requesty[do-not-fragment] [router router-instancekervice-
name service- namigtimeout timeout [fc fc-namé
— traceroute [ip-addresq dns-namg([ttl ttl] [wait milli-second$[no-dng[sourceip-addres$ [tostype-of-
servicé [router [router-instance kervice- nameservice- namie

— oam
— dnstarget-addr dns-namename-serverip-addresgsourceip-addres$ [count send-courijt
[timeout timeoud [interval interval] [record-type {ipv4-a-record|ipv6-aaaa-record}
— saatest-namgowner test-owne} { start | stop} [ no-accounting
LSP Diagnostics
GLOBAL
— oam

— Isp-ping Isp-namg path path-namg

— Isp-ping prefix ip-prefix/maskpath-destination ip-addresqinterface if-name| next-hop ip-
addresy

— Isp-ping static Isp-namdassoc-channeipv4|non-ip|nong [dest-global-idglobal-id dest-
node-id node-id [force] [path-type active | working | protect]

— lIsp-trace Isp-namgpath path-namg

— Isp-trace prefix ip-prefiximasKpath-destinationip-addresginterface if-name| next-hop ip-
addres§

— lIsp-trace static Isp-namdassoc-channeipv4|non-ip|nong [path-type active | working |
protect]

TWAMP
Note: TWAMP commands are not supported on 7210 8ASlevices.
GLOBAL

— oam
— oam-test
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— twamp
— server

— [no] prefix {ip-prefix | mask
— [no] description description string
— [no] max-conn-prefix count
— [no] max-sess-prefixcount
— [no] shutdown

— [no] inactivity-timeout seconds

— [no] max-conn-servercount

— [no] max-sess-servaount

— [no] port number

— [no] shutdown
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SDP Diagnostics

Note: SDP diagnostics commands are not applicabléZ10 SAS-M and 7210 SAS-T
devices configured in Access uplink mode.

GLOBAL
— oam
— sdp-mtu orig-sdp-idsize-incstart-octets end-octefstep step-sizg[timeout timeouj [inter-
val intervall

— sdp-ping orig-sdp-id[resp-sdpresp-sdp-id [fc fc-nam§ [timeout second} [interval
second} [sizeoctetd [count send-court[interval <intervab]
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Common Service Diagnostics

Note: Only dns command is supported by 7210 SAS-M ardd Z2AS-T devices configured
in access uplink mode.

GLOBAL
— oam

— svc-ping{ip-addr} serviceservice-id[local-sdf [remote-sdd

— dnstarget-addr dns-namename-serverip-addresgsourceip-addres$[count send-courit
[timeout timeoui [interval intervall

— vprn-ping service-idservicesvc-namesourceip-addresgestination ip-addresgfc fc-name
[sizesizq [ttl vc-label-tt] [return-control ] [interval intervall [count send-courjt[timeout
timeout

— vprn-trace service-idsourcesrc-ip destinationip-addresdfc fc-name] [sizesizg [min-ttl
vc-label-tt] [max-ttl vc-label-tt] [return-control ] [probe-countsendcourt[interval inter-
val] [timeout timeoui

VLL Diagnostics

Note: VLL diagnostics commands are not applicable fatrSAS-M and 7210 SAS-T
devices configured in access uplink mode.

GLOBAL
— oam

— vcev-ping sdp-id:ve-id[src-ip-addressip-addr dst-ip-addressip-addr pw-id pw-id][reply-
mode({ip-routed | control-channel][ fc fc-name[sizeoctet§ [send-countsend-court[time-
out timeout [interval intervall[ttl vc-label-tt]

— vccev-ping spoke-sdp-fecspoke-sdp-fec-iffeply-mode ip-routed| control-channel] [src-ip-
addressip-addr dst-ip-addressip-addi]

— vcev-ping static sdp-id:ve-id[assoc-channel ipv4|non-ip][dest-global-idjlobal-id dest-
node-id node-id [src-ip-addressip-addr]

— vccv-trace sdp-id:ve-id[fc fc-name[profile {in | out}]] [ sizeoctet§ [reply-mode ip-
routed|countrol-channg[ probe-count probes-courjt[timeout timeout [interval intervall
[min-ttl min-vc-label-tf] [max-ttl maxvc-label-tt] [max-fail no-response-couhfdetail]

— vccv-trace spoke-sdp-fecspoke-sdp-fec-iffeply-mode ip-routed| control-channel]

— vccv-trace static sdp-id:ve-idlassoc-channel ipv4|non-ip] [src-ip-address ipv4-atiess]

VPLS MAC Diagnostics

Note: VPLS diagnostics commands are not appliciinl@210 SAS-M and 7210 SAS-T
devices configured in Access uplink mode.

GLOBAL
— oam
— cpe-pingserviceservice-iddestination ip-addresssourceip-addresgsource-macieee-
addres§[fc fc-namé [ttl vc-label-tt] [count send-court[send-contro] [return-control |
[interval intervall
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— mac-ping serviceservice-iddestination dst-ieee-addregsourcesrc-ieee-addreggfc fc-
name] [sizeoctet§ [fc fc-namé [ttl vc-label-tt] [send-countsend-courjt[send-control
[return-control ] [interval interval] [timeout timeout

— mac-populateservice-idmacieee-addresfflood] [agesecond([force] [target-sapsap-id
[send-control

— mac-purgeservice-idtarget ieee-addresfflood] [send-control [register]

— mac-traceserviceservice-iddestinationieee-addresgsourceieee-addredq fc fc-name]
[sizeoctetd [min-ttl vc-label-tt] [max-ttl vc-label-tt] [probe-count send-court[send-con-
trol] [return-control ] [interval interval] [timeout timeou}

Ethernet in the First Mile (EFM) Commands

GLOBAL
— oam
— efm port-id local-loopback{start | stop}
— efm port-id remote-loopback{ start | stop}

ETH-CFM OAM Commands

oam

— eth-cfm eth-testmac-addressnep mep-iddomain md-indexassociationma-index[priority priority]
[data-length data-length

— eth-cfm linktrace mac-addressnep mep-iddomain md-indexassociationma-indexttl ttl-value]

— eth-cfm loopback mac-addressnep mep-iddomain md-indexassociationma-indexsend-countsend-
couni [sizedata-siz¢[priority priority]

— eth-cfm one-way-delay-testmac-addressnep mep-iddomain md-indexassociationma-indexprior-
ity priority]

— eth-cfm two-way-delay-testmac-addressnep mep-iddomain md-indexassociationma-indexprior-
ity priority]

— eth-cfm-two-way-sim-testmac-addressnep mep-iddomain md-indexassociationma-index[fc {fc-
name} [profile {inJout}]] [count send-count [size data-siz¢ [timeout timeouf [interval interval]
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Testhead commands

config
— test-oam
— testhead-profile profile-id create
— [no] acceptance-criteriaacceptance-criteria-i¢greate
— [no] cir-threshold threshold
— [no] jitter-rising-threshold threshold
— [no] jitter-rising-threshold-in threshold
— [no] jitter-rising-threshold-out threshold
— [no] latency-rising-threshold threshold
— [no] latency-rising-threshold-in threshold
— [no] latency-rising-threshold-outthreshold
— [no] loss-rising-thresholdthreshold
— [no] loss-rising-threshold-inthreshold
— [no] loss-rising-threshold-outthreshold
— [no] pir-threshold threshold
— [no] description description-string
— dotlpin-profile dotlp-valueout-profile dotlp-value
— nodotlp
— no frame-payload payload-id[payload-type [I2|tcp-ipv4|udp-ipv4|ipv4] create
— no frame-payload payload
— [no] data-pattern data-pattern
— [no] description description-string
— [no] dscpdscp-name
— [no] dst-ip ipv4ipv4-address
— [no] dst-macieee-addressgee-address-makk
— [no] dst-port dst-port-number
— [no] ethertype 0x0600..0xffff
— [no] ip-proto ip-protocol-number
— [no] ip-tos type-of-service
— [no] ip-ttl ttl-value
— [no] src-ip ipv4 ipv4-address
— [no] src-macieee-addressdee-address-makk
— [no] src-port src-port-number
— [no] vlan-tag-1 vlan-id vlan-id [tpid tpid] [dotlpdotlp-valug
— [no] vlan-tag-2 vlan-id vlan-id [tpid tpid] [dotlpdotlp-valug
— [no] frame-sizeframe-size
— [no] rate cir cir-rate-in-kbps[cir-adaptation-rule adaptation-rulé [pir cir-rate-i
n-kbg
— [no] test-completion-trap-enable
— [na] test-duration [hours hourd minutesminute$ secondsecondk
— [no] test-duration
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OAM Testhead Commands

oam
— testheadtest-nameowner owner-nameesthead-profile profile-id [frame-payload frame-payload-ifi
sapsap-id[fc fc-namé [acceptance-criteriaacceptance-criteria-if[color-aware enable|disable
— testheadtest-namewner owner-namestop
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Show commands

show
— test-oam
— testhead-profile profile-id
show
— testhead[test-namewner owner-namg[detail]
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Clear commands

clear
— test-oam
— twamp server
— testheadresult [test-namepwner [owner-name]
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SAA Commands

Note: The following commands are not supported 2407SAS-M and 7210 SAS-T devices
configured in Access uplink mode:

e cpe-ping
e Isp-ping

e Isp-trace
* mac-ping

* mac-trace
e sdp-ping

e vcev-ping
* vccv-trace
e vprn-ping
* vprn-trace

config
— saa
— [no] testtest-namgowner test-ownef
— accounting-policyacct-policy-id
— no accounting-policy
— [no] continuous
— description description-string
— no description
— [nq] jitter-event rising-threshold threshold[falling-threshold threshold [direc-
tion]
— [no] latency-eventrising-threshold threshold[falling-threshold threshold
[direction|
— [no] loss-eventrising-threshold threshold[falling-threshold threshold [direction]
— [no] shutdown
— trap-gen
— [no] probe-fail-enable
— [no] probe-fail-threshold 0..15
— [no] test-completion-enable
— [no] test-fail-enable
— [no] test-fail-threshold 0..15
— [no] type
— cpe-pingserviceservice-iddestination ip-addresssourceip-address
[source-macieee-addregdq fc fc-name][ttl vc-label-tt] [send-count
send-court[send-contro] [return-control ] [interval intervall
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— dnstarget-addr dns-namename-serverip-addresgsourceip-addres$
[send-countsend-court[timeout timeou} [interval interval

— eth-cfm-linktrace mac-addressnep mep-iddomain md-indexassocia-
tion ma-indeXttl ttl-valug [fc {fc-namé ] [ count send-count]timeout
timeout [interval intervall [record-type {ipv4-a-record|ipv6-aaaa-
record}]

— eth-cfm-loopback mac-addressep mep-iddomain md-indexassocia-
tion ma-indeXsizedata-siz¢[fc {fc-namé] [ count send-coun{ timeout
timeout [interval intervall

— eth-cfm-two-way-delaymac-addressep mep-iddomain md-indexasso-
ciation ma-indeXfc {fc-namé ][ count send-couni{timeout timeou}
[interval intervall

— eth-cfm-two-way-sImmac-addressnep mep-iddomain md-indexassoci-
ation ma-index{fc {fc-name} [profile {in|out}]] [ count send-court[size
data-siz¢ [timeout timeout [interval intervall

— icmp-ping [ip-addresq dns-namg[rapid | detail] [ttl time-to-livg [tos
type-of-servicg[sizebyte§ [pattern patterr [sourceip-addres$[inter-
val secondk[{ next-hop ip-addres|{ interface interface-nampbypass-
routing] [count request[do-not-fragment] [router-instance service-
nameservice- namigtimeout timeougfc {fc-namé

— icmp-trace [ip-addresd dns-namg([ttl time-to-livg [wait milli-second$
[sourceip-addres$[tostype-of-servickrouter-instance fervice- name
service- name

— Isp-ping {{ Isp-name[path path-nam@|{ prefix ip-prefixmash} [ size
octetg [ttl label-ttl] [timeout timeou} [interval interval] [fc fc-name
[profile {in | out}]] [ send-countsend-court{ Isp-nam¢dpath path-
name]} [fc fc-namé [sizeoctetg[ttl label-ttl] [send-countsend-courjt
[timeout timeout [interval intervall

— lIsp-trace {Isp-namdpath path-nam@ [ fc fc-namé [max-fail no-
response-couf probe-count probes-per-hop[sizeoctet§ [min-ttl min-
label-ttl] [max-ttl max-label-tf] [timeout timeoui [interval intervall

— mac-ping serviceservice-iddestination dstieee-addresgsource src-
ieee-addredq fc fc-namé [sizeoctet§ [ttl vc-label-tt] [send-countsend-
couni [send-control [return-control ] [interval interval] [timeout time-
ouf]

— mac-traceservice service-iddestination ieee-addresgsource src-ieee-
addres$ [fc fc-namé [sizeoctet§] [ min-ttl min-label-tt] [max-ttl max-
label-ttl] [send-countsend-court[send-control [return-control ] [inter-
val interval] [timeout timeout

— sdp-ping orig-sdp-id[resp-sdpresp-sdp-idl [ fc fc-name]] [sizeoctet$
[send-countsend-courjftimeout secondp[interval secondp

— vcev-ping sdp-id:ve-id[src-ip-addressip-addr dst-ip-addressip-addr
pw-id pw-id][ reply-mode {ip-routed | control-channel}][ fc fc-name
[sizeoctetd [ send-countsend-courjftimeout timeou [interval inter-
val][ttl vc-label-tt]

— vccev-tracesdp-id:vc-id[sizeoctetd[ min-ttl vc-label-tt] [max-ttl vc-
label-ttl][ max-fail no-response-couliprobe-count probe-counreply-
modeip-routedcontrol-channel][timeout timeout-valug interval inter-
val-valud[fc fc-name][detail]

— vprn-ping service-idservicesvc-namgsrc-ip-addressip-addr dst-ip-
addressip-addr [fc fc-name[profile in | out]] [ sizesizq [ttl vc-label-tt]
[send-countsend-courit[return-control ] [timeout timeoui [interval
secondp
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— vprn-trace service-idsourcesrc-ip destination dst-ip [fc fc-name[pro-
file in | out]] [sizesizg [min-ttl vc-label-tt] [max-ttl vc-label-tt] [probe-
count send-courit[return-control ] [timeout timeoui [interval intervall
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show
— eth-cfm

OAM and SAA Command Reference

associationfma-indeX [detail]

cfm-stack-table [port [port-id [vlan gtag[.qtag]|| sdp sdp-id:vc-id]][ level 0..7] [direction
up | down

domain [md-inde} [associationma-indeX all-association$ [detail]

mep mep-iddomain md-indexassociationma-indexloopback [linktrace]

mep mep-iddomain md-indexassociationma-indexremote-mepid mep-id| all-remote-
mepidg

mep mep-iddomain md-indexassociationma-indexeth-test-results[remote-peermac-
addres$

mep mep-iddomain md-indexassociationma-indexone-way-delay-tes{remote-peermac-
addres$

mep mep-iddomain md-indexassociationma-indextwo-way-delay-test[remote-peermac-
addres$

mep mep-iddomain md-indexassociationma-indextwo-way-slm-test[remote-peermac-
addres$

— saa[test-namdowner test-ownej]

— test-oam

Clear Commands

clear

twamp server
— server all
— server prefix ip-prefix/mask
— server

— saa[test-namdowner test-owne}]

— test-oam

— twamp server
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OAM and SAA Command Hierarchies

Operational Commands

shutdown

Syntax
Context

Description

shutdown

Syntax

Context

Description

dns

Syntax

Context

Description

Parameters
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[no] shutdown
config>saa>test

In order to modify an existing test it must firg hut down. When a test is created it will behmtdown
mode until ano shutdowncommand is executed.

A shutdown can only be performed if a test is not executintha time the command is entered.

Use theno form of the command to set the state of the tesperational.

[no] shutdown

config>test-oam>Idp-treetrace
config>test-oam>twamp>server
config>test-oam>twamp>server>prefix

This command suspends the background process gutire.DP ECMP OAM tree discovery and path
probing features. The configuration is not deleted.

Use theno form of the command to enable the background psce

dns target-addr dns-name name-server ip-address [source ip-address] [count send-count]
[timeout timeout] [interval interval]

oam

This command performs DNS name resolution. If ipvAecord is specified, dns-names are queried for A-

records only.

send-countsend-count— The number of messages to send, expressed aswatizdeger. Theend-count

parameter is used to override the default numberesfsage requests sent. Each message request must

either timeout or receive a reply before the neassage request is sent. The mesgageval value
must be expired before the next message requeshis
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ping

Syntax

Context
Description

Parameters
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Default 1
Values 1—100
ip-address —The IP or IPv6 address of the primary DNS server.

Values ipv4-address - a.b.c.d
ipv6-address - x:x:x:x:x:x:X:X (eight 16-bit pieges
xax:x:x:x:x:d.d.d.d
x - [0..FFFF]H
d - [0..255]D

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uponxieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.

Default 5
Values 1—120

interval interval — Theinterval parameter in seconds, expressed as a decimadinfidgs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

ping [ip-address | dns-name] [rapid | detail ] [ttl time-to-live] [tos type-of-service] [size bytes]
[pattern pattern] [source ip-address | dns-name] [interval seconds] [{next-hop ip-address} |
{interface interface-name} | bypass-routing | [count requests] [do-not-fragment ] [router
router-instance | service-name service-name] [timeout timeout]

<GLOBAL>
This command verifies the reachability of a rentuast.

ip-address —The far-end IP address to which to sendsive-pingrequest message in dotted decimal nota-
tion.

Note: IPv6 is supported only for "Management" instancéhefrouter.

Values ipv4-address: a.b.cd
ipv6-address: XIXXXXXX:X (eight 16-bit pieces)
xaxexex:x:x:d.d.d.d
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X: [0.. FFFF]H
d: [0..255]D

dns-name —Fhe DNS name of the far-end device to which to shedve-pingrequest message, expressed
as a character string.

rapid — Packets will be generated as fast as possiblesidstethe default 1 per second.
detail — Displays detailed information.
ttl time-to-live— The TTL value for the MPLS label, expressed ascnaa integer.
Values 1—128
tos type-of-service— Specifies the service type.
Values 0— 255
sizebytes — The request packet size in bytes, expressed asiraalénteger.
Values 0— 16384

pattern pattern— The date portion in a ping packet will be filledtlwvthe pattern value specified. If not
specified, position info will be filled instead.

Values 0 — 65535
sourceip-address— Specifies the IP address to be used.
Note: IPv6 is supported only for "Management" instantée router.

Values ipv4-address: a.b.cd
ipv6-address: XIXXXIXXX:X (eight 16-bit pieces)
xaxexax:x:x:d.d.d.d

X: [0.. FFFFH
d: [0..255]D
router router-instance— Specifies the router name or service ID.
Values router-name Base , management
Default Base

service-nameservice-name Specifies the service name as an integer agstri

bypass-routing —Specifies whether to send the ping request to adma directly attached network
bypassing the routing table.

interface interface-name— Specifies the name of an IP interface. The namd altesady exist in theon-
fig>router>interface context.

next-hopip-address— Only displays static routes with the specified rfeog IP address.
Note: IPv6 is supported only for "Management" instantthe router.

Values ipv4-address: a.b.c.d (host bits must be 0)
ipv6-address: XCXXXX:X: X (eight 16-bit piexe
xax:x:x:x:x:d.d.d.d
X: [0 — FFFFH
d: [0 — 255]
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countrequests— Specifies the number of times to perform an OAMyginobe operation. Each OAM echo
message request must either timeout or receivply lbefore the next message request is sent.

Values 1 — 100000
Default 5
do-not-fragment — Sets the DF (Do Not Fragment) bit in the ICMPgppacket.

timeout seconds— Overrides the defautimeout value and is the amount of time that the routdt wait
for a message reply after sending the messagesedimon the expiration of message timeout, the
requesting router assumes that the message respiinset be received. A ‘request timeout’ message
is displayed by the CLI for each message requesttbat expires. Any response received after the
request times out will be silently discarded.

Default 5
Values 1—10

traceroute

Syntax  traceroute [ip-address |dns-name] [ttl tt]] [wait milli-seconds] [no-dns ] [source ip-address] [tos
type-of-service] [router router-instance | service- name service- name]

Context Global

Description The TCP/IP traceroute utility determines the rdota destination address. DNS lookups of the medipg
hosts is enabled by default.

*A:ALA-1# traceroute 192.168.xx.xx4

traceroute to 192.168.xx.xx4, 30 hops max, 40 byte packets
1 192.168.xx.xx4 0.000 ms 0.000 ms 0.000 ms
*A:ALA-1#
Parameters ip-address —The far-end IP address to which to send the tratenmequest message in dotted decimal nota-
tion.

Note: IPv6 is supported only for "Management" instantthe router.
Values ipv4-address: a.b.cd
ipv6-address: XIXXXXX:X:X (eight 16-bit pieces)
xix:x:x:x:x:d.d.d.d
X: [0.. FFFF]H
d: [0..255]D

dns-name —Fhe DNS name of the far-end device to which to dbedraceroute request message,
expressed as a character string.

ttl ttl — The maximum Time-To-Live (TTL) value to includetime traceroute request, expressed as a deci-
mal integer.

Values 1—255

wait milliseconds— The time in milliseconds to wait for a response farobe, expressed as a decimal inte-
ger.
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Default 5000
Values 10 — 60000

no-dns —When theno-dnskeyword is specified, DNS lookups of the respogdinsts will not be per-
formed, only the IP addresses will be printed.

Default DNS lookups are performed

sourceip-address— The source IP address to use as the source ofdbe packets in dotted decimal nota-
tion. If the IP address is not one of the devigaterfaces, an error is returned.

tos type-of-service— The type-of-service (TOS) bits in the IP headethefprobe packets, expressed as a
decimal integer.

Values 0 — 255
router router-name— Specify the alphanumeric character string up tal&acters.
Values Base, Management

service-nameservice-name Specifies the service name as an integer argstri

Isp-ping
Syntax Isp-ping Isp-name [path path-name]

Isp-ping prefix ip-prefix/mask [path-destination ip-address [interface if-name | next-hop ip-
address]]

Isp-ping static Isp-name [assoc-channel ipv4|none |non-ip ] [force] [dest-global-id global-id
dest-node-id node-id] [path-type active | working | protect ]

NOTE: Options common to alsp-ping cases[detail] [fc fc-name[profile injout]] [interval
interval] [send-countsend-courit[sizeoctet$ [ src-ip-addressip-addres§[timeout timeout [t

label-ttl]
Context oam
config>saa>test>type
Description This command, when used with thiatic option, performs in-band on-demand LSP connegtiétrifica-

tion tests for static MPLS-TP LSPs. For other L@beS, thestatic option should be excluded and these are
described elsewhere in this user guide.

Thelsp-ping staticcommand performs an LSP ping using the protocoldatd structures defined in the
RFC 4379, Detecting Multi-Protocol Label Switch&RLS) Data Plane Failures, as extended by RFC
6426, MPLS On-Demand Connectivity Verification édute Tracing.

In an LSP ping, the originating device creates @18l echo request packet for the LSP and path to be
tested, containing a static LSP target FEC stadk fbk the LSP. The MPLS echo request packet is sent
through the data plane, encapsulated in eithet8felabel or the MPLS-TP G-ACh channel, and awatits
MPLS echo reply packet from the device terminathmgLSP. The status of the LSP is displayed when th
MPLS echo reply packet is received.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 169



Operational Commands

In MPLS-TP, the echo request and echo reply messagealways sent in-band over the LSP, eitheiGa a
ACh channel or encapsulated as an IP packet bélew$P label.

Parameters Isp-name—Name that identifies an LSP to ping. The LSP naarel®e up to 32 characters long.

dest-global-idglobal-id — The MPLS-TP global ID for the far end node of tifeH under test. If this is not
entered, then the dest-global-id is taken froml1BE context.

dest-node-idnode-id— The MPLS-TP global ID for the far end node of tieH_under test. If this is not
entered, then the dest-global-id is taken froml1BE context.

control-channel{none | non-ij — The encapsulation format to use for the LSP Pirtngp @equest and
echo reply packet.

Values none — IP encapsulation in an MPLS labeled packet

Values non-ip — MPLS-TP encapsulation without UDP/IP headm an MPLS-TP G-ACh on
the LSP using channel type 0x025.

Default non-ip

force — Allows LSP Ping to test a path that is operatigndtbwn, including cases where MPLS-TP BFD
CC/V is enabled and has taken a path down. Thanpater is only allowed in the OAM context; it is
not allowed for a test configured as a part of AAS

Default disabled
path-type {active | working | protect} —The LSP path to test.
Default active

Values active — The currently active path. If MPLS-TP Emerotection is configured on the
LSP, then this is the path that is selected by B BITP PSC protocol for sending user
plane traffic. If MPLS-TP linear protection is rminfigured, then this will be the wokring
path.

Values working — The working path of the MPLS-TP LSP.
Values protect — The protect path of the MPLS-TP LSP.
path path-name— The LSP path name along which to send the L8 mquest.
Values Any path name associated with the LSP.
Default The active LSP path.

src-ip-addressip-addr —Specifies the source IP address. This option id wéen an OAM packet must be
generated from a different address than the n@ystem interface address. An example is when the
OAM packet is sent over an LDP LSP and the LDP LUBR{ the corresponding LDP session to the
next-hop is set to an address other than the syistenface address.

Values ipv4-address: a.b.c.d

fc fc-name— The fc and profile parameters are used to indittee forwarding class and profile of the
MPLS echo request packet.

When an MPLS echo request packet is generatediim & is forwarded to the outgoing interface, the
packet is queued in the egress network queue pamding to the specified fc and profile parameter
values. The marking of the packet's EXP is dictéethe LSP-EXP mappings on the outgoing inter-
face.
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When the MPLS echo request packet is received®nesponding node, The fc and profile parameter
values are dictated by the LSP-EXP mappings oifrtb@ming interface.

When an MPLS echo reply packet is generated in @R#lis forwarded to the outgoing interface, the
packet is queued in the egress network queue pamdsg to the fc and profile parameter valuesrdete
mined by the classification of the echo requeskegavhich is being replied to, at the incomingeint
face. The marking of the packet's EXP is dictatgthle LSP-EXP mappings on the outgoing interface.
The TOS byte is not modified. The following tablersnarizes this behavior:

Table 9: Request Packet and Behavior

cpm (sender node)

echo request packet:
e packet{tos=1, fcl, profilel}

« fcl and profilel are as entered by user in OAM
command or default values

» tosl as per mapping of {fc1, profile1} to IP
precedence in network egress QoS policy of outgoing
interface

outgoing interface (sender node)

echo request packet
* pkt queued as {fcl, profile1}
» ToS field=tos1 not remarked

 EXP=expl, as per mapping of {fc1, profilel} to EXP
in network egress QoS policy of outgoing interface

Incoming interface (responder node

echo requedtgtac
* packet{tosl, expl}

* expl mapped to {fc2, profile2} as per classificati
in network QoS policy of incoming interface

cpm (responder node)

echo reply packet:
» packet{tos=1, fc2, profile2}

outgoing interface (responder node)

echo reply packe
* pkt queued as {fc2, profile2}

* ToS filed= tos1 not remarked (reply inband or ofit-
band)

EXP=exp2, if reply is inband, remarked as per
mapping of {fc2, profile2} to EXP in network egress
QoS policy of outgoing interface

Incoming interface (sender node)

echo reply packet:
e packet{tosl, exp2}

* exp2 mapped to {fcl, profilel} as per classificati
in network QoS policy of incoming interface

The LSP-EXP mappings on the receive network interfaontrols the mapping of the message reply
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back at the originating router.be
Values be, 12, af, 11, h2, ef, hl, nc
Default be

src-ip-addressip-addr — This parameter specifies the source IP address.penameter is used when an
OAM packet must be generated from a different askltkan the node's system interface address. For
example, when the OAM packet is sent over an LDP BB8d the LDP LSR-ID of the corresponding
LDP session to the next-hop is set to an addrées than the system interface address.

Values ipv4-address: a.b.c.d
profile {in |out} — The profile state of the MPLS echo request packet.
Default out

sizeoctets — The MPLS echo request packet size in octets, egpdeas a decimal integer. The request
payload is padded with zeroes to the specified size

Values 1—9198
Default 1
ttl label-ttl — The TTL value for the MPLS label, expressed ascnala integer.
Values 1—255
Default 255

send-countsend-count— The number of messages to send, expressed aswatizdeger. Theend-count
parameter is used to override the default numberesfsage requests sent. Each message request must
either timeout or receive a reply before the neassage request is sent. The mesgageval value
must be expired before the next message requseshis

Values 1—100
Default 1

time-out interval — The time-out parameter in seconds, expressed esima integer. This value is used
to override the default timeout value and is th@ant of time that the router will wait for a messag
reply after sending the last probe for a particteat. Upon the expiration of timeout the test ivd
marked complete and no more packets will be preceis any of those request probes.

Values 1—10
Default 5

interval interval— The interval parameter in seconds, expressed asimal integer. This parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

path-destination ip-address— Specifies the IP address of the path destinatimm the range 127/8.

interface interface-name— Specifies the name of an IP interface. The name aitesady exist in theon-
fig>router>interface context.

next-hopip-address— Only displays static routes with the specified reogp IP address.

ipv4-address: a.b.c.d (host bits must beréfix ip-prefixmask— Specifies the address prefix and sub-
net mask of the target BGP IPv4 label route.
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static Isp-name— Specifies an LSP ping route using the RFC 64281.S On-Demand Connectivity Verifi-
cation and Route Tracingarget FEC Stack code point Static LSP.

assoc-channel ipv4none|non-ip —Specifies the launched echo request’s usage dfsbeciated Channel
(ACH) mechanism, when testing an MPLS-TP LSP.

Values ipv4 — Use the

none— Use the Associated Channel mechanism descnibB&#C 6426, Section 3.3.
non-ip — Do not use an Associated Channel, as descnbB#C 6426, Section 3.1.

dest-global-idglobal-id — Indicates the source MPLS-TP global identifiertad teplying node. The value
is copied from the reply’s RFC 6426 Source IdeetifiLV.

Values 0 — 4294967295
Default 0

dest-node-idnode-id— Specifies the target MPLS-TP Node Identifier.

Values a.b.c.d|1—4294967295>
Default 0

path-type active | working | protect —Specifies the type of an MPLS TP path.

Values active - test the currently-active path of the MPLS-THPLS
working - test the primary path of the MPLS-TP LSP
protect - test the secondary path of the MPLS-TP LSP

Sample Output

A:DUTA# oam Isp-ping prefix 4.4.4.4/32 detail

LSP-PING 4.4.4.4/32: 80 bytes MPLS payload

Seq=1, send from intf dutl_to_dut3, reply from 4.4.
udp-data-len=32 ttl=255 rtt=5.23ms rc=3 (Egr

---- LSP 4.4.4.4/32 PING Statistics ----
1 packets sent, 1 packets received, 0.00% packet lo
round-trip min = 5.23ms, avg = 5.23ms, max = 5.23ms

4.4
essRir)

ss
, stddev = 0.000ms

LDPLSRID:1.1.1.1

Legend: U - Label In Use, N - Label Not In Use, W
WP - Label Withdraw Pending, BU - Alternate

- Label Withdrawn
For Fast Re-Route

LDP Prefix Bindings

Prefix IngLbl EgrLbl  Egrintf
Peer Lspld

4.4.4.4/32 131069N 131067 1/1/1
3.3.33

4.4.4.4/32 131069U 131064 -
6.6.6.6

No. of Prefix Bindings: 2

/ EgrNextHop

13.1.2
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Isp-trace

Syntax

Context

Description

Parameters

Page 174

A:DUTA#

Isp-trace Isp-name [path path-name]
Isp-trace prefix ip-prefix/mask [path-destination ip-address [interface if-name | next-hop ip-
address]]

Isp-trace static Isp-name [assoc-channel ipv4|none|non-ip ] [path-type active | working |
protect ]

NOTE: Options common to alsp-trace cases:detail] [downstream-map-tlv downstream-map-
tlv] [fc fc-name[profile injout]] [interval intervall [max-fail no-response-couhfmax-ttl max-
label-ttl] [min-ttl min-label-tt] [probe-countprobes-per-hop[sizeoctet$ [src-ip-addressip-
addres$ [timeout timeou}

oam
config>saa>test>type

This command, when used with thiatic option, performs in-band on-demand LSP tracertasis for
static MPLS-TP LSPs. For other LSP types,dtatic option should be excluded and these are described
elsewhere in this user guide.

Thelsp-trace staticcommand performs an LSP trace using the protoabdata structures defined in the
RFC 4379, Detecting Multi-Protocol Label Switch&RLS) Data Plane Failures, as extended by RFC
6426, MPLS On-Demand Connectivity Verification édute Tracing.

The LSP trace operation is modeled after the I€&taute utility which uses ICMP echo request arpdiyre
packets with increasing TTL values to determinehbye-by-hop route to a destination IP.

In an LSP trace, the originating device createBBhLS echo request packet for the LSP to be testdd w
increasing values of the TTL in the outermost lalbee MPLS echo request packet is sent throughklake
plane and awaits a TTL exceeded response or theSweho reply packet from the device terminating the
LSP. The devices that reply to the MPLS echo retgpaskets with the TTL exceeded and the MPLS echo
reply are displayed.

In MPLS-TP, the echo request and echo reply messagealways sent in-band over the LSP, eitheiGa a
ACh channel or encapsulated as an IP packet bélew$P label.

Isp-name—Name that identifies an LSP to ping. The LSP naarel®e up to 32 characters long.
path path-name— The LSP path name along which to send the LSP teapeest.

Values Any path name associated with the LSP.

Default The active LSP path.

control-channel{none | non-ig — The encapsulation format to use for the MPLS eelgoiest and echo
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reply packet.
Values none — IP encapsulation in an MPLS labeled packet

Values non-ip — MPLS-TP encapsulation without UDP/IP heada an MPLS-TP G-ACh on
the LSP using channel type 0x025.

Default non-ip

size octets —The size in octets, expressed as a decimal intefjire MPLS echo request packet, including
the IP header but not the label stack. The requastoad is padded with zeroes to the specifiegl. siz
Note that an OAM command is not failed if the usetered a size lower than the minimum required to
build the packet for the echo request messagepayiead is automatically padded to meet the mini-

mum size.
Values 1—9198
Default 1

src-ip-addressip-addr —Specifies the source IP address. This option id wéen an OAM packet must be
generated from a different address than the n@ystem interface address. An example is when the
OAM packet is sent over an LDP LSP and the LDP UBRY the corresponding LDP session to the
next-hop is set to an address other than the syistenface address.

Values ipv4-address: a.b.c.d

min-ttl min-label-ttt— The minimum TTL value in the MPLS label for the L8&ce test, expressed as a
decimal integer.

Default 1
Values 1—255

max-ttl max-label-tt— The maximum TTL value in the MPLS label for the LB®etrace test, expressed
as a decimal integer.

Values 1—255
Default 30

max-fail no-response-court- The maximum number of consecutive MPLS echo reguegpressed as a
decimal integer that do not receive a reply betbestrace operation fails for a given TTL.

Values 1— 255
Default 5

send-countsend-count— The number of messages to send, expressed aswatizdeger. Theend-count
parameter is used to override the default numberesfsage requests sent. Each message request must
either timeout or receive a reply before the neassage request is sent. The mesgageval value
must be expired before the next message requseshis

Values 1—100
Default 1

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinidygs value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uporxihieation of message timeout, the requesting router
assumes that the message response will not beedcéi ‘request timeout’ message is displayed ley th
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CLI for each message request sent that expiresrésponse received after the request times out will
be silently discarded.

Values 1—10
Default 3

interval interval — Theinterval parameter in seconds, expressed as a decimaéinfgys parameter is

used to override the default request message stargal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeuming 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Values 1—10
Default 1

downstream-map-tlv{ddmap | dsmap} — LSP Trace commands with this option can only beete if

the control-channel is set to none. The DSMAP/DDMAF is only included in the echo request mes-
sage if the egress interface is either a numbétedtérface, or an unnumbered IP interface. The TLV
will not be included if the egress interface igygfe unnumbered-mpls-tp.

fc fc-name— The fc and profile parameters are used to inditadorwarding class and profile of the

MPLS echo request packet.

When an MPLS echo request packet is generatedlim & is forwarded to the outgoing interface, the
packet is queued in the egress network queue pamding to the specified fc and profile parameter
values. The marking of the packet's EXP is dictéethe LSP-EXP mappings on the outgoing inter-
face.

When the MPLS echo request packet is received@nesponding node, The fc and profile parameter
values are dictated by the LSP-EXP mappings oirntb@ming interface.

When an MPLS echo reply packet is generated in @RMis forwarded to the outgoing interface, the
packet is queued in the egress network queue pamding to the fc and profile parameter valuesrdete
mined by the classification of the echo requeskegavhich is being replied to, at the incomingeimt
face. The marking of the packet's EXP is dictatgthle LSP-EXP mappings on the outgoing interface.
The TOS byte is not modified. The following tablerenarizes this behavior:
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Table 10: Request Packet and Behavior

cpm (sender node)

echo request packet:
e packet{tos=1, fcl, profilel}

» fcl and profilel are as entered by user in OAM
command or default values

» tosl as per mapping of {fc1, profilel} to IP prdeace
in network egress QoS policy of outgoing interface

outgoing interface (sender node)

echo request packet
» pkt queued as {fcl, profilel}
e ToS field=tos1 not remarked

» EXP=expl, as per mapping of {fc1, profilel} to EXP
network egress QoS policy of outgoing interface

Incoming interface (responder
node)

echo request packet:
* packet{tosl, expl}

* expl mapped to {fc2, profile2} as per classificatin
network QoS policy of incoming interface

cpm (responder node)

echo reply packet:
» packet{tos=1, fc2, profile2}

outgoing interface (responder
node)

echo reply packet:
* pkt queued as {fc2, profile2}

e ToS filed= tosl not remarked (reply inband or ofit-
band)

» EXP=exp2, if reply is inband, remarked as per niragpp
of {fc2, profile2} to EXP in network egress QoS oyl
of outgoing interface

Incoming interface (sender node

echo reply packet:
* packet{tosl, exp2}

* exp2 mapped to {fcl, profilel} as per classificatin
network QoS policy of incoming interface

Values

Default be

be, 12, af, 11, h2, ef, h1, nc

profile {in |out} — The profile state of the MPLS echo request packet.

Default out

path-destination ip-address— Specifies the IP address of the path destinditan the range 127/8.

interface interface-name— Specifies the name of an IP interface. The namst already exist in the
con-fig>router>interface context.
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downstream-map-tlv{dsmapgddmapjnone} — Specifies which format of the downstream mappiny TL
to use in the LSP trace packet. The DSMAP TLV &sdhiginal format in RFC 4379. The DDMAP is
the new enhanced format specified in RFC 6424.uBee can also choose not to include the down-

stream mapping TLV by entering the value none.

Default Inherited from global configuration of downstrearmapping TLV in optiormpls-echo-
request-downstream-map{dsmap|ddmap }.

Sample Output

*A:Dut-A# oam Isp-trace prefix 10.20.1.6/32 downstr
127.0.0.1 detail Isp-trace to 10.20.1.6/32: 0 hops
1 10.20.1.2 rtt=3.44ms rc=8(DSRtrMatchLabel) rsc=
DS 1: ipaddr=127.0.0.1 ifaddr=0 iftype=ipv4Unn
label[1]=131070 protocol=3(LDP)
2 10.20.1.4 rtt=4.65ms rc=8(DSRtrMatchLabel) rsc=
DS 1: ipaddr=127.0.0.1 ifaddr=0 iftype=ipv4Unn
label[1]=131071 protocol=3(LDP)
3 10.20.1.6 rtt=7.63ms rc=3(EgressRtr) rsc=1 *A:D

*A:Dut-C# oam Isp-trace "p_1" detail

Isp-trace to p_1: 0 hops min, 0 hops max, 116 byte

1 10.20.1.2 rtt=3.46ms rc=8(DSRtrMatchLabel)
DS 1: ipaddr 10.20.1.4 ifaddr 3 iftype 'ipv4Un

proto=4(RSVP-TE)

2 10.20.1.4 rtt=3.76ms rc=8(DSRtrMatchLabel)
DS 1: ipaddr 10.20.1.6 ifaddr 3 iftype 'ipv4Un

proto=4(RSVP-TE)

3 10.20.1.6 rtt=5.68ms rc=3(EgressRtr)

*A:Dut-C#

Isp-trace over a numbered IP interface

A:DUTA#
A:DUTA# oam Isp-trace prefix 5.5.5.5/32 detail
Isp-trace to 5.5.5.5/32: 0 hops min, 0 hops max, 10
1 6.6.6.6 rtt=2.45ms rc=8(DSRtrMatchLabel)

DS 1: ipaddr=5.6.5.1 ifaddr=5.6.5.1 iftype=ipv
proto=3(LDP)
2 5.5.5.5 rtt=4.77ms rc=3(EgressRtr)
A:DUTA#

Isp-trace over an unnumbered IP interface

*A:Dut-A# oam Isp-trace prefix 10.20.1.6/32 downstr
127.0.0.1 detail Isp-trace to 10.20.1.6/32: 0 hops
1 10.20.1.2 rtt=3.44ms rc=8(DSRtrMatchLabel) rsc=
DS 1: ipaddr=127.0.0.1 ifaddr=0 iftype=ipv4Unn
label[1]=131070 protocol=3(LDP)
2 10.20.1.4 rtt=4.65ms rc=8(DSRtrMatchLabel) rsc=
DS 1: ipaddr=127.0.0.1 ifaddr=0 iftype=ipv4Unn
label[1]=131071 protocol=3(LDP)
3 10.20.1.6 rtt=7.63ms rc=3(EgressRtr) rsc=1 *A:D

eam-map-tlv ddmap path-destination
min, 0 hops max, 152 byte packets
1

umbered MRU=1500

1
umbered MRU=1500

ut-A#

packets

numbered' MRU=1500 label=131071

numbered' MRU=1500 label=131071

4 byte packets

4Numbered MRU=1564 label=131071

eam-map-tlv ddmap path-destination
min, 0 hops max, 152 byte packets
1

umbered MRU=1500

1
umbered MRU=1500

ut-A#
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*A:Dut-A# oam |dp-treetrace prefix 10.20.1.6/32

Idp-treetrace for Prefix 10.20.1.6/32:

127.0.0.1, ttl= 3dst= 127.1.0.25 5 rc = EgressRtr status = Done
Hops: 127.0.0.1 127.0.0.1

127.0.0.1, ttl= 3dst= 127.2.0.25 5 rc = EgressRtr status = Done
Hops: 127.0.0.1 127.0.0.1

Idp-treetrace discovery state: Done
Idp-treetrace discovery status: ' OK'
Total number of discovered paths: 2
Total number of failed traces: 0
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Service Diagnostics

sdp-mtu

Syntax

Context

Description

Special Cases

Parameters
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Note: This command is not supported on 7210 SASIM %10 SAS-T devices configured in Access uplink
mode.

sdp-mtu orig-sdp-id size-inc start-octets end-octets [step step-size] [timeout timeout] [interval
interval]

oam

Performs MTU Path tests on an SDP to determindatigest path-mtu supported on an SDP. 3ike-inc
parameter can be used to easily determingaiie-mtu of a given SDP-ID. The forwarding class is
assumed to be Best-Effort Out-of-Profile. The mgesaply is returned with IP/GRE encapsulation from
the far-end 7210 SAS M. OAM request messages siéimtvan IP/GRE SDP must have the ‘DF’ IP header
bit set to 1 to prevent message fragmentation.

To terminate asdp-mtu in progress, use the CLI break sequence <Ctrl-C>.

SDP Path MTU Tests — SDP Path MTU tests can be performed usingstiemtu size-inckeywordto
easily determine thpath-mtu of a given SDP-ID. The forwarding class is assuhodoe Best-Effort Out-
of-Profile. The message reply is returned with IREsencapsulation from the far-end 7210 SAS M.

With each OAM Echo Request sent usingglze-incparameter, a response line is displayed as message
output. The path MTU test displays incrementingkeasizes, the number sent at each size untillg iep
received and the response message.

As the request message is sent, its size valusptagled followed by a period for each request sétihat
size. Up to three requests will be sent unlesdid kesponse is received for one of the requestisadtsize.
Once a response is received, the next size messagpt.

The response message indicates the result of theage request.

After the last reply has been received or resptimssout, the maximum size message replied to ineléca
the largest size OAM Request message that receivatld reply.

orig-sdp-id —Thesdp-idto be used bgdp-ping, expressed as a decimal integer. The far-end asldfeke
specifiedsdp-idis the expectetesponder-idwithin each reply received. The specifstp-iddefines
the encapsulation of the SDP tunnel encapsulased to reach the far end. This can be IP MPLS. If
orig-sdp-idis invalid or administratively down or unavailalite some reason, the SDP echo request
message is not sent and an appropriate error neessdigplayed (once thieterval timer expires, sdp-
ping will attempt to send the next request if regd).

Values 1— 17407

size-incstart-octetseend-octets— Indicates an incremental path MTU test will be parfed with by send-
ing a series of message requests with increasing BMZes. Thestart-octetsandend-octetparameters
are described below.

start-octets —The beginning size in octets of the first message for an incremental MTU test, expressed
as a decimal integer.

Values 40 — 9198
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end-octets —Fhe ending size in octets of the last messagefgeah incremental MTU test, expressed as a

decimal integer. The specified value must be grahtastart-octets
Values 40 — 9198

stepstep-size— The number of octets to increment the messageaipeest for each message sent for an

incremental MTU test, expressed as a decimal intddpe next size message will not be sent until a
reply is received or three messages have timedtdhe current size.

If the incremented size exceeds #mal-octetwvalue, no more messages will be sent.
Default 32
Values 1—512

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to

override the defautimeout value and is the amount of time that the routdirwait for a message

reply after sending the message request. Uporxihieation of message timeout, the requesting router
assumes that the message response will not beedcéi ‘request timeout’ message is displayed ley th
CLI for each message request sent that expiresrégponse received after the request times out will
be silently discarded.

Default 5
Values 1—10

interval interval — Theinterval parameter in seconds, expressed as a decimadinfidgs parameter is

Output Sam

used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

ple SDP MTU Path Test Sample Output

*A:Dut-A# oam sdp-mtu 1201 size-inc 512 3072 step 2 56
Size Sent Response
512 Success
768 Success
1024 Success
1280 Success
1536 Success
1792 Success
2048 Success
2304 Success
2560 Success
2816 Success
3072 Success

Maximum Response Size: 3072
*A:Dut-A#
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svc-ping
Note: This command is not supported on 7210 SASIM %10 SAS-T devices configured in Access uplink

mode.

Syntax  svc-ping ip-address [service service-id] [local-sdp ] [remote-sdp ]
Context <GLOBAL>

Description Tests a service ID for correct and consistent gioning between two service end points.

Thesvc-pingcommand accepts a far-end IP address awhace-idfor local and remote service testing.
The following information can be determined frert-ping

Local and remote service existence
Local and remote service state
Local and remote service type correlation

Local and remote customer association

a > w b

Local and remote service-to-SDP bindings anea stat
6. Local and remote ingress and egress service dalsekiation

Unlike sdp-ping, only a single message will be sent per commaadount nor interval parameter is sup-
ported and round trip time is not calculated. Agout value of 10 seconds is used before failingeleest.
The forwarding class is assumed to be Best-Effoitt@-Profile

If no request is sent or a reply is not receivédemote information will be shown as N/A.
To terminate a&vc-pingin progress, use the CLI break sequence <Ctrl-C>.

Upon request timeout, message response, requesshagion, or request error the following local and
remote information will be displayed. Local and meinformation will be dependent upon service €xis
tence and reception of reply.

Field Description Values

Request Result The result of thec-ping request message. Sent - Request Timeout
Sent - Request Terminated
Sent - Reply Received

Not Sent - Non-Existent
Service-ID

Not Sent - Non-Existent
SDP for Service

Not Sent - SDP For Service
Down

Not Sent - Non-existent
Service Egress Label

Service-ID The ID of the service being tested. service-id
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Field Description Values (Continued)
Local Service Type The type of service being tedfeskervice-iddoes not exist Epipe
locally, N/A is displayed. TLS
IES
Mirror-Dest
N/A

Local Service Admin The local administrative state sérvice-id If the service does Admin-Up
State not exist locally, the administrative state will Nen-Existent. .
Admin-Down
Non-Existent
Local Service Oper State The local operational sitbservice-id If the service does not Oper-Up
exist locally, the state will be N/A.
Oper-Down
N/A
Remote Service Type The remote type of service bieistgd. Ifservice-iddoes not  Epipe, Ipipe
exist remotely, N/A is displayed. TLS
IES
Mirror-Dest
N/A

Remote Service Admin The remote administrative statesafrvice-id If the service does Up
State not exist remotely, the administrative state is Notistent.

Down
Non-Existent
Local Service MTU The locaervice-mtufor service-id If the service does not service-mtu
exist, N/A is displayed. N/A
Remote Service MTU The remadervice-mtufor service-id If the service does not remote-service-mtu
exist remotely, N/A is displayed. N/A
Local Customer ID The localustomer-icassociated witlservice-id If the service  customer-id
does not exist locally, N/A is displayed. N/A
Remote Customer ID The rematestomer-icassociated witkervice-id If the service customer-id
does not exist remotely, N/A is displayed. N/A
Local Service IP The local system IP address used to terminate yncbnfig-  system-ip-address
Address ured SDP-ID (as thfar-end address). If an IP interface has nOtN/A

been configured to be the system IP address, Ndisdayed.

Local Service IP Inter-  The name of the local system IP interface. If tieal system I[P system-interface-name
face Name interface has not been created, N/A is displayed. N/A

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 183



Operational Commands

Field

Description Values (Continued)

Local Service IP Inter-
face State

Expected Far-end
Address

Actual Far-end Address

Responders Expected
Far-end Address

Originating SDP-ID

Originating SDP-ID
Path Used

Originating SDP-ID
Administrative State

Originating SDP-ID
Operating State

Originating SDP-ID
Binding Admin State
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The state of the local system IP interface. Ifldual system IP  Up

interface has not been created, Non-Existent [gajied.
Down

Non-Existent

The expected IP address for the remote systentdFace. This orig-sdp-far-end-addr
must be thdar-end address entered for thgc-pingcommand. .

dest-ip-addr
N/A

The returned remote IP addiea response is not received, theesp-ip-addr
displayed value is N/A. If the far-end service tierface is
. . . N/A
down or non-existent, a message reply is not erpesdp-ping
should also fail.

The expected source of the originatatp-idfrom the perspec- resp-rec-tunnel-far-end-
tive of the remote router terminating tbap-id If the far-end address

cannot detect the expected source of the ingidjssdor the N/A

request is transmitted outside 8up-id N/A is displayed.

Thesdp-idused to reach tHar-end IP address ifdp-pathis orig-sdp-id
defined. The originatingdp-idmust be bound to treervice-id
and terminate on thar-end IP address. If an appropriate origi-
natingsdp-idis not found, Non-Existent is displayed.

Non-Existent

Whether the Originating router used the originasdg-idto Yes

send thesvc-pingrequest. If a valid originatingdp-idis found,

operational and has a valid egress service ldiebitiginating

router should use theelp-idas the requesting pathsifip-path N/A

has been defined. If the originating router usesaitiginating

sdp-idas the request path, Yes is displayed. If tharmatgg

router does not use the originatsdp-idas the request path, No

is displayed. If the originatingdp-idis non-existent, N/A is dis-

played.

The local administrative state of the originatsup-id If the Admin-Up
sdp-idhas been shutdown, Admin-Down is displayed. If the Admin-Up

originatingsdp-idis in the no shutdown state, Admin-Up is dis-
played. If an originatingdp-idis not found, N/A is displayed. N/A

The local operational state of the originatsdp-id If an origi-  Oper-Up
natingsdp-idis not found, N/A is displayed. Oper-Down
N/A

The local administrative state of the originatsup-ics binding Admin-Up

to service-id If ansdp-idis not bound to the service, N/A is dis- .
played Admin-Up

N/A
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Description

Values (Continued)

Originating SDP-ID
Binding Oper State

Responding SDP-ID

Responding SDP-ID
Path Used

Responding SDP-ID
Administrative State

Responding SDP-ID
Operational State

Responding SDP-ID
Binding Admin State

Responding SDP-ID
Binding Oper State

Originating VC-ID

The local operational state of the originatsup-ics binding to
service-id If ansdp-idis not bound to the service, N/A is dis-
played.

Thedp-idused by the far end to respond to $kie-ping
request. If the request was received withoustt path param-
eter, the responding router will not usesaip-idas the return
path, but the appropriate respondsutp-idwill be displayed. If
a validsdp-idreturn path is not found to the originating router
that is bound to thservice-id Non-Existent is displayed.

Whether the responding router used the resporstipgdto

Oper-Up
Oper-Down
N/A
resp-sdp-id

Non-Existent

Yes

respond to thevc-pingrequest. If the request was received viaNO

the originatingsdp-idand a valid retursdp-idis found, opera-
tional and has a valid egress service label, therid router
should use thedp-idas the retursdp-id If the far end uses the

N/A

respondingsdp-idas the return path, Yes is displayed. If the far

end does not use the respondsdg-idas the return path, No is
displayed. If the respondirggip-idis non-existent, N/A is dis-
played.

The administrative state of the far-esap-idassociated with the

return path foservice-id When a return path is administratively

down, Admin-Down is displayed. If the retusdp-idis adminis-
tratively up, Admin-Up is displayed. If the respamglsdp-idis
non-existent, N/A is displayed.

The operational state of the far-esatb-idassociated with the
return path foservice-id When a return path is operationally
down, Oper-Down is displayed. If the retwstp-idis operation-
ally up, Oper-Up is displayed. If the respondgup-idis non-
existent, N/A is displayed.

The local administrative state of the respondsdis-idbinding

to service-id If ansdp-idis not bound to the service, N/A is dis

played.

The local operational state of the respondsdjs-idbinding to
service-id If ansdp-idis not bound to the service, N/A is dis-
played.

The originator’s VC-ID associatedth thesdp-idto the far-end
address that is bound $ervice-id If the sdp-idsignaling is off,
originator-vc-idis 0. If theoriginator-vc-iddoes not exist, N/A
is displayed.
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Admin-Up
Admin-Up
N/A

Oper-Up
Oper-Down
N/A

Admin-Up
"Admin-Down
N/A

Oper-Up
Oper-Down
N/A
originator-vc-id
N/A
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Field

Description Values (Continued)

Responding VC-ID

Originating Egress Ser-

vice Label

Originating Egress Ser-
vice Label Source

Originating Egress Ser-
vice Label State

Responding Service

Label

Responding Egress Ser-
vice Label Source

Responding Service

Label State

Expected Ingress Ser-

vice Label
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The responder’s VC-ID associateith Wiesdp-idto originator-  responder-vc-id
id that is bound tservice-id If the sdp-idsignaling is off or the

service binding tedp-iddoes not existesponder-vc-ids 0. If a N/A
response is not received, N/A is displayed.
The originating service label (VC-Label) associatgth the egress-vc-label

service-idfor the originatingsdp-id If service-iddoes not exist
locally, N/A is displayed. Ikervice-idexists, but the egress ser-
vice label has not been assigned, Non-Existerisidaled. Non-Existent

The originating egress service label source. Ifidisplayed Manual
egress service label is manually defined, Manudisplayed. If
the egress service label is dynamically signalégh&ed is dis-
played. If theservice-iddoes not exist or the egress service lab&/A
is non-existent, N/A is displayed.

Signaled

The originating egress service label state. Ifatiginating Up
router considers the displayed egress service tgiehtional,

Up is displayed. If the originating router consil#ie egress Down
service label inoperative, Down is displayed. H $lervice-id N/A
does not exist or the egress service label is nstemt, N/A is
displayed.

The actual responding service label in use bydnehd router rec-vc-label
for thisservice-idto the originating router. Bervice-iddoes not N/A

exist in the remote router, N/A is displayedséfrvice-iddoes

exist remotely but the remote egress service lagihot been Non-Existent
assigned, Non-Existent is displayed.

The responder’s egress service label source. esgonder's  Manual
egress service label is manually defined, Manudisplayed. If
the responder’s egress service label is dynamisajlyaled, Sig-
naled is displayed. If thgervice-iddoes not exist on the N/A
responder or the responder’s egress service Iabelni-existent,

N/A is displayed.

Signaled

The responding egress service label state. Ifdpanding Up
router considers it is an egress service labelatiperal, Up is
displayed. If the responding router considers #irisegress ser-
vice label inoperative, Down is displayed. If gervice-iddoes N/A
not exist or the responder’s egress service labmbin-existent,

N/A is displayed.

Down

The locally assigned ingress service label. Thikésservice ingress-vc-label
label that the far-end is expected to usestawice-idwhen send-

: S L . N/A

ing to the originating router. Hervice-iddoes not exist locally,

N/A is displayed. Iservice-idexists but an ingress service labelNon-Existent
has not been assigned, Non-Existent is displayed.
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Field Description Values (Continued)

Expected Ingress Label The originator’s ingress service label sourcehéf originator's  Manual
Source ingress service label is manually defined, Mansidisplayed. If
the originator’s ingress service label is dynantjcsignaled,
Signaled is displayed. If theervice-iddoes not exist on the orig-N/A
inator or the originators ingress service labelinatsbeen
assigned, N/A is displayed.

Signaled

Expected Ingress Ser-  The originator’s ingress service label state. & ¢iginating Up

vice Label State router considers it as an ingress service labelatipaal, Up is
displayed. If the originating router considersstam ingress ser-
vice label inoperative, Down is displayed. If gervice-iddoes N/A
not exist locally, N/A is displayed.

Down

Responders Ingress Ser-The assigned ingress service label on the rematerrdrhisis  resp-ingress-vc-label
vice Label the service label that the far end is expectingteive for N/A

service-idwhen sending to the originating routerséfrvice-id

does not exist in the remote router, N/A is disptayifservice- Non-Existent

id exists, but an ingress service label has not besigraed in the

remote router, Non-Existent is displayed.

Responders Ingress The assigned ingress service label source on theteerouter. If Manual

Label Source the ingress service label is manually defined @enrémote Signaled
router, Manual is displayed. If the ingress senldd®l is
dynamically signaled on the remote router, Sign&edis- N/A
played. If theservice-iddoes not exist on the remote router, N/A
is displayed.

Responders Ingress Ser-The assigned ingress service label state on theteerauter. If  Up

vice Label State the remote router considers it as an ingress selabel opera-
. L L Down
tional, Up is displayed. If the remote router coless it as an
ingress service label inoperative, Down is disptaytthe N/A
service-iddoes not exist on the remote router or the ingsess
vice label has not been assigned on the remoterfdWA is dis-
played.

Parameters ip-address —The far-end IP address to which to sendsteping request message in dotted decimal nota-

tion.

service service-id— The service ID of the service being tested mushbieated with this parameter. The
service ID need not exist on the local to receiveply message.

Values 1 — 2147483647

local-sdp —Specifies thesvc-ping request message should be sent using the sanieesemwnel encapsu-
lation labeling as service traffic. liical-sdpis specified, the command attempts to use an egdpsid
bound to the service with the specifiiaa-end IP address with the VC-Label for the service. Tdre
end address of the specifisdp-idis the expectetbsponder-idwithin the reply received. Thedp-id
defines the encapsulation of the SDP tunnel entafisu used to reach the far end; this can be IHGR
or MPLS. On originator egress, the service-ID nisste an associated VC-Label to reach the far-end
address of thedp-idand thesdp-idmust be operational for the message to be sent.
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If local-sdpis not specified, thevc-pingrequest message is sent with GRE encapsulati¢ntiat
OAM label.

The following table indicates whether a messageig and how the message is encapsulated based on
the state of the service ID.

Local Service State local-sdp Not Specified local-sdp Specified
Message Messag e Message Messag e
Sent Encapsulation Sent Encapsulation
Invalid Local Service Yes Generic IP/IGRE OAM No None
(PLP)
No Valid SDP-ID Bound Yes Generic IP/IGRE OAM No None
(PLP)
SDP-ID Valid But Down Yes Generic IP/IGRE OAM No None
(PLP)
SDP-ID Valid and Up, But No Service Yes Generic IP/IGRE OAM No None
Label (PLP)
SDP-ID Valid, Up and Egress Service Yes Generic IP/IGRE OAM Yes SDP Encapsulation
Label (PLP) with Egress Service
Label (SLP)

remote-sdp —Specifiessvc-ping reply message from tHar-end should be sent using the same service
tunnel encapsulation labeling as service traffic.
If remote-sdpis specified, théar-end responder attempts to use an egselgsidbound to the service
with the message originator as the destinatiordiRess with the VC-Label for the service. Hup-id
defines the encapsulation of the SDP tunnel endaisu used to reply to the originator; this canlBé
GRE or MPLS. On responder egress, the service-1Bt imave an associated VC-Label to reach the
originator address of theelp-idand thesdp-idmust be operational for the message to be sent.
If remote-sdpis not specified, thevc-pingrequest message is sent with GRE encapsulatidntimet
OAM label.

The following table indicates how the message nespd@s encapsulated based on the state of theeemot
service ID.
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Message Encapsulation

remote-sdp
Not Specified

remote-sdp
Specified

Invalid Ingress Service Label

Invalid Service-ID

No Valid SDP-ID Bound on Service-ID
SDP-ID Valid But Down

SDP-ID Valid and Up, but No Service Label

Generic IP/IGRE OAM FL
Generic IP/IGRE OAM (PLP)
Generic IP/IGRBI® (PLP)
Generic IP/IGRE OAM (PLP)
Generi6ldRE OAM (PLP)

SDP-ID Valid and Up, Egress Service Label, buGeneric IP/GRE OAM (PLP)

VC-ID Mismatch

SDP-ID Valid and Up, Egress Service Label, buGeneric IP/GRE OAM (PLP)

VC-ID Match

Sample Output

A:ALU_G7X1>config# oam svc-ping 10.20.1.3 service 1

Service-ID: 1

Err Info Local Remote
Type: EPIPE EPIPE
Admin State: Up Up

==> QOper State: Down
Service-MTU: 1514 1514
Customer ID: 1 1

IP Interface State: Up

Actual IP Addr:  10.20.1.1 10.20.1.3
Expected Peer IP: 10.20.1.3 10.20.1.1
SDP Path Used: No No
SDP-ID: 1 2

Admin State: Up Up

Operative State: Up Up

Binding Admin State:Up

Binding Oper State: Up Up

Binding VC ID: 10 10

Binding Type: Spoke Spoke
Binding Vc-type: Ether Ether
Binding Vlan-vc-tag:N/A N/A
Egress Label: 131070 131068
Ingress Label: 131068 131070
Egress Label Type: Signaled Signaled
Ingress Label Type: Signaled Signaled

Request Result: Send - Reply Received: Responder Se

A:ALU_G7X1>config#

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e

Generic IP/IGRE OAM (PLP)
GeneIGRE OAM (PLP)
Generic IP/IGRE OAM (PLP)
GemelP/GRE OAM (PLP)
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Generic IP/GRE OAM (PLP)

SDP Encapsulation with Egre
Service Label (SLP)

rvice ID Oper-Down
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vprn-ping

Syntax  vprn-ping service-id source ip-address destination ip-address [fc fc-name [profile [in |
out]][size size] [ttl vc-label-ttl] [return-control ] [interval interval] [send-count send-count]
[timeout timeout]

Context <GLOBAL>
config>saa>test>type

Description This command performs a VPRN ping.

Parameters serviceservice-id— The VPRN service ID to diagnose or manage.

Values service-id 1— 2147483647

sourceip-address— The IP prefix for the source IP address in dottedimal notation.
Values ipv4-address: 0.0.0.0 — 255.255.255.255

destinationip-address— The IP prefix for the destination IP address ittetbdecimal notation.
Values 0.0.0.0 — 255.255.255.255

sizeoctets — The OAM request packet size in octets, expresseddesimal integer.
Values 1—9198

ttl vc-label-ttl— The TTL value in the VC label for the OAM requesstpressed as a decimal integer.
Default 255
Values 1—255

return-control — Specifies the response to come on the control plane

interval interval — Theinterval parameter in seconds, expressed as a decimainfigys parameter is
used to override the default request message stargal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second where tfmeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeuming 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1 — 10 seconds

send-countsend-count— The number of messages to send, expressed asaatlatieger. Theount
parameter is used to override the default numberaesfsage requests sent. Each message request must
either timeout or receive a reply before the negssage request is sent. The mess#geval value
must be expired before the next message requsshis

Default 1
Values 1—100

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinidys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message reply
after sending the message request. Upon the enpim@it message timeout, the requesting router agsum
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Parameters
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that the message response will not be received.résponse received after the request times oubwill
silently discarded.

Default 5
Values 1—100
fc-name — The forwarding class of the MPLS echaiest)encapsulation.
Default be
Values be, 12, af, 11, h2, ef, hl, nc
profile {in | out} — The profile state of the MPL&ho request encapsulation.

Default out

Sample Output

A:PE_1# oam vprn-ping 25 source 10.4.128.1 destination 10.16.128.0
Sequence Node-id Rep ly-Path Size RTT

[Send request Seq. 1.]
1 10.128.0.3:cpm In -Band 100 Oms

APE_1#

APE_1#

vprn-trace service-id source src-ip destination ip-address [fc fc-name [profile [in | out]] [size
size] [min-ttl vc-label-ttl]] [max-ttl vc-label-ttl] [return-control ] [probe-count probes-per-hop]
[interval seconds] [timeout timeout]

<GLOBAL>
config>saa>test>type

Performs VPRN trace.
serviceservice-id— The VPRN service ID to diagnose or manage.
Values service-id 1 — 2147483647
sourcesrc-ip— The IP prefix for the source IP address in dottecimal notation.

Values ipv4-address: 0.0.0.0 — 255.255.255.255

destinationdst-ip— The IP prefix for the destination IP address ittetbdecimal notation.
Values 0.0.0.0 — 255.255.255.255
sizeoctets — The OAM request packet size in octets, expresseddesimal integer.

min-ttl vc-label-ttl— The minimum TTL value in the VC label for the traest, expressed as a decimal
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integer.
Default 1
Values 1— 255

max-ttl vc-label-ttl— The maximum TTL value in the VC label for the trdaest, expressed as a decimal
integer.

Default 4
Values 1—255

return-control — Specifies the OAM reply to a data plane OAM requessent using the control plane
instead of the data plane.

Default OAM reply sent using the data plane.

probe-countsendcount— The number of OAM requests sent for a particulak V&lue, expressed as a
decimal integer.

Default 1
Values 1—10

interval seconds— Theinterval parameter in seconds, expressed as a decimaginfédgs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second where tlmeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumning 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1 — 10 seconds

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinidgs value is used to
override the defautimeout value and is the amount of time that the routdirwmait for a message
reply after sending the message request. Uporxihieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.

Default 3
Values 1—60
fc-name — The forwarding class of the MPLS echaiest) encapsulation.
Default be
Values be, 12, af, 11, h2, ef, h1, nc
profile {in | out} — The profile state of the MPL&ho request encapsulation.

Default out

Sample Output

A:PE_1# oam vprn-trace 25 source 10.4.128.1 destina tion 10.16.128.0
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TTL Seq Reply Node-id Rcvd-on Reply -Path RTT
[Send request TTL: 1, Seq. 1.]
1 1 1 10.128.04 cpm In-Ba nd Oms
Requestor 10.128.0.1 Route: 0.0.0.0/0
Vpn Label: 131071 Metrics 0 Pref 170 Owner bgpV pn

Next Hops: [1] Idp tunnel
Route Targets: [1]: target:65100:1
Responder 10.128.0.4 Route: 10.16.128.0/24
Vpn Label: 131071 Metrics O Pref 170 Owner bgpV pn
Next Hops: [1] Idp tunnel
Route Targets: [1]: target:65001:100

[Send request TTL: 2, Seq. 1.]

2 1 1 10.128.0.3 cpm In-Ba nd Oms
Requestor 10.128.0.1 Route: 0.0.0.0/0
Vpn Label: 131071 Metrics O Pref 170 Owner bgpV pn

Next Hops: [1] Idp tunnel

Route Targets: [1]: target:65100:1
Responder 10.128.0.3 Route: 10.16.128.0/24

Vpn Label: 0 Metrics 0 Pref 0 Owner local

Next Hops: [1] ifldx 2 nextHoplp 10.16.128.0

[Send request TTL: 3, Seq. 1.]
[Send request TTL: 4, Seq. 1.]

APE_1#
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VPLS MAC Diagnostics

cpe-ping

Syntax

Context

Description

Parameters

Page 194

Note: VPLS MAC diagnostics commands are not sujggioon 7210 SAS-M and 7210 SAS-T devices con-
figured in Access uplink mode.

cpe-ping service service-id destination ip-address sourceip-address [ttl vc-label-ttl] [return-
control ] [source-mac ieee-address] [fc fc-name] [interval interval] [count send-count] [send-
control ]

oam
config>saa>test>type

This ping utility determines the IP connectivityadCPE within a specified VPLS service.

serviceservice-id— The service ID of the service to diagnose or manage
Values service-id 1 — 2147483647

destination ip-address— Specifies the IP address to be used as the déstiriat performing an OAM
ping operations.

sourceip-address— Specify an unused IP address in the same netwathstlassociated with the VPLS.

ttl vc-label-ttl— The TTL value in the VC label for the OAM MAC reigexpressed as a decimal integer.
Default 255
Values 1—255

return-control — Specifies the MAC OAM reply to a data plane MAC OAdbtjuest be sent using the con-
trol plane instead of the data plane.

Default MAC OAM reply sent using the data plane.

source-macieee-address— Specify the source MAC address that will be serthé CPE. If not specified
or set to 0, the MAC address configured for the GBMsed.

fc-name —The forwarding class of the MPLS echo request esidagion.
Default be
Values be, 12, af, 11, h2, ef, h1, nc

interval interval — Theinterval parameter in seconds, expressed as a decimaginiégs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second where thmeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.
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Default 1
Values 1—10

count send-count— The number of messages to send, expressed aswatietieger. Theount parameter
is used to override the default number of messageasts sent. Each message request must either time
out or receive a reply before the next messageest|s sent. The messageerval value must be
expired before the next message request is sent.

Default 1
Values 1—100

send-control —Specifies the MAC OAM request be sent using therobplane instead of the data plane.
Default MAC OAM request sent using the data plane.

mac-populate

Syntax

Context

Description

mac-populate service-id mac ieee-address [flood ] [age seconds] [force ] [target-sap sap-id]
[send-control]

oam

This command populates the FIB with an OAM-type MA&@ry indicating the node is the egress node for
the MAC address and optionally floods the OAM MAsS3aciation throughout the service. Thac-popu-

late command installs an OAM MAC into the service Filicating the device is the egress node for a par-
ticular MAC address. The MAC address can be boaradgarticular SAP (therget-sap) or can be
associated with the control plane in that any datstined to the MAC address is forwarded to therobn
plane (cpm). As a result, if the service on theebds neither a FIB nor an egress SAP, then dtialfowed

to initiate amac-populate

The MAC address that is populated in the FIBs ephovider network is given a type OAM, so thatah
be treated distinctly from regular dynamically le2dl or statically configured MACs. Note that OAM IZA
addresses are operational MAC addresses and asavet in the device configuration. An exec fila ba
used to define OAM MACs after system initialization

Theforce option inmac-populateforces the MAC in the table to be type OAM in tase it already exists
as a dynamic, static or an OAM induced learned M#tB some other type binding.

An OAM-type MAC cannot be overwritten by dynamiataing and allows customer packets with the MAC
to either ingress or egress the network while ssihg the OAM MAC entry.

Theflood option causes each upstream node to learn the {{#s€is, populate the local FIB with an OAM
MAC entry) and to flood the request along the gddme using the flooding domain.The floodwedc-pop-
ulate request can be sent via the data plane or theatq@hhne. Thesend-control option specifies the
request be sent using the control planeetid-controlis not specified, the request is sent using tha da
plane.

An agecan be provided to age a particular OAM MAC usangpecific interval. By default, OAM MAC
addresses are not aged and can be removed witft-gourge or with an FDB clear operation.

When split horizon group (SHG) is configured, tlemfling domain depends on which SHG the packet orig
inates from. Theéarget-sapsap-idvalue dictates the originating SHG information.
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Syntax
Context

Description

Page 196

serviceservice-id— The Service ID of the service to diagnose or manage
Values 1 — 2147483647
destinationieee-address— The MAC address to be populated.
flood — Sends the OAM MAC populate to all upstream nodes.
Default MAC populate only the local FIB.
ageseconds— The age for the OAM MAC, expressed as a decimabieit
Default The OAM MAC does not age.
Values 1 — 65535
force — Converts the MAC to an OAM MAC even if it currentiyother type of MAC.
Default Do not overwrite type.

target-sapsap-id— The local target SAP bound to a service on whichsgociate the OAM MAC. By
default, the OAM MAC is associated with the conptzce, that is, it is associated with the CPUren t
router.
When thetarget-sapsap-idvalue is not specified the MAC is bound to the CAMe originating SHG
is 0 (zero). When thiarget-sapsap-idvalue is specified, the originating SHG is the SéfGhe target-
sap.

Default Associate OAM MAC with the control plane (CPU).

mac-purge service-id target ieee-address [flood ] [send-control ] [register ]
oam

This command removes an OAM-type MAC entry from B and optionally floods the OAM MAC
removal throughout the service.nrdac-purge can be sent via the forwarding path or via thercbplane.
When sending the MAC purge using the data plareTHL in the VC label is set to 1. When sending the
MAC purge using the control plane, the packet i siirectly to the system IP address of the next ho

A MAC address is purged only if it is marked as OAMmac-purge request is an HVPLS OAM packet,
with the following fields. The Reply Flags is setQ (since no reply is expected), the Reply Mod# an
Reserved fields are set to 0. The Ethernet headesdurce set to the (system) MAC address, thandgsh
set to the broadcast MAC address. There is a VPWNiflthe FEC Stack TLV to identify the service
domain.

If the register option is provided, the R bit irrtAddress Delete flags is turned on.

Theflood option causes each upstream node to be sent the AC delete request and to flood the
request along the data plane using the floodingadenThe floodeanac-purgerequest can be sent via the
data plane or the control plane. T8end-controloption specifies the request be sent using theaquiane.

If send-controlis not specified, the request is sent using the plane.

Theregister option reserves the MAC for OAM testing wheresinb longer an active MAC in the FIB for
forwarding, but it is retained in the FIB as a stgied OAM MAC. Registering an OAM MAC prevents
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relearns for the MAC based on customer packet®dReing a registered MAC can only be done through a
mac-populaterequest. The originating SHG is always 0 (zero).

serviceservice-id— The service ID of the service to diagnose or manage
Values 1— 2147483647

target ieee-address— The MAC address to be purged.

flood — Sends the OAM MAC purge to all upstream nodes.
Default MAC purge only the local FIB.

send-control —Send the mac-purge request using the control plane.
Default Request is sent using the data plane.

register — Reserve the MAC for OAM testing.
Default Do not register OAM MAC.

mac-ping service service-id destination dst-ieee-address [source src-ieee-address] [fc fc-
name] [size octets] [ttl vc-label-ttl]] [count send-count] [send-control ] [return-control ] [interval
interval] [timeout timeout]

oam
config>saa>test>type

Themac-ping utility is used to determine the existence of grees SAP binding of a given MAC within a
VPLS service.

A mac-ping packet can be sent via the control plane or ttee plane. Thsend-controloption specifies the
request be sent using the control planeetid-controlis not specified, the request is sent using tha da
plane.

A mac-ping is forwarded along the flooding domain if no MA@Gdaess bindings exist. If MAC address
bindings exist, then the packet is forwarded alirage paths, provided they are active. A respangernier-
ated only when there is an egress SAP bindinghfair MAC address or if the MAC address is a “local”
OAM MAC address associated with the device’s cdrlan.

A mac-ping reply can be sent using the data plane or theaqriine. Theeturn-control option specifies
the reply be sent using the control planeetéirn-control is not specified, the request is sent using the da
plane.

A mac-ping with data plane reply can only be initiated onemthat can have an egress MAC address bind-
ing. A node without a FIB and without any SAPs aatrtmave an egress MAC address binding, so it imnot
node where replies in the data plane will be trdpged sent up to the control plane.

A control plane request is responded to via a cbptane reply only.

By default, MAC OAM requests are sent with the sysor chassis MAC address as the source MAC. The
sourceoption allows overriding of the default source MAGE the request with a specific MAC address.

When asourceieee-addressalue is specified and the source MAC addresscally registered within a
split horizon group (SHG), then this SHG membersthiipbe used as if the packet originated from this
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SHG. In all other cases, SHG 0 (zero) will be udeate that if themac-traceis originated from a non-zero
SHG, such packets will not go out to the same SHG.

If EMG is enabled, mac-ping will return only thesti SAP in each chain.
serviceservice-id— The service ID of the service to diagnose or manage

Values 1— 2147483647
destinationieee-address— The destination MAC address for the OAM MAC request

sizeoctets — The MAC OAM request packet size in octets, esped as a decimal integer. The request
payload is padded to the specified size with até BAD header and a byte payload of OXAA as necgssa
If the octet size specified is less than the minimpacket, the minimum sized packet necessary t then
request is used.

Default No OAM packet padding.
Values 1—9198

ttl vc-label-ttl— The TTL value in the VC label for the OAM MAC reigexpressed as a decimal integer.
Default 255
Values 1—255

send-control —Specifies the MAC OAM request be sent using thdrobplane instead of the data plane.
Default MAC OAM request sent using the data plane.

return-control — Specifies the MAC OAM reply to a data plane MAC OA®tjuest be sent using the con-
trol plane instead of the data plane.

Default MAC OAM reply sent using the data plane.

sourcesrc-ieee-address— The source MAC address from which the OAM MAC resjuziginates. By
default, the system MAC address for the chassisesl.

Default The system MAC address.
Values Any unicast MAC value.

fc fc-name — Thefc parameter is used to test the forwarding claskedoMPLS echo request packets. The
actual forwarding class encoding is controlled iy metwork egress LSP-EXP mappings.

Values be, 12, af, 11, h2, ef, h1, nc

interval interval — Theinterval parameter in seconds, expressed as a decimadinfidgs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second where thmeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

count send-count— The number of messages to send, expressed aswatieteger. Theount parameter
is used to override the default number of messageeasts sent. Each message request must either time
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out or receive a reply before the next messageestds sent. The messageerval value must be
expired before the next message request is sent.

Default 1
Values 1—100

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uponxieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.

Default 5
Values 1—10

mac-trace service service-id destination ieee-address [size octets] [min-ttl vc-label-ttl] [max-ttl
vc-label-ttl] [send-control ] [return-control ] [source ieee-address] [z-count probes-per-hop]
[interval interval] [timeout timeout]

oam
config>saa>test>type

This command displays the hop-by-hop @t a destination MAC address within a VPLS.

The MAC traceroute operation is modeled after Ba¢rdceroute utility which uses ICMP echo request a
reply packets with increasing TTL values to deterthe hop-by-hop route to a destination IP. TheQVA
traceroute command uses Alcatel-Lucent OAM packittsincreasing TTL values to determine the hop-
by-hop route to a destination MAC.

In a MAC traceroute, the originating device creaddAC ping echo request packet for the MAC to be
tested with increasing values of the TTL. The eauuest packet is sent through the control plardata
plane and awaits a TTL exceeded response or tleereply packet from the device with the destination
MAC. The devices that reply to the echo requesk@cwith the TTL exceeded and the echo reply &e d
played.

When asourceieee-addressalue is specified and the source MAC addresscially registered within a
split horizon group (SHG), then this SHG membersthiipbe used as if the packet originated from this
SHG. In all other cases, SHG 0 (zero) will be udéate that if thenac-pingis originated from a non-zero
SHG, such packets will not go out to the same SHG.

If EMG is enabled, mac-trace will return only thesf SAP in each chain.

serviceservice-id— The Service ID of the service to diagnose or manage
Values 1 — 2147483647

destination ieee-address— The destination MAC address to be traced.

sizeoctets — The MAC OAM request packet size in octets, exprdssea decimal integer. The request
payload is padded to the specified size with até PAD header and a byte payload of OXAA as necgssa
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If the octet size specified is less than the minimpacket, the minimum sized packet necessary t then
request is used.

Default No OAM packet padding.
Values 1—9198

min-ttl vc-label-ttl— The minimum TTL value in the VC label for the MAate test, expressed as a deci-
mal integer.

Default 1
Values 1—255

max-ttl vc-label-ttl— The maximum TTL value in the VC label for the MAG¢e test, expressed as a dec-
imal integer.

Default 4
Values 1—255

send-control —Specifies the MAC OAM request be sent using therobplane instead of the data plane.
Default MAC OAM request sent using the data plane.

return-contro| — Specifies the MAC OAM reply to a data plane MAC OAdtjuest be sent using the con-
trol plane instead of the data plane.

Default MAC OAM reply sent using the data plane.

sourceieee-address— The source MAC address from which the OAM MAC resjuaiginates. By default,
the system MAC address for the chassis is used.

Default The system MAC address.
Values Any unicast MAC value.

send-countsend-count— The number of MAC OAM requests sent for a particlifalL value, expressed as
a decimal integer.

Default 1
Values 1—10

interval interval — Theinterval parameter in seconds, expressed as a decimabinfigys parameter is
used to override the default request message stargdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uponxhieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.
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Default 5

Values 1—60
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EFM Commands

efm

Syntax port-id
Context oam>efm

Description This command enables Ethernet in the First MileMEBDAM tests loopback tests on the specified pbine
EFM OAM remote loopback OAMPDU will be sent to theering device to trigger remote loopback.

Parameters port-id —Specify the port ID in the slot/mda/port format.

local-loopback

Syntax local-loopback {start | stop}
Context oam>efm

Description This command enables local loopback tests on teeifigd port.

remote-loopback

Syntax remote-loopback {start | stop}
Context oam>efm

Description This command enables remote Ethernet in the Fiitgt (@FM) OAM loopback tests on the specified port.
The EFM OAM remote loopback OAMPDU will be sentth@ peering device to trigger remote loopback.
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ETH-CFM OAM Commands

linktrace

Syntax linktrace mac-address mep mep-id domain md-index association ma-index [ttl ttl-value]

Context oam>eth-cfm
Default The command specifies to initiate a linktrace test.

Parameters mac-address —Specifies a unicast destination MAC address.
mep mep-id— Specifies the target MAC address.
Values 1—8191
domain md-index— Specifies the MD index.
Values 1 — 4294967295
associationma-index— Specifies the MA index.
Values 1 — 4294967295

ttl ttl-value— Specifies the TTL for a returned linktrace.
Values 0— 255
Default 64

loopback
Syntax loopback mac-address mep mep-id domain md-index association ma-index [send-count send-
count] [size data-size] [priority priority]

Context oam>eth-cfm

Default The command specifies to initiate a loopback test.
Parameters mac-address —-Specifies a unicast MAC address.
mep mep-id— Specifies target MAC address.
Values 1—8191
domain md-index— Specifies the MD index.
Values 1 — 4294967295
associationma-index— Specifies the MA index.

Values 1 — 4294967295

send-countsend-count— Specifies the number of messages to send, exprassedecimal integer. Loop-
back messages are sent back to back, with no detmeen the transmissions.
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eth-test

Syntax

Context
Description

Parameters
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Default 1
Values 1—5

sizedata-size— This is the size of the data portion of the dat®.TLO is specified no data TLV is added to
the packet.

Values 0 — 1500
priority priority — Specifies a 3-bit value to be used in the VLAN fégresent, in the transmitted frame.
Values 0—7

mac-address mep mep-id domain md-index association ma-index [priority priority] [data-length
data-length]

oam>eth-cfm
This command issues an ETH-CFM test.

mac-address —Specifies a unicast MAC address.

mep mep-id— Specifies target MAC address.
Values 1—8191

domain md-index— Specifies the MD index.
Values 1 — 4294967295

associationma-index— Specifies the MA index.
Values 1 — 4294967295

data-length data-length— Indicates the UDP data length of the echo repby)éngth starting after the IP
header of the echo reply.

Values 64 — 1500
Default 64
priority priority — Specifies the priority.
Values 0—7
Default The CCM and LTM priority of the MEP

7210 SAS-M, T, X, and R6 OS OAM and Diagnos tic Guide



OAM and SAA Command Reference

one-way-delay-test

Syntax one-way-delay-test mac-address mep mep-id domain md-index association ma-index [priority
priority]

Context oam>eth-cfm
Description This command issues an ETH-CFM one-way delay test.

Parameters mac-address -Specifies a unicast MAC address.
mep mep-id— Specifies target MAC address.
Values 1—8191
domain md-index— Specifies the MD index.
Values 1 — 4294967295
associationma-index— Specifies the MA index.
Values 1 — 4294967295
priority priority — Specifies the priority.
Values 0—7
Default The CCM and LTM priority of the MEP.

two-way-delay-test

Syntax  two-way-delay-test mac-address mep mep-id domain md-index association ma-index [priority
priority]

Context oam>eth-cfm
Description This command issues an ETH-CFM two-way delay test.

Parameters mac-address —Specifies a unicast MAC address.
mep mep-id— Specifies target MAC address.
Values 1—8191
domain md-index— Specifies the MD index.
Values 1 — 4294967295
associationma-index— Specifies the MA index.
Values 1 — 4294967295
priority priority — Specifies the priority.
Values 0—7
Default The CCM and LTM priority of the MEP.
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two-way-sim-test

Syntax

Context

Description
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two-way-slm-test mac-address mep mep-id domain md-index association ma-index [fc {fc-
name} [profile {inJout}]] [send-count send-count] [size data-size] [timeout timeout] [interval
interval]

oam>eth-cfm

This command configures an Ethernet CFM two-way SkM in SAA.
mac-address —Specifies a unicast destination MAC address.
mep mep-id— Specifies the target MAC address.
Values 1—8191
domain md-index— Specifies the MD index.
Values 1 — 4294967295
associationma-index— Specifies the MA index.
Values 1 — 4294967295
fc fc-name— Specifies the forwarding class of the MPLS echaest packets.
Values be, 12, af, 11, h2, ef, h1, nc
Default nc

profile {in | out} — Specifies the profile value to be used with theviading class specified in the fc-name
parameter.

Default in

send-countsend-count— The number of messages to send, expressed amaatlgdieger. Theount
parameter is used to override the default numberesfsage requests sent. Each message request must
either timeout or receive a reply before the neassage request is sent. The mesgageval value
must be expired before the next message requsshis

Default 1
Values 1—100

sizedata-size— This is the size of the data portion of the dat®.TL0 is specified no data TLV is added to
the packet.

Default 0
Values 0 — 1500

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinidygs value is used to
override the defautimeout value and is the amount of time that the routdtsifar a reply message
after sending the message request. Upon the expirait message timeout, the requesting router
assumes that the message response is not reciivetesponse received after the request timessout i
silently discarded. Thémeout value must be less than timerval.
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Default 5
Values 1—10

interval interval — Theinterval parameter in seconds, expressed as a decimaéinfigys parameter is
used to override the default request message stargal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgagye request. Thieneout value must be less than
theinterval.

Values
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Testhead Commands

test-oam

Syntax test-oam
Context config

Description This command enables the context to configure Qipei Administration, and Maintenance test parame-
ters

testhead-profile

Syntax  testhead-profile profile-id create
Context config> test-oam

Description Provides the context to the create service testhe#ides which is used by the Y.1564/RFC 2544head
(also known as, traffic generator) OAM tool. A seevtesthead profile allows user to configure thempe-
ters such as contents of the frame payload thggngrated by traffic generator, the size of thmé&atest
duration, test acceptance criteria, and otherr@ite be used by the testhead tool.

The profile is used the testhead OAM tool to geteetiae appropriate frame at the configured rateraed-
sure the performance parameters (FD, FDV, and.l8$$he end of the test run, the tool comparestiea-
sured values against the test acceptance critexriast configured in the profile to determine iéthervice is
within bounds of the acceptance criteria or not.

The no form the command removes user created @tfodim the system.
Default none

Parameters profile-id —Identifies the profile.

Values 1-10

description

Syntax  description profile-description
Context config> test-oam>testhead-profile

Description Allows user to associate a description with profile

The no form the command removes description.

Default none
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rate cir

Syntax
Context

Description

Default

Parameters

OAM and SAA Command Reference

profile-description —Provides a way to add a description to the prdf@deed on it use or as per user choice.

Values ASCII string

[no] rate cir-rate-in-kbps [cir-adaptation-ru le adaptation-rule] [pir cir-rate-in-kbps]
config> test-oam>testhead-profile

The testhead tool generates traffic up to the gonéid CIR rate, if the PIR rate is not specifiedother
words, CIR rate specifies the bandwidth or throughipe user needs to validate. User can specify the
optional PIR rate. If the PIR rate is specifiediaéeds to be greater than or equal to the ClRaradehe tes-
thead generates traffic up to the configured PtR.ra

The cir-adaptation-ruleparameter rule can be specified to let the systetivelthe operational hardware
rate for both the CIR and PIR rate. This allowssbfiware to find the best operational rate basethe
user specified constraint and the hardware basedteps supported on the platform. For more inéion
about the hardware rate steps supported for meted#fferent platforms, see the “7210 SAS QoS User
Guide”.

The no form of the command sets the CIR to defadk PIR is not set. If the test is run after exegubo
rate command, the test generates traffic up tor@t® If PIR rate is specified, it must be greétan or
equal to the CIR rate.

rate cir 1000kbps adaptation-rule closest

cir-rate —The cir parameter overrides the default adminisi#aCIR to use. When the rate command has
not been executed or the cir parameter is not @Xplspecified, the default CIR is assumed. Fiaci
values are not allowed and must be given as aiyp®@sitteger. The actual CIR rate is dependent en th
meter’s adaptation-rule parameters and the hardwadsespecified in kilo-bits per second (kbps).

Values 0 — 10000000, max

adaptation-rule —Defines the constraints enforced when adaptin@iieand PIR rate defined with the
rate command to the hardware rates supported hylditferm. This parameter requires a qualifier that
defines the constraint used when deriving the djmeral CIR and PIR value. If this parameter is not
specified then the default adaptation-rule closeapplied.

Values [closest|max|min]
max- The max (maximum) option is mutually exclusivithwthe min and closest options.
When max is defined, the operational CIR will be trext multiple of the hardware step-
size that is equal to or lesser than the specitieel The hardware step-size is determined
by the configured administrative CIR and variesgolagn the platform.

min - The min (minimum) option is mutually exclusivétlvthe max and closest options.
When min is defined, the operational PIR will be tiext multiple of the hardware step-
size that is equal to or lesser than the specitieel The hardware step-size is determined
by the configured administrative CIR and variesgolagn the platform.

closest- The closest parameter is mutually exclusive wighmin and max parameter.
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When closest is defined, the operational CIR wélithe next multiple of the hardware
step-size that is equal to or lesser than the Bpédcate. The hardware step-size is
determined by the configured administrative CIR gades based on the platform.

pir-rate —The pir parameter overrides the default adminis&e®IR to use. When the rate command has
not been executed or the PIR parameter is notattplspecified, the default PIR is assumed. Frac-
tional values are not allowed and must be givea pasitive integer. The actual PIR rate is depenhden
on the meter’s adaptation-rule parameters andahéware. The value is specified in kilo-bits pes-se
ond (kbps).

Values 0 — 10000000, max

test-duration

Syntax
Context

Description

Default

Parameters

Page 210

test-duration [hours 0 - 24 [minutes 0 — 6Q [seconds 0 — 6Q
config> test-oam>testhead-profile

This command allows the user to specify the tast tduration to be used for throughput measureréet.
CLI parameters, hours, minutes, and seconds, alloevaser to specify the number of hours, number of
minutes and number of seconds to used for throughpasurement. User can specify all the parameters
together. If all the parameters are specified togrethen the total test duration is set to the efithe values
specified for hours, minutes and seconds.

The no form of the command sets the value to thiaultevalue
no test-duration (sets the test duration for 3 teigu

hours —The total number of hours to run the test. The tett duration is determined by the sum of the
hours, minutes and seconds specified by the user.

Values 0-24

minutes —The total number of minutes to run the test. Thal test duration is determined by the sum of
the hours, minutes and seconds specified by the use

Values 0—60

seconds —Fhe total number of seconds to run the test. Ttad test duration is determined by the sum of
the hours, minutes and seconds specified by the use

Values 0—60
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frame-size

Syntax [no] frame-size [64..9212]
Context config> test-oam>testhead-profile

Description This command allows the user to specify the fraine of the packets generated by the testheadAogl.
frame size in the given range can be specified.

The no form of the command sets the value to tii@uttevalue
Default no frame-size - set to a default value of 1514 dyte

Parameters frame-size —The size of the frame generated by the testheddG@boose from among the value allowed in
the available range.

Values 64 ... 9212

acceptance-criteria

Syntax [no] acceptance-criteria  acceptance-criteria-id create
Context configure> test-oam> testhead-profile

Description This command provides the context to specify tlsedeceptance criteria to be used by the testhéad O
tool to declare the PASS/FAIL result at the comiplebf the test.

User can create upto 4 different acceptance aipat profile to measure different SLA needs. Wseran
option to specify only one of the acceptance datar be specified with the testhead OAM tool dgrihe
invocation of the test.

The no form of the command removes the test acaepteriteria.
Default no defaults

Parameters acceptance-criteria-id —-/A number to identify the test acceptance critdties a decimal number used to
identify the test acceptance criteria and to usenndtarting the throughput test.

Values 1-4

cir-threshold

Syntax [no] cir-threshold  cir-threshold
Context configure> test-oam> testhead-profile> acceptance-criteria

Description The specified value for the CIR rate is comparetth Wie measured CIR rate at the end of the tedtdtare
the test result. If the measured value is grebatar the specified value the test is declared aS$Aelse it
is considered to be ‘FAIL'.
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Default

Parameters

The no form of the command disables the compa$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignard not considered for declaring the test result.

no cir-threshold

threshold —Specifies the value for comparison with measurddeva
Values 0 — 1000000kbps

pir-threshold

Syntax
Context

Description

Default

Parameters

[no] pir-threshold  pir-threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the PIR rate is compareti tiie measured PIR rate at the end of the tetadtare
the test result. If the measured value is gre&sar the specified value the test is declared aSSPLelse it
is considered to be ‘FAIL.

The no form of the command disables the compa$time parameter with the measured value at theénd
the test. Basically, the threshold value is ignard not considered for declaring the test result.

no pir-threshold

threshold —Specifies the value for comparison with measurddeva

Values 0 — 1000000kbps

latency-rising-threshold

Syntax
Context

Description

Default

Parameters
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[no] latency-rising-threshold  threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the latency is compareth wie measured latency at the end of the testdiaiethe
test result. If the measured value is greater tharspecified value the test is declared as ‘FAdlsg it is
considered to be ‘PASS'.

The no form of the command disables the compax$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.

no latency-rising-threshold

threshold —Specifies the value for comparison with measurddeva
Values [0..2147483000], Specified in microseconds.
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latency-rising-threshold-in

Syntax
Context

Description

Default

Parameters

[no] latency-rising-threshold-in in-profile-threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the latency is comparedh wie measured latency for green/in-profile packethe
end of the test to declare the test result. Iinleasured value is greater than the specified thkigest is
declared as ‘FAIL, else it is considered to be S

The no form of the command disables the compad$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.

no latency-rising-threshold-in

In-profile-threshold —Specifies the value for comparison with measurddeva
Values [0..2147483000], Specified in microseconds.

latency-rising-threshold-out

Syntax
Context

Description

Default

Parameters

[no] latency-rising-threshold out-profile-thr eshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the latency is comparedhwhie measured latency of yellow or out-of-profibeck-
ets at the end of the test to declare the tesltréfsiihe measured value is greater than the $igelcvalue the
test is declared as ‘FAIL, else it is consideredé ‘PASS’.

The no form of the command disables the compa$time parameter with the measured value at theénd
the test. Basically, the threshold value is ignard not considered for declaring the test result.

no latency-rising-threshold-out

out-profile-threshold —Specifies the value for comparison with measurddeva

Values [0..2147483000], Specified in microseconds.

jitter-rising-threshold

Syntax
Context

Description

[na] jitter-rising-threshold  threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the jitter is compared wiith measured jitter at the end of the test toagdeche test
result. If the measured value is greater thanpleeied value the test is declared as ‘FAIL’, gtds consid-
ered to be ‘PASS'.

The no form of the command disables the compax$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.
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Default

Parameters

no jitter-rising-threshold

threshold —Specifies the value for comparison with measurddeza

Values [0..2147483000], Specified in microseconds.

jitter-rising-threshold-in

Syntax
Context

Description

Default

Parameters

[na] jitter-rising-threshold-in in-profile-threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the jitter is compared with measured jitter for green/in-profile packettha end
of the test to declare the test result. If the mesbvalue is greater than the specified valugdbieis
declared as ‘FAIL, else it is considered to be S&.

The no form of the command disables the compad$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.

no jitter-rising-threshold-in
In-profile-threshold —Specifies the value for comparison with measurddeva
Values [0..2147483000], Specified in microseconds.

jitter-rising-threshold-out

Syntax
Context

Description

Default

Parameters
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[no] jitter-rising-threshold-out out-profile-threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the jitter is compared with measured jitter for yellow/out-of-profile pat& at the
end of the test to declare the test result. Iinteasured value is greater than the specified thkigest is
declared as ‘FAIL, else it is considered to be S&.

The no form of the command disables the compa$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignard not considered for declaring the test result.

no jitter-rising-threshold-out
out-profile-threshold —Specifies the value for comparison with measurddeva

Values [0..2147483000], Specified in microseconds.
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loss-rising-threshold

Syntax
Context

Description

Default

Parameters

[no] loss-rising-threshold  threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the Frame Loss Ratio (FisRjompared with the measured FLR at the end of the
test to declare the test result. If the measuréabva greater than the specified value the tededared as
‘FAIL, else it is considered to be ‘PASS’.

Frame Loss Ratio is computed as a ratio of thewiffce of number of received frames to number of
injected or sent frames divided by the number of f@ames.

The no form of the command disables the compa$time parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.

no loss-rising-threshold

threshold — Specifies the value for comparison with measurddeva

Values 1 - 1000000, Loss-rising-threshold is specified asimber which denotes one ten-
thousandth (1/10000) of a percent. For exampleifreg a value of 1 is equivalent to
0.0001%, and specifying a value of 10000 is eqeiviaio 1%.

loss-rising-threshold-in

Syntax
Context

Description

Default

Parameters

[no] loss-rising-threshold-in in-profile-threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the frame loss ratio (FisR¢ompared with the measured FLR for green oraz-p
file packets at the end of the test to declaradhleresult. If the measured value is greater tharspecified
value the test is declared as ‘FAIL, else it imsidlered to be ‘PASS'.

Frame Loss Ratio for green/in-profile packets ispated as a ratio of the difference of number oéied
green or in-profile frames to number of injectedtsgreen/in-profile frames divided by the numbesent
green frames.

The no form of the command disables the compax$dime parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.

no loss-rising-threshold-in

in-profile-threshold —Specifies the value for comparison with measurédeva

Values 1 - 1000000, Loss-rising-threshold is specified asimber which denotes one ten-
thousandth (1/10000) of a percent. For exampleifspeg a value of 1 is equivalent to
0.0001%, and specifying a value of 10000 is eqeiviaio 1%.
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loss-rising-threshold-out

Syntax
Context

Description

Default

Parameters

[no] loss-rising-threshold-out out-profile-threshold
configure> test-oam> testhead-profile> acceptance-criteria

The specified value for the frame loss ratio (FisRdompared with the measured FLR for yellow/out-of
profile packets at the end of the test to declaeetest result. If the measured value is greatar the speci-
fied value the test is declared as ‘FAIL, elsesitonsidered to be ‘PASS’.

Frame Loss ratio for yellow/out-of-profile packétscomputed as a ratio of the difference of nundfer
received yellow frames to number of injected/seslioyv frames divided by the number of sent yellow
frames.

The no form of the command disables the compax$time parameter with the measured value at theénd
the test. Basically, the threshold value is ignaed not considered for declaring the test result.

no loss-rising-threshold

out-profile-threshold —Specifies the value for comparison with measurddeva

Values 1 - 1000000, Loss-rising-threshold is specified asimber which denotes one ten-
thousandth (1/10000) of a percent. For exampleifjreg a value of 1 is equivalent to
0.0001%, and specifying a value of 10000 is eqeiviaio 1%.

test-completion-trap-enable

Syntax
Context

Description

Default

dotlp

Syntax
Context

Description
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[no] test-completion-trap-enable
configure> test-oam> testhead-profile

Executing this command allows the user to spebify the test completion trap needs to be genesddited
the completion of the test or if the test is stappehe trap contains the details of test configarathe mea-
sured values, test completion status and PASS/FédLilt.

The no form of the command disables the generatidhe event/log/trap after test completion.

no test-completion-trap-enable — that is, trapoisgenerated on completion of the test.

[no] dotlp in-profile  dotlp-value out-of-profile dotlp-value
configure> test-oam> testhead-profile

This command allows the user to configure the Detlpes to identify the in-profile or green packatsl
out-of-profile or yellow packets. The values configd using this command are used by the testhehdrio
the local end (that is, the node on which the tsittool is executed) to match the dotlp valuesived in
the packet header and identify green and yellowkgtaand appropriately account the packets. Thalses
are used only when the testhead tool is invokel thié parametezolor-aware isset to enablé.
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The dotlp in-profile value (that is, packets withtdp values in the L2 header equal to the dotlprafile
value configured is considered to be in-profilegoren packet) is used to count the number of ifilpro
packets and measure the latency, jitter, and Flckhfprofile packets. Similarly, the dotlp out-ptefis
used to count the total out-of-profile or yelloncgats and measure latency, jitter, and FLR foradtjtro-
file or yellow packets.

While the testhead tool is initiated, if color-awas set to enable and no values are specifietigthtne no
form of the command is used in the profile), thd Gives an error. If values are specified, thendbefig-
ured values are used to match and identify in-jgrafind out-of-profile packets.

The no form of the command disables the use ofpdtitidentify a green or yellow packet.

Note: Testhead OAM tool does not mark the packets b&twas in-profile packets and packets above CIR
and below PIR as out-of-profile packets using tle¢llp or DSCP or other packet header bits to inditia
color of the packet (for example: DEI bit), as ##.0 SAS access SAP ingress does not support animre
metering. It is used to only identify green andgwlpackets and maintain a count of received geseh
yellow packets when the tests are run in color-awaode.

The no form of this command is the default. Theeere defaults for the dotlp values.

in-profile dot1p-value —Specifies the dotlp value used to identify greeimgarofile packets. It must be
different than the value configured for yellow art@f-profile packets.

Values 0-7

out-profile dotlp-value —Specifies the dotlp value used to identify greeautrof-profile packets. It must
be different than the value configured for greemeprofile packets.

Values 0-7

frame-payload

Syntax
Context

Description

Default

[no] frame-payload frame-payload-id [payload-type [I12|tcp-ipv4|udp-ipv4|ipv4] create
configure> test-oam> testhead-profile

This command provides the context to specify thekpbheader values to be used in frames genergted b
testhead tool.

User can create up to 4 different types of framgqgaal representing different kinds of traffic, witra pro-
file. User chooses one among these when startsnthtbughput test.

The parameter payload-type determines the packetendields that are used to populate the framergen
ated by the testhead OAM tool. The packet headktiuse the value from the parameters configuneé
the frame-payload. For example, when the paylogd-tg configured as “I2”, software uses the paranset
src-mac, dst-mac, vlan-tag-1 (if configured), vtag-2 (if configured), ethertype, and data-patt&See
below for parameters used when other values afiguewith payload-type.

The no form of the command removes the frame paytoatext.

no defaults — no frame payload is created by defaul
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Parameters

description

Syntax
Context

Description

Default

Parameters

Src-mac

Syntax
Context

Description

Default
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frame-payload-id —A number to identify the frame-payload. it is ateger used to identify the frame type
to use when starting the throughput test.

Values 1-4

frame-payload-type -Hdentifies whether the frame payload is L2 traffie traffic, TCP/IP traffic or UDP/
IP traffic and uses appropriate parameters to libédrame to be generated by the testhead OAM Iool
defaults to tcp-ipv4, if the user does not spethifyyvalue during creation of the new frame-payload.

Values 12|tcp-ipv4|udp-ipv4|ipv4
If 12 is specified, use src-mac+dst-mac+vlan-taifdyailable)+vlan-tag-2 (if
available)+ethertype+data-pattern.
If tcp-ipv4 or udp-ipv4 is specified, use src-mast-thac+vlan-tag-1(if available)+vlan-
tag-2 (if available)+ethertype=0x0800+src-ipv4-+igstd+ip-ttl+ip-dscp or ip-tos+TCP/
UDP Protocol Number+src-port+dst-port+data-pattern.
If ipv4 is specified, use src-mac+dst-mac+vlan-téif-available)+vlan-tag-2 (if
available)+ethertype=0x0800+src-ipv4+dst-ipv4+ipifi-dscp or ip-tos+ip-proto+data-
pattern.

[no] description  frame-description
configure> test-oam> testhead-profile> frame-payload

This command allows user to add some descriptithedrame type created to describe the purpogtear
tify the usage or any other such purpose.

The no form of the command removes the description.
no description

frame-description —it is an ASCII string used to describe the frame.

Values ASCII string

[no] src-mac  mac-address
configure> test-oam> testhead-profile> frame-payload

Specifies the value of source MAC address to uskedrirame generated by the testhead OAM tool. Only
unicast MAC address must be specified.

This value must be specified for all possible valoépayload-type.

The no form of the command indicates that the figldot to be used in the frame generated by thle to

no src-mac
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mac-address -Specify the unicast source MAC address.

Values Itis specified as a hexadecimal string using tht@tion xx:xx:xx:xx:xx:xx. The values for
xx can be in the range 0-9 and a-f.

[no] dst-mac mac-address
configure> test-oam> testhead-profile> frame-payload

Specifies the value of source MAC address to uskedrirame generated by the testhead OAM tool. Only
unicast MAC address must be specified.
This value must be specified for all possible valagpayload-type.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no dst-mac

mac-address —Specify the unicast source MAC address.

Values Itis specified as a hexadecimal string using th@tion xXx:xx:xx:xx:xx:xx. The values for
xx can be in the range 0-9 and a-f.

[no] vlan-tag-1 vlan-id  vlan-id-value [tpid tpid value] [dotlp dotlp-value]
configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the valadxe used for the outermost vlan-tag (often catihed
outer vlan) in the frame generated by the testlid&ill tool. The tool uses the values specified forAKNL
ID, dotlp bits and TPID in populating the outerm@kAN tag in the frame generated.

Configuration of this parameter is optional ani itised for all possible values of payload-typepififig-
ured.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
NOTES:

» User must ensure that TPID/ethertype configureti thiis command matches the QinQ ethertype
value in use on the port on which the test SARIigured or must match 0x8100 if the test SAP
is configured on a Dotlqg encapsulation port, ferflame generated by the tool to be processed
successfully on SAP ingress. If this value doesmatich the one configured under the port, frames
generated by the testhead will be dropped by tlde mm SAP ingress due to ethertype mismatch.

» User must ensure that VLAN ID configured with tbmmand matches the outermost VLAN tag
of the QInQ SAP or the Dotlg SAP used for the 8P for the frame generated by the tool to be
processed successfully on SAP ingress. If thisevdbes not match the one configured for the SAP,
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frames generated by the testhead will be droppetidbnode on SAP ingress due to VLAN ID
mismatch.

» The Dotlp bits specified for the outermost tag lsarused for SAP ingress QoS classification.
no vlan-tag-1

vlan-id-value —Specify the VLAN ID to use to populate the VLAN ilue of the VLAN tag. No defaults
are chosen and user has to specify a value tdafukey configure this command.

Values Values can be in the range 0-4094.

tpid-value —Specify the TPID (also known as, ethertype) tofos¢he VLAN tag addition. It defaults to
0x8100 if user does not specify it.

Values Values can be any of the valid ethertype valuesadt for use with VLAN tags in the
range 0x0600..0xffff.

Dotlp-value —Specify the Dotlp value to use to populate the Pdits in the VLAN tag. It defaults to O,
if the user does not specify it.

Values Values can be in the range of 0 — 7.

[no] vlan-tag-2 vlan-id  vlan-id-value [tpid tpid value] [dotlp dotlp-value]
configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the valodse used for the second vlan-tag (often calledriher
vlan or the C-vlan) in the frame generated by #sthtead OAM tool. The tool uses the values spekcitie
VLAN ID, dotlp bits and TPID in populating the secbVLAN tag in the frame generated.

Configuration of this parameter is optional ani itised for all possible values of payload-typepififig-
ured.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
NOTES:

» User must ensure that TPID/ethertype configureti thiis command is 0x8100 for the frame
generated by the tool to be processed successful§AP ingress. If this value does not match
0x8100, frames generated by the testhead will bppird by the node on SAP ingress due to
ethertype mismatch (7210 supports only 0x8100 agthertype value for the inner vlan tag).

» User must ensure that VLAN ID configured with tbmmand matches the outermost VLAN tag
of the QInQ SAP or the Dotlg SAP used for the 8P for the frame generated by the tool to be
processed successfully on SAP ingress. If thisevdbes not match the one configured for the SAP,
frames generated by the testhead will be droppdtidbynode on SAP ingress due to VLAN ID
mismatch.

* The Dotlp bits specified for the outermost tag lsarused for SAP ingress QoS classification.

no vlan-tag-2
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vlan-id-value —Specify the VLAN ID to use to populate the VLAN i@lue of the VLAN tag. No defaults
are chosen and user has to specify a value tafikey configure this command.

Values Values can be in the range 0-4094.

tpid-value —Specify the TPID (also knows as, ethertype) tofas¢he VLAN tag addition. It defaults to
0x8100 if user does not specify it.

Values Values can be any of the valid ethertype valuesadtl for use with VLAN tags in the
range 0x0600..0xffff.

Dotlp-value —Specify the Dotlp value to use to populate the pdits in the VLAN tag. It defaults to 0,
if the user does not specify it.

Values Values can be in the range of 0 — 7

[no] ethertype ethertype-value
configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the etipertyf the frame generated by the testhead tool.

This value must be specified if the payload-typdd& The testhead tool uses the value specifiéth ¥his
command only if the payload-type is “I2". For ather values of payload-type, the ethertype valgsl s
the frame generated by the testhead tool usesfispealiue based on the payload-type. See the frpaye-
load CLI description for more information.

The no form of the command indicates that the figldot to be used in the frame generated by thie to
no ethertype, if the payload-type is set to 12¢ ¢le values used depends on the payload-typdispeci

ethertype-value —Specify the frame payload ethertype value.

Values Valid ethertype values specified in the range 0X0®&Xffff, as hexadecimal string.

[no] src-ip ipv4  ipv4-address
configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the solRed address to use in the IP header for the frgener-
ated by the testhead tool.

This value must be specified if the payload-typeasfigured as ipv4 or tcp-ipv4 or udp-ipv4. Thetkead
tool does not use the value specified with this iw@md if the payload-type is “I12".

The no form of the command indicates that the figldot to be used in the frame generated by thle to

no src-ip, if the payload-type is set to ipv4, tpp4, udp-ipv4.
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ipv4-address —Specify the IPv4 source IP address to use in theeteler

Values Valid IPv4 address specified in dotted decimal fatifthat is, a.b.c.d) where a, b, c, d are

decimal values in the range1-255

[no] dst-ip ipv4  ipv4-address

configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the deitindPv4 address to use in the IP header for ridueaé
generated by the testhead tool.

This value must be specified if the payload-typeasfigured as ipv4 or tcp-ipv4 or udp-ipv4. Thethead
tool does not use the value specified with this wamd if the payload-type is “I2".

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no dst-ip, if the payload-type is set to ipv4, tpp4, udp-ipv4.
ipv4-address —Specify the IPv4 destination IP address to ushén® header

Values Valid IPv4 address specified in dotted decimal farithat is, a.b.c.d) where a, b, c, d are

decimal values in the range1-255.

[no] ip-proto  ip-protocol-number

configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the IPquitvalue to use in the IP header for the framgqazal
generated by the testhead tool.

This value must be specified if the payload-typeoisfigured as ipv4. If the payload-type is specifas tcp-
ipv4 or udp-ipv4, the appropriate standard defingldes are used. The testhead tool does not usealine
specified with this command if the payload-typé&l2s.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no ip-proto

ip-protocol-number —Specify the IP-protocol number to use in the IPdeea

Values Valid IP protocol number specified as a decimal banin the range 0-255.
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[no] dscp dscp-name
configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the IP DS&IRe to use in the IP header for the frame geedra
by the testhead tool.

This value can be specified if the payload-typedisfigured as ipv4 or tcp-ipv4 or udp-ipv4 andahéig-
ured is used by the testhead tool to populateRH2SCP field of the IP header. If it is not spesfit
defaults to O when the payload type is ipv4, topdipand udp-ipv4. The testhead tool does not usedlue
specified with this command if the payload-typé&l2s.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no dscp

dscp-name —Specify the IPv4 DSCP value to use in the IP header

Valid values from the list of DSCP names.
be|eflcpl|cp2|cp3|cp4|cp5|cpb|cp7|cp9|csl|csBlds3kincl|nc2|afll|afl2|afl3|af21|af22
|af23|af31|af32|af33|af41l|af42|af43|cpll|cpl3icplB|cpl9|cp2l|cp23|cp25|cp27|cp29|c
p31|cp33|cp35|cp37|cp39|cpil|cpi2|cpd3|cpld|caddpd9|cp50|cp5l|cp52|cp53|cp54|
cp55|cp57|cp58|cp59|cp60|cp6l|cp62|cp63

Values

[no] ip-ttl  ttl-value

configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the IP TTime-to-Live) value to use in the IP header fa th
frame generated by the testhead tool.

This value can be specified if the payload-typeaisfigured as ipv4 or tcp-ipv4 or udp-ipv4 andahfig-
ured is used by the testhead tool to populateRHETL field of the IP header. If it is not specdié defaults
to 1 when the payload type is ipv4, tcp-ipv4, adg-ipv4. The testhead tool does not use the valaeis
fied with this command if the payload-type is “I2".

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no ip-ttl

ttl-value —Specify the IP TTL value to use in the IP header.

Values Specified as a decimal number in the range 1-255.
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[no] ip-tos type-of-service

configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the IP TB®e of Service) value to use in the IP headetter
frame generated by the testhead tool.

This value can be specified if the payload-typedisfigured as ipv4 or tcp-ipv4 or udp-ipv4 andahéig-
ured is used by the testhead tool to populateRH2SCP field of the IP header. If it is not spesfit
defaults to O when the payload type is ipv4, topdipand udp-ipv4. The testhead tool does not usedlue
specified with this command if the payload-typé&l2s.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no ip-tos
type-of-service —Specify the value of ToS bits to use in the IP leead

Values Valid number in the range 0-8.

[no] src-port  src-port-number

configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the sopereto use in the TCP header for the frame geeéray
the testhead tool.

This value must be specified if the payload-typeasfigured as tcp-ipv4 or udp-ipv4. The testhesa t
does not use the value specified with this comnigtie payload-type is 12 or ipv4.

The no form of the command indicates that the figldot to be used in the frame generated by thle to
no src-port, if the payload-type is set to tcp-iprdidp-ipv4
src-port-number —Specify the source TCP/UDP port number to useerfitime’s TCP/UDP header.

Values Valid TCP/UDP port number specified in decimal exadecimal in the range 0-65535.

[no] dst-port
configure> test-oam> testhead-profile> frame-payload

This command allows the user to specify the desitingort to use in the TCP header for the frameege
ated by the testhead tool.

This value must be specified if the payload-typeasfigured as tcp-ipv4 or udp-ipv4. The testhesa t
does not use the value specified with this comnittie payload-type is 12 or ipv4.
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The no form of the command indicates that the figldot to be used in the frame generated by thle to
Default no dst-port, if the payload-type is set to tcp-iprdidp-ipv4

Parameters dst-port-number —Specify the destination TCP/UDP port number toingbe frame’s TCP/UDP header.
Values Valid TCP/UDP port number specified in decimal exadecimal in the range 0-65535.

data-pattern

Syntax [no] data-pattern data-pattern
Context configure> test-oam> testhead-profile> frame-payload

Description This command allows the user to specify the dati@pato populate the payload portion of the fragaaer-
ated by the testhead tool.

This value can be specified if the payload-typeaisfigured as 12 or ipv4 or tcp-ipv4 or udp-ipvrkll
these payload types, the frame with the approphiasslers is created and the payload portion didmee,
is filled up with the data-pattern-value specifigith this command, repeating it as many times gsired
to fill up the remaining length of the payload.

The no form of the command uses the default dati@npavalue of Oxalb2c3d4e5f6.
Default no data-pattern

Parameters data-pattern —Used to specify the data-pattern to fill the pagldata.

Values A string of decimal or hexadecimal numbers of lérigtthe range 1-64.
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testhead

Syntax  testhead test-name owner owner-name testhead-profile profile-id [frame-payload frame-
payload-id] [acceptance-criteria acceptance-criteria-id] [color-aware enable|disable] sap sap-id
[fc fc-name]

Context oam

Description This command allows the user to execute the thrpuigtest by generating the traffic up to the coumfigl
rate (CIR or PIR) and measures the delay, delaiatan and frame-loss ratio. At the end of the tastthe
testhead command compares the measured valuestafainest acceptance criteria that is specified t
determine if the service is within bounds of theegatance criteria or not. It declares the testteeh
PASSED if the configured rate thresholds are addeand the measured performance parameters (that is
latency, jitter, and FLR) values are lesser thanttinesholds configured in the acceptance critiri@ports
a FAILURE, if the configured rate thresholds aré¢ axhieved or if any of the measured values foipire
formance parameters exceeds the thresholds coafignthe acceptance criteria.

The user must specify the testhead-profile paranmetese. This profile parameter determines the aat
which traffic is generated and the content of tlaenfes used for traffic generation. If both CIR &iR is
specified or if only PIR is specified (by settingRxto zero), the tool generates traffic up to tbafgured
PIR rate. If only CIR is specified the tool genegatraffic up to the configured CIR rate.

If the acceptance-criteria parameter is not spetifind color-aware is set to disable, then by diesatt-
ware will display the test result as “PASS”, if ihame loss is zero and desired rate is achievadcémpar-
ison with measured rate, the test uses the comfigGIR rate, if only CIR is configured or it usee PIR
rate, if either only PIR rate is specified or iftb&IR and PIR rates are set to non-zero valuesshted
value of latency, jitter and delay variation is nompared.

If the acceptance-criteria parameter is not spEtiind color-aware is set to enable, then théstesticlared
to be pass, if the measured CIR and PIR rates msttie configured CIR and PIR values and framei$oss
zero OR if one of the following is true:

» If the measured throughput rate (CIR + PIR) isa¢do the configured CIR rate and if no PIR rate
is configured.

» Ifthe measured throughput rate (CIR + PIR) isa¢tpi the configured PIR rate and if either no CIR
rate is configured or if CIR rate is configured.

The test is declared to ‘FAIL otherwise. Measuvadlie of latency, jitter, and delay variation is nom-
pared.

If acceptance-criteria is specified and color-awarget to enable, the test will use the configyracket
header marking values (that is, dotlp) to iderttifyy color of the packet and classify it as greafp(ofile)

or yellow (out-of-profile). It measures the greeacket (that is, CIR rate) and the green/in-prgideket
performance parameter values and the yellow paekef(that is, PIR rate) and the yellow/out-of-fieof
packet performance parameter values individualsetaon the packet markings. In addition to comjgarin
the measured performance parameter values agaésbtmal performance parameter threshold valtfies (i
enabled), if user has enabled in/out thresholdpddiormance parameters in the acceptance-critbadpol
will use these values to compare against the medsw@lues and declare a pass/fail result. Theuses the
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cir-thresholdandpir-thresholdto compare against the measured CIR and PIR thpuigates and declare
PASS/FAIL, if the thresholds specified by the tirgshold and pir-threshold are achieved.

NOTE: When color-aware mode is set to enable, thikimg values used to identify both in-profile/gnee
packet and out-of-profile/yellow packet must befaured. If either of the packet header markinguea
(For example: dotlp) are not configured by the ,uben the CLI displays an error.

If acceptance-criteria is specified and color-avwsiset to disable, the tests are color blind ¢odar-aware).
The tool does not use the configured packet headeking values to identify the color of the paciet
treats all packets the same. The tool uses thealdhmesholds configured in the acceptance-crifgeathe
threshold values other than the in/out profile shiids) to compare the measured values and declzass/
fail result. The tool will not make any attemptcmmpare the in/out thresholds against measure@saline
tool uses their-thresholdandpir-thresholdas follows:

« If no PIR rate is configured and if the measuledtghput rate is equal to the configured cir-
threshold rate, the desired rate is said to haee behieved and the tests continue to compare the
measured performance parameter thresholds wittoifiiggured performance parameter thresholds
(if any).

» If PIR rate is configured and no CIR rate is cguafied and if the measured throughput rate is equal
to the configured pir-threshold rate, the desiigd is said to have been achieved and the tests
continue to compare the measured performance pteatheesholds with the configured
performance parameter thresholds (if any).

» If PIR rate is configured and CIR rate is configdiiand if the measured throughput rate is equal to
the configured pir-threshold rate, the desired imt&id to have been achieved and the tests
continue to compare the measured performance p&athessholds with the configured
performance parameter thresholds (if any).

The test-name and owner-name together identifyriicpbar testhead invocation/session uniquely. The
results of the testhead session are associatedheitiest-name and owner-name. These parametetdeus
used if the user needs to display the resultseofabthead tool and to clear the results of a ceteglrun.
Multiple invocations of the testhead tool with a@me test-name and owner-name is not allowed if the
results of the old run using the same pair of testie and owner-name are present. In other worels, th
results are not overwritten when the testheadvisked again with the same values for test-nameoamebr-
name. The results needs to be cleared explicithgube clear command before invoking the testheal
with the same test-name and owner-name. Resultgfts 100 unique sessions each using a diffeesi t
name and owner-name is saved in memory (in othedsythe results are not available for use after a
reboot).

NOTE: This command is not saved in the configuratiéadicross a reboot.
Following are some of the pre-requisites beforetéisehead tool can be used:

» The user needs to setup the port loopback withrthe-swap on the local node using the sap-id
used with this command and the src-mac and dstused in the frame-payload. Port loopback
with mac-swap on remote node needs to be setugdiyto match the local configuration.

e User must configure resources for ACL MAC critariangress-internal-tcam using the command
config>system> resource-profile> ingress-internakin> acl-sap-ingress> mac-match-enable
Additionally, they must allocate resources to eg®€L MAC or IPv4 or IPv6 64-bit criteria
(using thecommand config>system> resource-profile> egresssimil-tcam> acl-sap-egress>
mac-ipv4-match-enable or mac-ipv6-64bit-enable acfpv4-match-enabje Testhead tool uses
resources from these resource pools. If no ressweeallocated to these pools or no resources are
available for use in these pools, then testheddailito function. Testhead needs a minimum of
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about 4 entries from the ingress-internal-tcam paowl 2 entries from the egress-internal-tcam
pool. If user allocates resources to egress ACL6 [28-bit match criteria (using the command
config> system> resource-profile> egress-internedn> acl-sap-egress> ipv6-128bit-match-
enablg, then the testhead fails to function.

» The user can specify only CIR (PIR == 0 or notfaumred) and execute a color-aware test. The
user can specify only PIR (by setting CIR == 0) ardcute a color-aware test. In both these cases,
the measured value of CIR and PIR is compared aie respective rate thresholds configured in
the acceptance criteria and the results are dekctarngass, if the measured CIR/PIR rate is greater
than the configured thresholds.

» Testhead OAM tool does not mark the packets bé&tRvas in-profile packets and packets above
CIR and below PIR as out-of-profile packets usimgDot1p/DSCP or other packet header bits to
indicate the color of the packet (For example: DE), since 7210 SAS access SAP ingress does
not support color-aware metering. In release 7248 6.0R3, the injected/transmitted count of in-
profile packets and out-of-profile packets is maiinéd when the tests are run in color-aware mode.

* The MAC addresses must be learnt on the apprep8APs before the test can be started. It is
recommended to configure static-mac etnry for thece MAC address configured with the port-
loopback command (or the source MAC address cord@yin the frame-payload in the testhead
profile). The source MAC address must be learrsa &@\P/SDP which carries traffic towards the
core network.

»  While the test is running user must not modify 88 configuration. If need be, they must stop
the test, remove the port loopback with mac-swagigoration, modify the SAP configuration and
SAP parameters and then add back the port looplaicknac-swap configuration and run the test.

no defaults

test-name —Name of the test
Values ASCII string upto 32 characters in length

owner test-owner -Specifies the owner of an testhead operation.
Values ASCII string upto 32 characters in length

testhead-profile profile-id —Specifies the testhead profile ID to use with thig/session of testhead invoca-
tion. Testhead profile must be configured beforehasing the commands under config> test-oam> test-
head-profile>.

Values 1- 10

frame-payload frame-payload-id -©ptional parameter used to specify the frame paylDao use for this
run. It identifies the parameters used to constheframe generated by the testhead tool.

Values 1 — 4, if this parameter is not specified, therdbfault parameters configured under
frame-payload-id 1 is used by this run.

acceptance-criteria acceptance-criteria-id ©ptional parameter used to specify the test acnepteriteria
parameters to use. for this run. It identifiespheameters used to compare the measured performalues
against the configured thresholds configured inatbeeptance criteria.

Values 1 - 4. If this parameter is not specified thenrtheis declared pass if the throughput
configured in the testhead-profile is achieved withany loss.

color-aware —Optional parameter that specifies if color awastst@eed to be executed. If set to enable,
then color-aware test enabled. If set to disabléchvis the default, then non-color-ware test ial#ed.
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sap sap-id —dentifies the test SAP. Must be specified by theru

Values null - <port-id|lag-id>
dotlq - <port-id|lag-id>:qtagl
ging - <port-id|lag-id>:qtagl.qtag2
port-id - slot/mda/port
lag-id - lag-<id>
lag - keyword
id - [1..200]
gtagl - [0..4094]
gtag2 - [*|1..4094]

For more information, see “SAP configuration guides”.

fc fc-name —Optional parameter that specifies the forwardirag€l(FC) to use to send the frames gener-
ated by the testhead tool.

Values be, 12, af, 11, h2, ef, h1, nc

testhead

Syntax  testhead test-name owner owner-name stop

Context oam

Description The currently running test, if any will be stoppéd. performance results based on the data avalapto
the time the test is stopped is used determinpdbs/fail criteria. Additionally, the test-statusl display
“Stopped” and Test completion status will be markadomplete or No”.

Parameters test-name —Name of the test
Values ASCII string upto 32 characters in length
owner test-owner -Specifies the owner of an testhead operation.

Values ASCII string upto 32 characters in length
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Service Assurance Agent (SAA) Commands

Saa

Syntax
Context

Description

test

Syntax

Context

Description

Parameters

saa
config

This command creates the context to configure drgi&e Assurance Agent (SAA) tests.

test name [owner test-owner]
no test name

config>saa

This command identifies a test and create/modiéycibntext to provide the test parameters for tmeath
test. Subsequent to the creation of the test inettre test can be started in the OAM context.

A test can only be modified while it is shut down.

Theno form of this command removes the test from thdigamation. In order to remove a test it can not be
active at the time.

name —identify the saa test name to be created or edited.
owner test-owner— Specifies the owner of an SAA operation upto 3Zattrs in length.

Values If a test-ownewvalue is not specified, tests created by the Givieha default owner
“TiMOS CLI".

accounting-policy

Syntax

Context

Description

Default
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accounting-policy  acct-policy-id
no accounting-policy

config>saa>test

This command associates an accounting policy t&thé test. The accounting policy must already be
defined before it can be associated else an erssage is generated.

A notification (trap) when a test is completedsisued whenever a test terminates.

Theno form of this command removes the accounting paisgociation.

none
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description

Syntax

Context

Description

Default

Parameters

continuous

Syntax
Context

Description

jitter-event

Syntax

Context

Description

OAM and SAA Command Reference

acct-policy-id —Enter the accountingolicy-id as configured in theonfig>log>accounting-policy
context.

Values 1—99

description description-string
no description

config>saa>test

This command creates a text description storeldrconfiguration file for a configuration context.

Thedescription command associates a text string with a configumatontext to help identify the content in
the configuration file.

Theno form of this command removes the string from theficuration.
No description associated with the configurationtemt.

string —The description character string. Allowed valuesamy string up to 80 characters long composed
of printable, 7-bit ASCII characters. If the stringntains special characters (#, $, spaces, #te.),
entire string must be enclosed within double quotes

[no] continuous

config>saa>test

This command specifies whether the SAA test isinaous. Once the test is configured as continuibus,
cannot be started or stopped by usingstieecommand.

Theno form of the command disables the continuous runoirthe test. Use thehutdown command to
disable the test.

jitter-event rising-threshold  threshold [falling-threshold threshold] [direction ]
no jitter-event

config>saa>test

Specifies that at the termination of an SAA tesbygy; the calculated jitter value is evaluated agjahe con-
figured rising and falling jitter thresholds. SAAréshold events are generated as required.

Once the threshold (rising/falling) is crosseds itlisabled from generating additional events uhtloppo-
site threshold is crossed. If a falling-threshaldidt supplied, the rising threshold will be retded when it
falls below the threshold after the initial crogsthat generate the event.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 231



OAM testhead commands

Parameters

The configuration of jitter event thresholds isiopal.

rising-threshold threshold— Specifies a rising threshold jitter value. Whentibe&t run is completed, the
calculated jitter value is compared to the conféglijitter rising threshold. If the test run jittealue is
greater than the configured rising threshold véhesn an SAA threshold event is generated. The SAA
threshold event is tmnxOamSaaThreshold, loggelicgifn OAM, event #2101.

Default 0
Values 0 — 2147483 milliseconds

falling-threshold threshold— Specifies a falling threshold jitter value. Whee thst run is completed, the
calculated jitter value is compared to the confégljitter falling threshold. If the test run jittealue is
greater than the configured falling threshold vahen an SAA threshold event is generated. The SAA
threshold event is tmnxOamSaaThreshold, loggelicgifn OAM, event #2101.

Default 0
Values 0 — 2147483 milliseconds
direction —Specifies the direction for OAM ping responses ingk for an OAM ping test run.

Values inbound — Monitor the value of jitter calculated for th&bbund, one-way, OAM ping
responses received for an OAM ping test run.
outbound — Monitor the value of jitter calculated for thetbound, one-way, OAM ping
requests sent for an OAM ping test run.
roundtrip — Monitor the value of jitter calculated for theund trip, two-way, OAM ping
requests and replies for an OAM ping test run.

Default roundtrip

latency-event

Syntax

Context

Description

Parameters
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latency-event rising-threshold  threshold [falling-threshold threshold] [direction ]
no latency-event

config>saa>test

Specifies that at the termination of an SAA testyay; the calculated latency event value is evaluag@inst
the configured rising and falling latency evenestiolds. SAA threshold events are generated agedqu

Once the threshold (rising/falling) is crosseds itlisabled from generating additional events uh#loppo-
site threshold is crossed. If a falling-threshaldiot supplied, the rising threshold will be re{gled when it
falls below the threshold after the initial crogsthat generate the event.

The configuration of latency event thresholds isayal.

rising-threshold threshold— Specifies a rising threshold latency value. Whentéist run is completed, the
calculated latency value is compared to the condidliatency rising threshold. If the test run laten
value is greater than the configured rising thrébkialue then an SAA threshold event is generated.
The SAA threshold event is tmnxOamSaaThresholdjdogpplication OAM, event #2101.

Default 0
Values 0 — 2147483 milliseconds
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falling-threshold threshold— Specifies a falling threshold latency value. Whaea tiest run is completed,
the calculated latency value is compared to théigored latency falling threshold. If the test run
latency value is greater than the configured fgltimeshold value then an SAA threshold event is ge
erated. The SAA threshold event is tmnxOamSaaTbtéslogger application OAM, event #2101.

Default 0
Values 0 — 2147483 milliseconds
direction —Specifies the direction for OAM ping responses ingam for an OAM ping test run.

Values inbound — Monitor the value of jitter calculated for thebiound, one-way, OAM ping
responses received for an OAM ping test run.
outbound — Monitor the value of jitter calculated for thatbound, one-way, OAM ping
requests sent for an OAM ping test run.

roundtrip — Monitor the value of jitter calculated for theund trip, two-way, OAM ping
requests and replies for an OAM ping test run.

Default roundtrip

loss-event

Syntax loss-event rising-threshold  threshold [falling-threshold threshold] [direction ]
no loss-event

Context config>saa>test

Description Specifies that at the termination of an SAA testitie calculated loss event value is evaluatechagtie
configured rising and falling loss event thresho8A threshold events are generated as required.
The configuration of loss event thresholds is amlo
Parameters rising-threshold threshold— Specifies a rising threshold loss event value. Wthertest run is completed,
the calculated loss event value is compared tedhégured loss event rising threshold. If the rest

loss event value is greater than the configuredgithreshold value then an SAA threshold event is
generated. The SAA threshold event is tmnxOamSasFioid, logger application OAM, event #2101.

Default 0
Values 0 — 2147483647 packets

falling-threshold threshold— Specifies a falling threshold loss event value. Wtiee test run is com-
pleted, the calculated loss event value is comp@réite configured loss event falling thresholdhi
test run loss event value is greater than the gordd falling threshold value then an SAA threshold
event is generated. The SAA threshold event is @amSaaThreshold, logger application OAM, event
#2101.

Default 0
Values 0 — 2147483647 packets
direction —Specifies the direction for OAM ping responses inggk for an OAM ping test run.

Values inbound — Monitor the value of jitter calculated for th&bbund, one-way, OAM ping
responses received for an OAM ping test run.
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trap-gen

Syntax
Context

Description

outbound — Monitor the value of jitter calculated for thatbound, one-way, OAM ping
requests sent for an OAM ping test run.

roundtrip — Monitor the value of jitter calculated for theund trip, two-way, OAM ping
requests and replies for an OAM ping test run.

Default roundtrip

trap-gen

config>saa>test

This command enables the context to configuredeaperation for the SAA test.

probe-fail-enable

Syntax
Context

Description

[no] probe-fail-enable
config>saa>test>trap-gen

This command enables the generation of an SNMPwiregm probe-fail-threshold consecutive probes fail
during the execution of the SAA ping test. This coamd is not applicable to SAA trace route tests.

Theno form of the command disables the generation GNP trap.

probe-fail-threshold

Syntax
Context

Description

Default
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[no] probe-fail-threshold  0..15
config>saa>test>trap-gen

This command has no effect when probe-fail-enabtisabled. This command is not applicable to SAA
trace route tests.

Theprobe-fail-enable command enables the generation of an SNMP tram Wieeprobe-fail-threshold
consecutive probes fail during the execution of S\ ping test. This command is not applicable £AS
trace route tests.

Theno form of the command returns the threshold valuddodefault.

1
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test-completion-enable

Syntax
Context

Description

[no] test-completion-enable
config>saa>test>trap-gen

This command enables the generation of a trap \@ahe®AA test completes.

Theno form of the command disables the trap generation.

test-fail-enable

Syntax
Context

Description

[no] test-fail-enable
config>saa>test>trap-gen

This command enables the generation of a trap whest fails. In the case of a ping test, theisesbnsid-
ered failed (for the purpose of trap generatiothéf number of failed probes is at least the vafubetest-
fail-threshold parameter.

Theno form of the command disables the trap generation.

test-fail-threshold

Syntax
Context

Description

Default
type
Syntax

Context

Description

[no] test-fail-threshold  0..15
config>saa>test>trap-gen

This command configures the threshold for trap getien on test failure.

This command has no effect when test-fail-enabtiisabled. This command is not applicable to S/Aekédr
route tests.

Theno form of the command returns the threshold valuddodefault.

1

type
no type

config>saa>test

This command creates the context to provide theype for the named test. Only a single test iyqre be
configured.

A test can only be modified while the test is imtstiown mode.
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cpe-ping

Syntax

Context

Description

Parameters

Page 236

Once a test type has been configured the commanbecenodified by re-entering the command, the test
type must be the same as the previously enteret/fes

To change the test type, the old command mustrewved using theonfig>saa>test>no typeeommand.

Note: This command is not supported on 7210 SASeMas configured in Access uplink mode.

cpe-ping service service-id destination ip-address sourceip-address [ttl vc-label-ttl] [return-
control ] [source-mac ieee-address] [fc fc-name] [interval interval] [send-count send-count]
[send-control ]

oam
config>saa>test>type

This ping utility determines the IP centivity to a CPE within a specified VPLS service.

serviceservice-id— The service ID of the service to diagnose or manage

Values service-id 1— 2147483647
svc-name 64 characters maximum

destination ip-address— Specifies the IP address to be used as the déstiriat performing an OAM
ping operations.

sourceip-address— Specify an unused IP address in the same netwathkstlassociated with the VPLS.

ttl vc-label-ttl— The TTL value in the VC label for the OAM MAC reigexpressed as a decimal integer.
Default 255
Values 1—255

return-control — Specifies the MAC OAM reply to a data plane MAC OA®tjuest be sent using the con-
trol plane instead of the data plane.

Default MAC OAM reply sent using the data plane.

source-macieee-address— Specify the source MAC address that will be serthé CPE. If not specified
or set to 0, the MAC address configured for the @M is used.

fc-name —The forwarding class of the MPLS echo request esidafion.
Default be
Values be, 12, af, 11, h2, ef, h1, nc

interval interval — Theinterval parameter in seconds, expressed as a decimaginiégs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second where thmeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.
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Syntax

Context

Description

Parameters

OAM and SAA Command Reference

Default 1
Values 1—10

send-countsend-count— The number of messages to send, expressed aswaatlatieger. Theount
parameter is used to override the default numberesfsage requests sent. Each message request must
either timeout or receive a reply before the negssage request is sent. The mess#geval value
must be expired before the next message requsshis

Default 1
Values 1—255

send-control —Specifies the MAC OAM request be sent using therobplane instead of the data plane.
Default MAC OAM request sent using the data plane.

dns target-addr dns-name name-server ip-address [source ip-address] [count send-count]
[timeout timeout] [interval interval] [record-type {ipv4-a-record | ipv6-aaaa-record }]

<GLOBAL>
config>saa>test>type

This command configures a DNS name resolution test.

target-addr — The IP host address to be used as the destinatigefforming an OAM ping opera-
tion.dns-name —Fhe DNS name to be resolved to an IP address.

name-serverip-address— Specifies the server connected to a network tisaives network names into
network addresses.

Values ipv4-address -a.b.c.d
ipv6-address - x:xxax:x:x:x:x:x  (eight 16-bitguies)
xoxexax:x:x:d.d.d.d

x - [0..FFFF]H
d - [0..255]D
sourceip-address— Specifies the IP address to be used as the saurperfforming an OAM ping opera-
tion.
Values ipv4-address -a.b.c.d

ipv6-address - x:xx:xx:x:xx:x:x:x  (eight 16-bitguies)
xoxexax:x:x:d.d.d.d
x - [0..FFFF]H
d - [0..255]D

send-countsend-count— The number of messages to send, expressed aswatizdeger. Theend-count
parameter is used to override the default numberesfsage requests sent. Each message request must
either timeout or receive a reply before the neassage request is sent. The mesgageval value
must be expired before the next message requseshis
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Default 1
Values 1—100

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uponxieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.

Default 5
Values 1—120

interval interval — Theinterval parameter in seconds, expressed as a decimainfigys parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10
record-type — Specifies a record type.
Values ipv4-a-record - A record specific mapping a host name to an IP\dtess.

ipv6-aaaa-record -A record specific to the Internet class that starsingle IPv6
address.

eth-cfm-linktrace

Syntax

Context
Description

Parameters-
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eth-cfm-linktrace mac-address mep mep-id domain md-index association ma-index [ttl ttlvalue]
[fc {fc-name} ] [count send-count] [timeout timeout] [interval interval]

config>saa>test>type
This command configures a CFM linktrace test in SAA
mac-address -Specifies a unicast destination MAC address.
mep mep-id —Specifies the target MAC address.

Values 1—8191
domain md-index —Specifies the MD index.

Values 1 — 4294967295
associationma-index —Specifies the MA index.

Values 1 — 4294967295

ttl ttl-value —Specifies the maximum number of hops traversetadibhktrace.
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Default 64
Values 1— 255

fc fc-name —Thefc parameter is used to indicate the forwarding adiske CFM Linktrace request
messages.
The actual forwarding class encoding is controbgdhe network egress mappings.

Default nc
Values be, 12, af, I1, h2, ef, hl, nc

count send-count —Fhe number of messages to send, expressed aswatietieger. Theount parameter
is used to override the default number of messageests sent. Each message request must eitheutime

or receive a reply before the next message redgiesnt. The messag#erval value must be expired
before the next message request is sent.

Default 1
Values 1—10

timeout timeout —Thetimeout parameter in seconds, expressed as a decimal intége value is used to
override the defautimeout value and is the amount of time that the routerwalit for a message reply
after sending the message request. Upon the eppiraft message timeout, the requesting router assum
that the message response will not be received.résponse received after the request times oubwill
silently discarded. Thémeout value must be less than timterval.

Default 5
Values 1—10

interval interval —Theinterval parameter in seconds, expressed as a decimal intége parameter is
used to override the default request message a&ntal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to “1” second, and thieneout value is set to “10” seconds, then the maximum time
between message requests is “10” seconds and tteuam is “1” second. This depends upon the reasipt

a message reply corresponding to the outstandisgage request. Thieneout value must be less than
theinterval.

Default 5
Values 1—10

eth-cfm-loopback

Syntax  eth-cfm-loopback mac-address mep mep-id domain md-index association ma-index [size
datasize] [fc {fc-name} ] [count send-count J[timeout timeout] [interval interval]

Context config>saa>test>type

Description This command configures an Ethernet CFM loopbaskiteSAA.

mac-address -Specifies a unicast destination MAC address.
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mep mep-id —Specifies the target MAC address.
Values 1—8191
domain md-index —Specifies the MD index.
Values 1 — 4294967295
associationma-index —Specifies the MA index.
Values 1 — 4294967295
sizedata-size —The packet size in bytes, expressed as a deciteglen
Default 0
Values 0 — 1500
fc fc-name —Thefc parameter is used to indicate the forwarding atdiske CFM Loopback request

messages.
The actual forwarding class encoding is controbigdhe network egress mappings.

Default nc
Values be, 12, af, |11, h2, ef, hl, nc

count send-count —Fhe number of messages to send, expressed aswatietieger. Theount parameter
is used to override the default number of messageests sent. Each message request must eitheutime
or receive a reply before the next message redgesnt. The messag#erval value must be expired
before the next message request is sent.

Default 1
Values 1—100

timeout timeout —Thetimeout parameter in seconds, expressed as a decimalintége value is used to
override the defautimeout value and is the amount of time that the routerwalit for a message reply
after sending the message request. Upon the eppiraft message timeout, the requesting router assum
that the message response will not be received.résponse received after the request times oubwill
silently discarded. Thémeout value must be less than timeerval.

Default 5
Values 1—10

interval interval —Theinterval parameter in seconds, expressed as a decimal intége parameter is
used to override the default request message a&mtal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to “1” second, and thieneout value is set to “10” seconds, then the maximum time
between message requests is “10” seconds and tteuam is “1” second. This depends upon the reasipt
a message reply corresponding to the outstandisgage request. Thieneout value must be less than
theinterval.

Default 5
Values 1—10
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eth-cfm-two-way-delay

Syntax eth-cfm-two-way-delay mac-address mep mep-id domain md-index association ma-index [fc
{fc-name} ] [count send-count] [timeout timeout] [interval interval]

Context config>saa>test>type

Description- This command configures an Ethernet CFM two-wapylést in SAA.
mac-address —Specifies a unicast destination MAC address.
mep mep-id —Specifies the target MAC address.
Values 1—8191
domain md-index —Specifies the MD index.
Values 1 — 4294967295
associationma-index —Specifies the MA index.
Values 1 — 4294967295
ttl ttl-value —Specifies the maximum number of hops traversetadibktrace.
Default 64
Values 1— 255

fc fc-name —Thefc parameter is used to indicate the forwarding atdiske CFM two-delay request
messages.
The actual forwarding class encoding is controbigdhe network egress mappings.

Default nc
Values be, 12, af, 11, h2, ef, h1, nc

count send-count —Fhe number of messages to send, expressed aswaatieteger. Theount parameter
is used to override the default number of messageests sent. Each message request must eitheutime
or receive a reply before the next message redgiesnt. The messag#erval value must be expired
before the next message request is sent.

Default 1
Values 1—100

timeout timeout —Thetimeout parameter in seconds, expressed as a decimal intége value is used to
override the defautimeout value and is the amount of time that the routerwalit for a message reply
after sending the message request. Upon the eppiraft message timeout, the requesting router assum
that the message response will not be received.résponse received after the request times oubwill
silently discarded. Thémeout value must be less than timeerval.

Default 5
Values 1—10

interval interval —Theinterval parameter in seconds, expressed as a decimal intége parameter is
used to override the default request message a&mtal and defines the minimum amount of time that
must expire before the next message request is sent
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If the interval is set to “1” second, and thieneout value is set to “10” seconds, then the maximum time
between message requests is “10” seconds and tteuam is “1” second. This depends upon the reasipt
a message reply corresponding to the outstandisgage request. Thieneout value must be less than
theinterval.

Default 5
Values 1—10

eth-cfm-two-way-sim

Syntax

Context

Description

Page 242

eth-cfm-two-way-delay mac-address mep mep-id domain md-index association ma-index [fc
{fc-name}] [send-count send-count] [size data-size] [timeout timeout] [interval interval]

config>saa>test>type

This command configures an Ethernet CFM two-way Skt in SAA.
mac-address -Specifies a unicast destination MAC address.
mep mep-id —Specifies the target MAC address.
Values 1—8191
domain md-index -Specifies the MD index.
Values 1 — 4294967295
association ma-index -Specifies the MA index.
Values 1 — 4294967295

fc fc-name —The fc parameter is used to indicate the forwardiags of the CFM SLM request messages.
The actual forwarding class encoding is controbigdhe network egress mappings.

Default nc
Values be, 12, af, 11, h2, ef, hl, nc

profile {in | out} —The profile state of the CFM SLM request messages.
Default in

send-count send-count Fhe number of messages to send, expressed asw@atieteger. The count
parameter is used to override the default numberasfsage requests sent. Each message requesttharst e
timeout or receive a reply before the next messageest is sent. The message interval value must be
expired before the next message request is sent.

Default 1

Values 1—100
size data-size —Fhis is the size of the data portion of the dat®.TL.0 is specified no data TLV is added to
the packet.
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Syntax

Context
Description

Parameters
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Default 0
Values 0 — 1500

timeout timeout —Fhe timeout parameter in seconds, expressed asraalénteger. This value is used to
override the default timeout value and is the amofitime that the router waits for a message reyftigr
sending the message request. Upon the expiratiores$age timeout, the requesting router assumigthéha
message response is not received. Any responsgaeadter the request times out is silently dideal:
The timeout value must be less than the interval.

Default 5
Values 1—10

interval interval —The interval parameter in seconds, expressed asimal integer. This parameter is used
to override the default request message send aitand defines the minimum amount of time that must
expire before the next message request is seht Ihterval is set to 1 second, and the timeolutevis set

to 10 seconds, then the maximum time between messggests is 10 seconds and the minimum is 1 sec-
ond. This depends upon the receipt of a messafjeaepesponding to the outstanding message request
The timeout value must be less than the interval.

Default 5
Values 1—10

icmp-ping [ip-address | dns-name] [rapid | detail ] [ttl time-to-live] [tos type-of-service] [size
bytes] [pattern pattern] [source ip-address | dns-name] [interval seconds] [{next-hop ip-address}
| {interface interface-name} | bypass-routing ][count requests] [do-not-fragment ] [router router-
instance | service-name service-name] [timeout timeout]

config>saa>test>type
This command configures an ICMP ping test.

ip-address —The far-end IP address to which to sendsteping request message in dotted decimal nota-
tion.

Values ipv4-address: a.b.cd
ipv6-address: XXXXXXX:X (eight 16-bit pieces)
xoxexax:x:x:d.d.d.d
X: [0.. FFFFH
d: [0..255]D

dns-name —Fhe DNS name of the far-end device to which to sardvc-pingrequest message, expressed
as a character string up to 63 characters maximum.

rapid — Packets will be generated as fast as possiblesidstethe default 1 per second.
detail — Displays detailed information.
ttl time-to-live— The TTL value for the IP packet, expressed as arggdnteger.

Values 1—128

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 243



OAM testhead commands

Page 244

tos type-of-service— Specifies the service type.
Values 0 — 255

sizebytes — The request packet size in bytes, expressed asraalanteger.
Values 0 — 16384

pattern pattern— The date portion in a ping packet will be filledtiwvthe pattern value specified. If not
specified, position info will be filled instead.

Values 0 — 65535
sourceip-address|dns-name- Specifies the IP address to be used.
Values ipv4-address: a.b.c.ddns-name: 128 characters max

interval seconds— This parameter is used to override the defaultesgmessage send interval and defines
the minimum amount of time that must expire betbeenext message request is sent.

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

next-hopip-address— Only displays static routes with the specified reogp IP address.
Values ipv4-address: a.b.c.d (host bits must be 0)

interface interface-name— The name used to refer to the interface. The naost already exist in the
config>router>interface context.

bypass-routing —Specifies whether to send the ping request to tidroa directly attached network
bypassing the routing table.

count requests— Specifies the number of times to perform an OAMygInobe operation. Each OAM echo
message request must either timeout or receivplyabefore the next message request is sent.

Values 1 — 100000
Default 5
do-not-fragment — Sets the DF (Do Not Fragment) bit in the ICMP piragket.

router router-instance— Specifies the router name or service ID.

Values router-name Base , management
service-id 1 — 2147483647
Default Base

service-nameservice-name— Specifies the service name as an integer.
Values service-id 1 — 2147483647

timeout timeout— Overrides the defaulimeout value and is the amount of time that the routdirwait
for a message reply after sending the messagesedigon the expiration of message timeout, the
requesting router assumes that the message respiinset be received. Any response received after
the request times out will be silently discarded.
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Default 5
Values 1—10

icmp-trace [ip-address | dns-name] [ttl time-to-live] [wait milli-seconds] [tos type-of-service]
[source ip-address] [tos type-of-service] [router router-instance | service-name service-name]

config>saa>test>type
This command configures an ICMP traceroute test.

ip-address —The far-end IP address to which to sendsteping request message in dotted decimal nota-
tion.

Values ipv4-address: a.b.cd
ipv6-address: XIXXXXXX:X (eight 16-bit pieces)
xoxexax:x:x:d.d.d.d
X: [0.. FFFFH
d: [0..255]D

dns-name —Fhe DNS name of the far-end device to which to sardvc-pingrequest message, expressed
as a character string to 63 characters maximum.

ttl time-to-live— The TTL value for the MPLS label, expressed ascnda integer.
Values 1—255

wait milliseconds— The time in milliseconds to wait for a response farobe, expressed as a decimal inte-
ger.

Default 5000
Values 1 — 60000
tos type-of-service— Specifies the service type.
Values 0— 255
sourceip-address— Specifies the IP address to be used.

Values ipv4-address: a.b.cd
ipv6-address: XIXXXIXXX:X (eight 16-bit pieces)
xaxexex:x:x:d.d.d.d

X: [0.. FFFFIH
d: [0..255]D
router router-instance— Specifies the router name or service ID.
Values router-name Base, management
service-id 1 — 2147483647
Default Base
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Note: This command is not supported on 7210 SASIM %10 SAS-T devices configured in Access uplink
mode.

Isp-ping {lsp-name [path path-name]} [fc fc-name] [size octets][ttl label-itl]] [send-count send-
count] [timeout timeout] [interval
interval]

oam
config>saa>test>type

This command performs in-band LSP connectivitystest

Thelsp-ping command performs an LSP ping using the protocdldata structures defined in the RFC
4379, Detecting Multi-Protocol Label Switched (MPLZata Plane Failures.

The LSP ping operation is modeled after the IP pitilgy which uses ICMP echo request and replykess
to determine IP connectivity.

In an LSP ping, the originating device creates @&1L8 echo request packet for the LSP and path to be
tested. The MPLS echo request packet is sent thrihegdata plane and awaits an MPLS echo replygtack
from the device terminating the LSP. The statutiefLSP is displayed when the MPLS echo reply piaiske
received.

Isp-name—Name that identifies an LSP to ping. The LSP naarel®e up to 32 characters long.
path path-name— The LSP path name along which to send the L8 mquest.

Default The active LSP path.

Values Any path name associated with the LSP.

fc fc-name— Thefc parameter is used to indicate the forwarding aldisbe MPLS echo request packets.
The actual forwarding class encoding is controbigdhe network egress LSP-EXP mappings.

The LSP-EXP mappings on the receive network interfaontrols the mapping back to the internal for-
warding class used by the far-end 7210 SAS M theives the message request. The egress mappings
of the egress network interface on the far-end 248 M controls the forwarding class markings on

the return reply message.

The LSP-EXP mappings on the receive network interfaontrols the mapping of the message reply
back at the originating router.

Default be
Values be, 12, af, 11, h2, ef, h1, nc

sizeoctets — The MPLS echo request packet size in octets, egpdeas a decimal integer. The request
payload is padded with zeroes to the specified size

Default 68 — The system sends the minimum packet size ndiépg on the type of LSP. No pad-
ding is added.

Values 84 — 65535
ttl label-ttl — The TTL value for the MPLS label, expressed ascna& integer.
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Default 255
Values 1—255

send-countsend-count— The number of messages to send, expressed aswatiateger. Theend-count
parameter is used to override the default numberexfsage requests sent. Each message request must
either timeout or receive a reply before the negssage request is sent. The mess#geval value
must be expired before the next message requsshis

Default 1
Values 1—100

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uporxihieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.

Default 5
Values 1—10

interval interval — Theinterval parameter in seconds, expressed as a decimainfidgs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

Isp-trace

Note: This command is not supported on 7210 SASIN 10 SAS-T devices configured in Access uplink
mode.

Syntax Isp-trace {Isp-name [path path-name]} [fc fc-name] [max-fail no-response-count] [probe-count
probes-per-hop] [size octets] [min-ttl min-label-ttl]] [max-ttl max-label-ttl] [timeout timeout]
[interval interval]

Context oam
config>saa>test>type

Description This command displays the hop-by-hop path for aR.LS

Thelsp-trace command performs an LSP traceroute using the pobtnd data structures defined in the
IETF draft (draft-ietf-mpls-Isp-ping-02.txt).

The LSP traceroute operation is modeled afterRhgdceroute utility which uses ICMP echo request a
reply packets with increasing TTL values to detexrthe hop-by-hop route to a destination IP.
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In an LSP traceroute, the originating device cieare MPLS echo request packet for the LSP to lbedes
with increasing values of the TTL in the outermlasiel. The MPLS echo request packet is sent threlgh
data plane and awaits a TTL exceeded response difL.S echo reply packet from the device termimgatin
the LSP. The devices that reply to the MPLS ecljoest packets with the TTL exceeded and the MPLS
echo reply are displayed.

Isp-name—Name that identifies an LSP to ping. The LSP naarel®e up to 32 characters long.
path path-name— The LSP pathname along which to send the LSP tepeest.

Default The active LSP path.

Values Any path name associated with the LSP.

min-ttl min-label-ttt— The minimum TTL value in the MPLS label for the L8&ce test, expressed as a
decimal integer.

Default 1
Values 1—255

max-ttl max-label-tt— The maximum TTL value in the MPLS label for the LB®etrace test, expressed
as a decimal integer.

Default 30
Values 1—255

max-fail no-response-court- The maximum number of consecutive MPLS echo reguegpressed as a
decimal integer that do not receive a reply betbestrace operation fails for a given TTL.

Default 5
Values 1—255

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinidygs value is used to
override the defautimeout value and is the amount of time that the 7210 $A8ill wait for a mes-
sage reply after sending the message request. ipaxpiration of message timeout, the requesting
router assumes that the message response wileretbived. A ‘request timeout’ message is displaye
by the CLI for each message request sent thatesxphny response received after the request timies o
will be silently discarded.

Default 3
Values 1—10

interval interval — Theinterval parameter in seconds, expressed as a decimainfidgs parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

fc fc-name— Thefc parameter is used to indicate the forwarding aldisbe MPLS echo request packets.
The actual forwarding class encoding is controbigdhe network egress LSP-EXP mappings.
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The LSP-EXP mappings on the receive network inéerfaontrols the mapping back to the internal for-
warding class used by the far-end 7210 SAS M thedives the message request. The egress mappings
of the egress network interface on the far-end 248 M controls the forwarding class markings on

the return reply message.

The LSP-EXP mappings on the receive network interfaontrols the mapping of the message reply
back at the originating 7210 SAS M.

Default be
Values be, 12, af, |11, h2, ef, hl, nc

Note: This command is not supported on 7210 SASIN 10 SAS-T devices configured in Access uplink
mode.

mac-ping service service-id destination dst-ieee-address [source src-ieee-address] [fc fc-
name] [size octets] [ttl vc-label-ttl] [send-count send-count] [send-control ] [return-control ]
[interval interval] [timeout timeout]

oam
config>saa>test>type

The mac-ping utility is used to determine the exise of an egress SAP binding of a given MAC within
VPLS service.

A mac-ping packet can be sent via the control plane or the plane. Theend-controloption specifies the
request be sent using the control planeetd-controlis not specified, the request is sent using tha da
plane.

A mac-pingis forwarded along the flooding domain if no MAGdaess bindings exist. If MAC address
bindings exist, then the packet is forwarded alibroge paths, provided they are active. A respangener-
ated only when there is an egress SAP bindinghfair MAC address or if the MAC address is a “local”
OAM MAC address associated with the device’s cdrlan.

A mac-ping reply can be sent using the data plane or theagritine. Theeturn-control option specifies
the reply be sent using the control planeetéirn-control is not specified, the request is sent using the da
plane.

A mac-ping with data plane reply can only be initiated one®that can have an egress MAC address bind-
ing. A node without a FIB and without any SAPs aatrimave an egress MAC address binding, so it imnot
node where replies in the data plane will be trdpgoed sent up to the control plane.

A control plane request is responded to via a cbptane reply only.

By default, MAC OAM requests are sent with the eysor chassis MAC address as the source MAC. The
sourceoption allows overriding of the default source MAGE the request with a specific MAC address.

When asourceieee-addressalue is specified and the source MAC addresscially registered within a
split horizon group (SHG), then this SHG membersthiipbe used as if the packet originated from this
SHG. In all other cases, SHG 0 (zero) will be udeate that if themac-traceis originated from a non-zero
SHG, such packets will not go out to the same SHG.

If EMG is enabled, mac-ping will return only thesti SAP in each chain.
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serviceservice-id— The service ID of the service to diagnose or manage
Values service-id 1— 2147483647
destinationieee-address— The destination MAC address for the OAM MAC request

sizeoctets — The MAC OAM request packet size in octets, esped as a decimal integer. The request
payload is padded to the specified size with até PAD header and a byte payload of OXAA as necgssa
If the octet size specified is less than the minmpacket, the minimum sized packet necessary t then
request is used.

Default No OAM packet padding.
Values 1 — 65535

ttl vc-label-ttl— The TTL value in the VC label for the OAM MAC reigexpressed as a decimal integer.
Default 255
Values 1—255

send-control —Specifies the MAC OAM request be sent using therobplane instead of the data plane.
Default MAC OAM request sent using the data plane.

return-control — Specifies the MAC OAM reply to a data plane MAC OAdtjuest be sent using the con-
trol plane instead of the data plane.

Default MAC OAM reply sent using the data plane.

sourcesrc-ieee-address— The source MAC address from which the OAM MAC resjuaiginates. By
default, the system MAC address for the chassisésl.

Default The system MAC address.
Values Any unicast MAC value.

fc fc-name — Thefc parameter is used to test the forwarding claskedMPLS echo request packets. The
actual forwarding class encoding is controlled ey metwork egress LSP-EXP mappings.

Values be, 12, af, |11, h2, ef, hl, nc

interval interval — Theinterval parameter in seconds, expressed as a decimatinfgys parameter is
used to override the default request message stargal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second where tfmeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeuming 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

send-countsend-count— The number of messages to send, expressed asaatlatieger. Theount
parameter is used to override the default numberaesfsage requests sent. Each message request must
either timeout or receive a reply before the negssage request is sent. The mess#geval value
must be expired before the next message requsshis
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Default 1
Values 1—100

timeout timeout— Thetimeout parameter in seconds, expressed as a decimatinigdys value is used to
override the defautimeout value and is the amount of time that the routdirwait for a message
reply after sending the message request. Uponxieation of message timeout, the requesting router
assumes that the message response will not beedcéiny response received after the request times
out will be silently discarded.

Default 5
Values 1—10

Sample Output

oam mac-ping service 1 destination 00:bb:bb:bb:bb:b b
Seq Node-id Path RTT

[Send request Seq. 1, Size 126]
12.2.2.2:sap1/1/1:1 In-Band 960ms

Note: This command is not supported on 7210 SASIN 10 SAS-T devices configured in Access uplink
mode.

sdp-ping orig-sdp-id [resp-sdp resp-sdp-id] [fc fc-name [profile {in | out}]] [timeout seconds]
[interval seconds] [size octets] [count send-count] [interval <interval>]

oam
config>saa>test>type

This command tests SDPs for uni-directional or obtrip connectivity and performs SDP MTU Path tests

The sdp-ping command accepts an originating SDP-ID and an ogti@sponding SDP-ID. The size, num-
ber of requests sent, message time-out and messadénterval can be specified. Atlp-ping requests
and replies are sent with PLP OAM-Label encapsutatas aservice-idis not specified.

For round trip connectivity testing, thesp-sdpkeyword must be specified. iésp-sdpis not specified, a
uni-directional SDP test is performed.

To terminate asdp-ping in progress, use the CLI break sequence <Ctrl-C>.

An sdp-ping response message indicates the result acfdhgping message request. When multiple
response messages apply to a single SDP echo tegplyssequence, the response message with the hig
est precedence will be displayed. The followinddatsplays the response messages sorted by preeede
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Result of Request Displayed Response Message Preceden ce
Request timeout without reply Request Timeout 1
Request not sent due to non-existanig-sdp-id Orig-SDP Non-Existent 2
Request not sent due to administratively danig- Orig-SDP Admin-Down 3
sdp-id
Request not sent due to operationally danig-sdp-id Orig-SDP Oper-Down 4
Request terminated by user before reply or timeout  equst Terminated 5
Reply received, invalidrigination-id Far End: Originator-ID Invalid 6
Reply received, invalidesponder-id Far End: Responder-1D Error 7
Reply received, non-existergsp-sdp-id Far End: Resp-SDP Non-Existent 8
Reply received, invalidesp-sdp-id Far End: Resp-SDP Invalid 9
Reply receivedresp-sdp-iddown (admin or oper) Far-end: Resp-SDP Down 10
Reply received, No Error Success 11

Parameters orig-sdp-id —The SDP-ID to be used tsglp-ping, expressed as a decimal integer. The far-end agldfes
the specified SDP-ID is the expectedponder-idwithin each reply received. The specified SDP-ID
defines the encapsulation of the SDP tunnel entafpsn used to reach the far end. This can be IFGR
or MPLS. Iforig-sdp-idis invalid or administratively down or unavailalit® some reason, the SDP
Echo Request message is not sent and an appropmatanessage is displayed (onceititerval
timer expires, sdp-ping will attempt to send thgtmequest if required).

Values 1— 17407

resp-sdpresp-sdp-id— Optional parameter is used to specify the returP-3Dto be used by the far-end
7210 SAS M for the message reply for round trip SDRnectivity testing. Ifesp-sdp-iddoes not exist
on the far-end 7210 SAS M, terminates on anoth#® BAS M different than the originating 7210 SAS
M, or another issue prevents the far-end routen fusingresp-sdp-idthe SDP echo reply will be sent
using generic IP/GRE OAM encapsulation. The reakfeewarding class (as mapped on the ingress
network interface for the far end) defines the farsing class encapsulation for the reply message.

Default null. Use the non-SDP return path for message reply
Values 1— 17407

fc fc-name — Thefc parameter is used to indicate the forwarding adishe SDP encapsulation. The
actual forwarding class encoding is controlled ley metwork egress DSCP or LSP-EXP mappings.

The DSCP or LSP-EXP mappings on the receive netimbekface controls the mapping back to the
internal forwarding class used by the far-end 73A% M that receives the message request. The egress
mappings of the egress network interface on therfdr7210 SAS M controls the forwarding class
markings on the return reply message.

The DSCP or LSP-EXP mappings on the receive netimbekface controls the mapping of the message
reply back at the originating 7210 SAS M. Thisigpthyed in the response message output upon
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receipt of the message reply.
Default be
Values be, 12, af, 11, h2, ef, h1, nc

timeout seconds— Thetimeout parameter in seconds, expressed as a decimatinfégs value is used to

override the defautimeout value and is the amount of time that the routdirwait for a message

reply after sending the message request. Uponxbieation of message timeout, the requesting router
assumes that the message response will not beedcéi ‘request timeout’ message is displayed ley th
CLI for each message request sent that expiresrégponse received after the request times out will
be silently discarded.

Default 5
Values 1—10

interval seconds— Theinterval parameter in seconds, expressed as a decimaginféygs parameter is

used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and ttimeout value is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

sizeoctets— Thesizeparameter in octets, expressed as a decimal mfBgie parameter is used to over-

ride the default message size for $iop-ping request. Changing the message size is a methadteok-
ing the ability of an SDP to supporpath-mtu. The size of the message does not include the SDP
encapsulation, VC-Label (if applied) or any DLC tees or trailers.

When the OAM message request is encapsulatedIPV&RE SDP, the IP ‘DF’ (Do Not Fragment) bit

is set. If any segment of the path between theeseanttl receiver cannot handle the message size, the
message is discarded. MPLS LSPs are not expecfeitoent the message either, as the message con-
tained in the LSP is not an IP packet.

Default 72
Values 72 — 9198

count send-count— The number of messages to send, expressed aswatieteger. Theount parameter

is used to override the default number of messageasts sent. Each message request must either time
out or receive a reply before the next messageestdsi sent. The messagéerval value must be
expired before the next message request is sent.

Default 1
Values 1—100

Single Response Connectivity Tests — A single raspadp-ping test provides detailed test results.

Upon request timeout, message response, requeshtion, or request error the following local and
remote information will be displayed. Local and mminformation will be dependent upon SDP-ID exis-
tence and reception of reply.
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Field Description Values

Request Result The result of thdp-ping request message. Sent - Request Timeout
Sent - Request Terminated
Sent - Reply Received

Not Sent - Non-Existent
Local SDP-ID

Not Sent - Local SDP-ID
Down

Originating SDP-ID The originating SDP-ID specifibg orig-sdp. orig-sdp-id

Originating SDP-ID The local administrative state of the originatiigPsID. If the ~ Admin-Up
Administrative State SDP-ID has been shutdown, Admin-Down is displaykethe
originating SDP-ID is in the no shutdown state, Aaidp is
displayed. If theorig-sdp-iddoes not exist, Non-Existent is dis- Non-Existent

Admin-Down

played.
Originating SDP-ID The local operational state of the originating SIDP# orig- Oper-Up
Operating State sdp-iddoes not exist, N/A will be displayed. Oper-Down
N/A

Originating SDP-ID The localpath-mtu for orig-sdp-id If orig-sdp-iddoes not exist orig-path-mtu
Path MTU locally, N/A is displayed. N/A

Responding SDP-ID The SDP-ID requested as the fdupath to respond to thselp- resp-sdp-id
ping request. Ifesp-sdpis not specified, the responding router

will not use an SDP-ID as the return path and NiAle dis- N/A
played.
Responding SDP-ID Displays whether the responding 7210 SAS M usedegbgond- Yes
Path Used ing sdp-idto respond to thedp-ping request. Ifesp-sdp-ids a No

valid, operational SDP-ID, it must be used for 8i2P echo

reply message. If the far-end uses the resporatipgdas the ~ N/A
return path, Yes will be displayed. If the far-ataks not use the
respondingsdp-idas the return path, No will be displayed. If
resp-sdpis not specified, N/A will be displayed.

Responding SDP-ID  The administrative state of the respondsdg-id Whenresp- Admin-Down
Administrative State sdp-idis administratively down, Admin-Down will be dis- Admin-Up
played. Whemesp-sdp-ids administratively up, Admin-Up will
be displayed. Wheresp-sdp-icexists on the far-end 7210 SAS Invalid
M but is not valid for the originating router, Ifidhis displayed. Non-Existent
Whenresp-sdp-idioes not exist on the far-end router, Non-Exis-
tent is displayed. Whemsp-sdpis not specified, N/A is dis-  N/A
played.
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Field Description Values

Responding SDP-ID  The operational state of the far-esdp-idassociated with the  Oper-Up

Operational State return path foservice-id When a return path is operationally
down, Oper-Down is displayed. If the retwuip-idis operation-
ally up, Oper-Up is displayed. If the respondgdp-idis non- N/A
existent, N/A is displayed.

Oper-Down

Responding SDP-ID  The remotgath-mtu for resp-sdp-idIf resp-sdp-iddoes not resp-path-mtu
Path MTU exist remotely, N/A is displayed

N/A
Local Service IP The local system IP address used to terminate eynconfig-  system-ip-addr
Address uredsdp-ids(as thesdp-idfar-end address). If an IP address haﬁ\l/A
not been configured to be the system IP addregsjd\dis-
played.

Local Service IP Inter- The name of the local system IP interface. If teal system IP  system-interface-name
face Name interface has not been created, N/A is displayed. N/A

Local Service IP Inter- The state of the local system IP interface. Ifldoal system IP  Up

face State interface has not been created, Non-Existent gajied. Down

Non-Existent
Expected Far End The expected IP address for the remote systentéHace. This orig-sdp-far-end-addr
Address must be thdar-end address configured for ttueig-sdp-id dest-ip-addr

N/A

Actual Far End Address  The returned remote IP addtea response is not received, theesp-ip-addr
displayed value is N/A. If the far-end service tierface is N/A
down or non-existent, a message reply is not erpect

Responders Expected The expected source of the originatedp-idfrom the perspec- resp-rec-tunnel-far-end-

Far End Address tive of the remote terminating tiselp-id If the far-end cannot  addr
detect the expected source of the ingeelgsid N/A is dis- N/A
played.
Round Trip Time The round trip time between SDP edtuest and the SDP delta-request-reply

echo reply. If the request is not sent, times ous$ terminated,
L N/A
N/A is displayed.
Multiple Response Connectivity Tests — When theneativity test count is greater than one (1), glsin
line is displayed per SDP echo request send attempt

The request number is a sequential number stasfitthgl and ending with the last request sent, imenet-
ing by one (1) for each request. This should natddused with thenessage-ig¢ontained in each request
and reply message.

A response message indicates the result of theagesequest. Following the response message is the
round trip time value. If any reply is receivede ttound trip time is displayed.
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After the last reply has been received or resptinged out, a total is displayed for all messages aed all
replies received. A maximum, minimum and averagmdatrip time is also displayed. Error response and
timed out requests do not apply towards the averaged trip time.

Multiple Response Round Trip Connectivity Test Samp  le Output

*A:DUT-A# oam sdp-ping 101 resp-sdp 102

Err SDP-ID Info Local Remote
SDP-ID: 101 102
Administrative State: Up Up
Operative State: Up Up
Path MTU: 9186 N/A
Response SDP Used: Yes

IP Interface State:  Up

Actual IP Address:  10.20.1.1 10.20.1 2
Expected Peer IP: 10.20.1.2 10.20.1 1
Forwarding Class be be

Profile Out Out

Request Result: Sent - Reply Received
RTT: 10(ms)

*A:DUT-A# oam sdp-ping 101 resp-sdp 102 count 10
Request Response RTT

1 Success 10ms
2 Success Oms
3 Success 0Oms
4 Success 0Oms
5 Success Oms
6 Success 0Oms
7 Success 0Oms
8 Success Oms
9 Success 0Oms
10 Success 0Oms

Sent: 10 Received: 10
Min: Oms Max: 10ms Avg: 1ms
*A:DUT-A#

vcev-ping

Note: This command is not supported on 7210 SAS-M &@1D7SAS-T devices configured in Access
uplink mode.
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vcev-ping sdp-id:ve-id [src-ip-address ip-addr dst-ip-address ip-addr pw-id pw-id][reply-mode
{ip-routed |control-channel }] [fc fc-name] [size octets] [send-count send-count] [timeout
timeout] [interval interval] [ttl vc-label-ttl]

oam
config>saa>test

This command configures a Virtual CitdDonnectivity Verification (VCCV) ping test. A veeping test
checks connectivity of a VLL inband. It checks trify that the destination (target) PE is the egfes the
Layer 2 FEC. It provides for a cross-check betwtbendataplane and the control plane. It is inbahithv
means that the vccv-ping message is sent usinggiihe encapsulation and along the same path as user
packets in that VLL. The vcecv-ping test is the eqleént of the Isp-ping test for a VLL service. Nwev-
ping reuses an Isp-ping message format and casdukta test a VLL configured over both an MPLS and
GRE SDP.

Note that VCCV ping can be initiated on TPE or SPhitiated on the SPE, theply-mode parameter
must be used with the ip-routed value The ping ftbenTPE can have either values or can be omitted,
which case the default value is used.

If a VCCV ping is initiated from TPE to neighboriagSPE (one segment only) it is sufficient to ardg the
sdpid:vcidparameter. However, if the ping is across two oravsegments, at least thepld:vcld src-ip-
addressip-addr, dst-ip-addressip-addr, ttl ve-label-ttndpw-id pw-id parameters are used where:

* Thesrc-ip-addresss system IP address of the router preceding éisérdation router.
e Thepwidis actually the VC ID of the last pseudowire segtne
» Thevc-label-tttmust have a value equal or higher than the numfggseudowire segments.

Note that VCCV ping is a multi-segment pseudowii@. a single-hop pseudowire, only the peer VCCV CC
bit of the control word is advertised when the cointvord is enabled on the pseudowire. VCCV ping on
multi-segment pseudowires require that the comtod be enabled in all segments of the VLL.

If the control word is not enabled on spoke SDRilitnot be signaled peer VCCV CC bits to the fade
consequently VCCV ping cannot be successfullyateti on that specific spoke SDP.

sdp-id:vc-id —The VC ID of the pseudowire being tested must biecated with this parameter. The VC ID
needs to exist on the local router and the fargat needs to indicate that it supports VCCV tovall
the user to send vcecv-ping message.

Values 1—17407:1 — 4294967295
src-ip-addressip-addr — Specifies the source IP address.

Values ipv4-address: a.b.cd
dst-ip-addressip-address— Specifies the destination IP address.

Values ipv4-address: a.b.cd
ipv6-address - x:x:x:x:x:x:x:x (eight 16-bitguies)

pw-id pw-id — Specifies the pseudowire ID to be used for perfogavccv-ping operation. The pseudow-
ire ID is a non-zero 32-bit connection ID requitadthe FEC 128, as defined in RFC 43D@fecting
Multi-Protocol Label Switched (MPLS) Data Plane kiags.

reply-mode {ip-routed | control-channel} — The reply-mode parameter indicates to the far-ewvd to
send the reply message.The option control-chandedates a reply mode in-band using vccv control
channel.
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Default control-channel

fc fc-name — Thefc parameter is used to indicate the forwarding abddisbe MPLS echo request packets.
The actual forwarding class encoding is controblgdhe network egress LSP-EXP mappings.

The LSP-EXP mappings on the receive network interfaontrols the mapping back to the internal for-
warding class used by the far-end 7210 SAS M thedives the message request. The egress mappings
of the egress network interface on the far-enderentrols the forwarding class markings on the

return reply message. The LSP-EXP mappings oreitgire network interface controls the mapping of
the message reply back at the originating SR.

Default be
Values be, 12, af, |11, h2, ef, hl, nc

timeout seconds— The timeout parameter, in seconds, expressed esmal integer. This value is used to
override the default timeout value and is the amotitime that the router will wait for a messagely
after sending the message request. Upon the empirait message timeout, the requesting router
assumes that the message response will not beedcéi ‘request timeout’ message is displayed ley th
CLI for each message request sent that expiresrégponse received after the request times out will
be silently discarded.

Default 5
Values 1—10

interval seconds— The interval parameter in seconds, expressed asimal integer. This parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and the time@le is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirig 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1—10

sizeoctets— The VCCV ping echo request packet size in octeqsressed as a decimal integer. The
request payload is padded with zeroes to the spddize.

Default 88
Values 88 — 9198

send-countsend-count— The number of messages to send, expressed amaatigtieger. The count
parameter is used to override the default numberesfsage requests sent. Each message request must
either timeout or receive a reply before the neassage request is sent. The message interval value
must be expired before the next message requseshis

Default 1
Values 1—100

ttl vc-label-ttl— Specifies the time-to-live value for the vc-labétlee echo request message. The outer
label TTL is still set to the default of 255 regass of this value.
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vcev-trace  sdp-id:ve-id [fc fc-name [profile {in | out}]] [size octets] [reply-mode ip-routed|control-
channel] [probe-count probe-count] [timeout timeout] [interval interval] [min-ttl min-vc-label-ttl]
[max-ttl max-vc-label-ttl]] [max-fail no-response-count] [detail ]

oam
config>saa>test>type

This command configures a Virtual Circuit Conneityiwerification (VCCV) automated trace test. The
automated VCCV-trace can trace the entire pathRMawith a single command issued at the T-PE anat
S-PE. This is equivalent to LSP-Trace and is anatitee process by which the source T-PE or S-PEnod
sends successive VCCV-Ping messages with increnggtite TTL value, starting from TTL=1.

In each iteration, the T-PE builds the MPLS echlyuest message in a way similar to vccv-ping. Tist fi
message with TTL=1 will have the next-hop S-PE TPL&ssion source address in the Remote PE Addressi
field in the PW FEC TLV. Each S-PE which terminadesl processes the message will include in the MPLS
echo reply message the FEC 128 TLV correspondiadth' segment to its downstream node. The source T-
PE or S-PE node can then build the next echo maplysage with TTL=2 to test the next-next hop fer th
MS-PW. It will copy the FEC TLV it received in tlezho reply message into the new echo request messag
The process is terminated when the reply is froenetiress T-PE or when a timeout occurs.

The user can specify to display the result of tW-trace for a fewer number of PW segments okt
to-end MS-PW path. In this case, the min-ttl and4ttigparameters are configured accordingly. Howgeve
the T-PE/S-PE node will still probe all hops uprtim-ttl in order to correctly build the FEC of tdesired
subset of segments.

sdpid:vcid —The VC ID of the pseudowire being tested must lécated with this parameter. The VC ID
needs to exist on the local 7210 SAS M and thefarpeer needs to indicate that it supports VCCV to
allow the user to send vcev-ping message.

Values 1-17407:1 — 4294967295

reply-mode {ip-routed | control-channe} — The reply-mode parameter indicates to the far-exwvd to
send the reply message. The option control-chandilates a reply mode in-band using vccv control
channel.

Note that when a VCCYV trace message is originatad fin S-PE node, the user should used the IPv4
reply mode as the replying node does not know fwoget the TTL to reach the sending S-PE node. If
the user attempts this, a warning is issued tdhesgv4 reply mode.

Default control-channel

fc fc-nameprofile {in |out} — The fc and profile parameters are used to inditedorwarding class of
the VCCV trace echo request packets. The actuakfaling class encoding is controlled by the net-
work egress LSP-EXP mappings.

The LSP-EXP mappings on the receive network interfaontrols the mapping back to the internal for-
warding class used by the far-end router that vesdihe message request. The egress mappings of the
egress network interface on the far-end routerrotsithe forwarding class markings on the retupiyre
message. The LSP-EXP mappings on the receive neimterface controls the mapping of the mes-
sage reply back at the originating router.

fc-name —T he forwarding class of the VCCV trace echo reqeestpsulation.
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Default be
Values be, 12, af, 11, h2, ef, hl, nc

profile {in |out} — The profile state of the VCCV trace echo requestpaulation.
Default out

sizeoctets— The VCCV ping echo request packet size in octeqsressed as a decimal integer. The
request payload is padded with zeroes to the spddaize.

Default 88
Values 88 — 9198
probe-countprobe-count— The number of VCCV trace echo request messagestbser TTL value.
Default 1
Values 1—10

timeout timeout— The timeout parameter in seconds, expressed asraaénteger. This value is used to
override the default timeout value and is the armof@itime that the routewill wait for a message reply
after sending the message request. Upon the expirait message timeout, the requesting router
assumes that the message response will not bevedcéi request timeout message is displayed by the
CLI for each message request sent that expiresrégponse received after the request times out will
be silently discarded.

Default 3
Values 1—60

interval interval — The interval parameter in seconds, expressed asimal integer. This parameter is
used to override the default request message seerdal and defines the minimum amount of time that
must expire before the next message request is sent

If the interval is set to 1 second, and the time@le is set to 10 seconds, then the maximum time
between message requests is 10 seconds and tmeumirg 1 second. This depends upon the receipt of
a message reply corresponding to the outstandisgage request.

Default 1
Values 1— 255

min-ttl min-vc-label-ttl — The TTL value for the VC label of the echo requasssage for the first hop of
the MS-PW for which the results are to be displayéds is expressed as a decimal integer. Note that
the outer label TTL is still set to the default2®5 regardless of the value of the VC label.

Default 1
Values 1—255

max-ttl max-vc-label-tt— The TTL value for the VC label of the echo requasssage for the last hop of
the MS-PW for which the results are to be displayiéds is expressed as a decimal integer. Note that
the outer label TTL is still set to the default2®5 regardless of the value of the VC label.

Default 8
Values 1— 255

max-fail no-response-count- The maximum number of consecutive VCCV trace eelgoests, expressed
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as a decimal integer that do not receive a repligrbehe trace operation fails for a given TTL valu
Default 5
Values 1—255
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OAM SAA Commands

Saa

Syntax
Context

Description

Page 262

saa test-name [owner test-owner] {start | stop } [no-accounting ]
oam

Use this command to start or stop an SAA test.

test-name —Name of the SAA test. The test name must alreadyohéigured in theonfig>saa>testcon-
text.

owner test-owner— Specifies the owner of an SAA operation up to 32rabters in length.

Values If a test-ownewvalue is not specified, tests created by the Givieha default owner
“TiIMOS CLI".

start — This keyword starts the test. A test cannot beesiaf the same test is still running.

A test cannot be started if it is in a shut-dovatestAn error message and log event will be geedat
indicate a failed attempt to start an SAA test riest cannot be started if it is in a continotates

stop —This keyword stops a test in progress. A test cebestopped if it is not in progress. A log messag
will be generated to indicate that an SAA testias been aborted. A test cannot be stopped ifritas
continous state.

no-accounting —This parameter disables the recording resultsdratitounting policy. lfio-accounting
is specified, the MIB record produced at the entheftest will not be added to the accounting file.
will however use up one of the three MIB rows aafalié for the accounting module to be collected.
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Twamp commands

twamp

Syntax
Context
Description

Default

server

Syntax
Context
Description

Default

prefix

Syntax

Context

Description

Default

Parameters
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twamp
config>oam-test
This command enables TWAMP functionality.

TWAMP is disabled.

retry-count retry-count
config>test-oam>twamp
This command configures the node for TWAMP servacfionality.

TWAMP is disabled.

prefix { ip-prefix | mask}
no prefix

config>test-oam>twamp>server

This command configures an IP address prefix cointgione or more TWAMP clients. In order for a

TWAMP client to connect to the TWAMP server (antbsequently conduct tests) it must establish the con
trol connection using an IP address that is paat @fnfigured prefix.

no prefix

prefix ip-prefiximask— Specifies the address prefix and subnet mask alékgnation node.
ip-prefix —An IPv4 address in dotted decimal notation.

a.b.c.d

none

Values
Default
mask —The prefix length.
Values 0—32

Default none
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max-conn-prefix

Syntax

Context

Description

Default

Parameters

max-conn-prefix count
no max-conn-prefix

config>test-oam>twamp>server>prefix

This command configures the maximum number of TWA®&dRtrol connections by clients with an IP
address in a specific prefix. A new control coni@tis rejected if accepting it would cause eitliner prefix
limit defined by this command or the server linmitax-conn-server) to be exceeded.

The no form of the command sets the default value.
no max-conn-prefix
count —The maximum number of control connections.
Values for 7210 SAS-M.

Values 0—16

Default 8
Values for 7210 SAS-X.

Values 0—64

Default 32

max-conn-server

Syntax

Context

Description

Default

Parameters
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max-conn-server count
no max-conn-server

config>test-oam>twamp>server

This command configures the maximum number of TWAMRtrol connections from all TWAMP clients.

A new control connection is rejected if acceptingduld cause either this limit or a prefix limihax-conn-
prefix) to be exceeded.

The no form of the command sets the default value.
no max-conn-server
count —The maximum number of control connections.
Values for 7210 SAS-M.

Values 0—16

Default 8
Values for 7210 SAS-X.

Values 0—48

Default 24

7210 SAS-M, T, X, and R6 OS OAM and Diagnos tic Guide



OAM and SAA Command Reference

inactivity-timeout

Syntax

Context

Description

Default

Parameters

inactivity-timeout  seconds
no inactivity-timeout

config>test-oam>twamp>server

This command configures the inactivity timeout&irTWAMP-control connections. If no TWAMP control
message is exchanged over the TCP connectionifoddination of time the connection is closed amd al
inprogress tests are terminated.

The no form of the command instructs the systegotwith the default value.
no inactivity-timeout
retry-count —The duration of the inactivity timeout.

Values 60— 3600

Default 900

max-sess-prefix

Syntax

Context

Description

Default

Parameters

max-sess-prefix count
no max-sess-prefix

config>test-oam>twamp>server>prefix

This command configures the maximum number of coneotl TWAMP-Test sessions by clients with an IP
address in a specific prefix. A new test sessi@s¢dbed by a Request-TW-Session message) isedjiéct
accepting it would cause either the limit defingdiis command or the server limit (max-sess-séteebe
exceeded.

The no form of the command instructs the systegotwith the default value.
no max-sess-prefix
count —The maximum number of concurrent test sessions.
Values for 7210 SAS-M.
Values 0—16
Default 8
Values for 7210 SAS-X.
Values 0—64
Default 32
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Mmax-sess-server

Syntax

Context

Description

Default

Parameters

port

Syntax

Context

Description

Default

Parameters
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max-sess-server count
NOo max-sess-server

config>test-oam>twamp>server

This command configures the maximum number of coeotl TWAMP-Test sessions across all allowed cli-
ents.

A new test session (described by a Request-TW-@egséssage) is rejected if accepting it would cause
either the limit defined by this command or a prdifinit (max-sess-prefix) to be exceeded.

The no form of the command instructs the systegotwith the default value.
Nno max-sessions
count —The maximum number of concurrent test sessions.
Values for 7210 SAS-M.
Values 0— 16
Default 8
Values for 7210 SAS-X.
Values 0— 48
Default 24

port number
no port

config>test-oam>twamp>server

This command configures the TCP port number usetidy"WAMP server to listen for incoming connec-
tion requests from TWAMP clients.

The port number can be changed only when the seasbeen shutdown.
The no form of this command means to go with thfawleof 862.
no port
number —The TCP port number.
Values 1 — 65535
Default 862
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Show Commands

Saa

Syntax  saa [test-name] [owner test-owner]
Context show>saa
Description Use this command to display information about tA& $est.

If no specific test is specified a summary of alhfigured tests is displayed.

If a specific test is specified then detailed tesults for that test are displayed for the lastdloccurrences
that this test has been executed, or since théiasthe counters have been reset via a systeootrelp
clear command.

Parameters test-name —Enter the name of the SAA test for which the infation needs to be displayed. The test name
must already be configured in thenfig>saa>testcontext.

This is an optional parameter.

owner test-owner— Specifies the owner of an SAA operation up to 32rabters in length.

Values 32 characters maximum.
Default If a test-ownewvalue is not specified, tests created by the Givieha default owner
“TiIMOS CLI".

Output  SAA Output — The following table provides SAA field descriptions

Label Description
Test Name Specifies the name of the test.
Owner Name Specifies the owner of the test.
Description Specifies the description for the test type.
Accounting pol- Specifies the associated accounting policy ID.
icy
Administrative Specifies whether the administrative status is lebbr disabled.
status
Test type Specifies the type of test configured.
Trap generation Specifies the trap generation for the SAA test.
Test runs since Specifies the total number of tests performed sihedast time the
last clear tests were cleared.
Numberoffailed Specifies the total number of tests that failed.
tests run
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Label Description (Continued)
Last test run Specifies the last time a test was run.
Threshold type Indicates the type of threshold event being tegittel-event, latency-
event, or loss-event, and the direction of thereegbonses received for
atestrun:

in — inbound
out — outbound
rt — roundtrip

Direction Indicates the direction of the event thresholdngor falling.

Threshold Displays the configured threshold value.

Value Displays the measured crossing value that triggéredhreshold
crossing event.

Last event Indicates the time that the threshold crossing eeecurred.

Run # Indicates what test run produced the specifiedeslu

test-oam

Syntax test-oam
Context show

Description This command enables the context to display OmerstiAdministration, and Maintenance test pararaeter

Sample Output

*A:Dut-A# show saa "Dut-A:1413:1501" owner "TiMOS"

SAA Test Information

Test name : Dut-A:1413:1501

Owner name : TIMOS

Administrative status : Enabled

Test type : veev-ping 1413:1501 fc "nc" timeout 10 size 200
count 2

Test runs since last clear :1
Number of failed test runs : 0

Last test result : Success

Threshold

Type Direction Threshold Value Last Ev ent Run #

Jitter-in  Rising None None Never None
Falling None None Never None

Jitter-out Rising None None Never None
Falling None None Never None

Jitter-rt Rising None None Never None
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association

Syntax
Context
Description

Parameters

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e

Falling None None Never
Latency-in Rising None None Never
Falling None None Never
Latency-out Rising None None Never
Falling None None Never
Latency-rt Rising 100 None Never
Falling None None Never
Loss-in  Rising None None Never
Falling None None Never
Loss-out Rising None None Never
Falling None None Never
Loss-rt Rising 2 None Never
Falling None None Never

OAM and SAA Command Reference

None
None
None
None
None
None
None
None
None
None
None
None
None

Test Run: 144

Total number of attempts: 2

Number of requests that failed to be sent out: 0
Number of responses that were received: 2

Number of requests that did not receive any respons
Total number of failures: 0, Percentage: O

(in ms) Min Max  Average
Outbound : 0 0 0
Inbound : 10 20 15
Roundtrip : 10 20 15

Per test packet:
Sequence Outbound Inbound RoundTrip Resu

e:0

Jitter
0
0
0

It

1 0 20 20 Egre ssRtr(10.20.1.4)
2 0 10 10 Egre ssRtr(10.20.1.4)
*A:Dut-A#
eth-cfm
show

This command enables the context to display CFMrin&tion.

association [ma-index] [detail ]

show>eth-cfm

This command displays eth-cfm association inforomati

ma-index —Specifies the MA index.

Values 1— 4294967295

detail — Displays detailed information for the eth-cfm asation.
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Sample Output

A:dut-b# show eth-cfm association

CFM Association Table

Md-index Ma-index Name CCM- interval Bridge-id
1 1 al 1 1

1 2 a2 1 2

2 1 al 1 2

2 2 a2 1 1

A:dut-b#

cfm-stack-table

Syntax  up | down [port [port-id [vlan vlan-id]]|sdp sdp-id[:vc-id]] [level 0..7] [direction up | down]
Context show>eth-cfm

Description This command displays stack-table information. Hbék-table is used to display the various managém
points MEPs and MIPs that are configured on théegsysThese can be Service based or facility badea.
various option allow the operator to be specifieid parameters are include then the entire stalsle-twill
be displayed.

Parameters port port-id — Displays the bridge port or aggregated port on twiviEPs or MHFs are configured.
vlan vlan-id— Displays the associated VLAN ID.
Values 0 — 4094
level —Display the MD level of the maintenance point.
Values 0—7

direction up | down —Displays the direction in which the MP faces onlihiege port.

Sample Output

A:dut-b# show eth-cfm cfm-stack-table

CFM SAP Stack Table

Sap Level Dir Md-index Ma-index Mep -id Mac-address

1/1/9:1 6 Downl 1 1 00:25:ba:01:c3:6a
1/1/9:1 7 Down?2 2 1 00:25:ba:01:c3:6a
1/1/9:2 6 Downl 2 1 00:25:ba:01:c3:6a
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1/1/9:2 7 Down?2 1 1 00:25:ba:01:c3:6a

CFM Ethernet Tunnel Stack Table

Eth-tunnel Level Dir Md-index Ma-index Mep -id Mac-address

CFM SDP Stack Table

Sdp Level Dir Md-index Ma-index Mep -id Mac-address

No Matching Entries

CFM Virtual Stack Table

Service Level Dir Md-index Ma-index Mep -id Mac-address

No Matching Entries

A:dut-b#

domain

Syntax ~ domain [md-index] [association ma-index | all-associations ] [detail ]

Context show>eth-cfm
Description This command displays domain information.
Parameters md-index —Displays the index of the MD to which the MP is@dated, or O, if none.
associationma-index— Displays the index to which the MP is associated), of none.
all-associations —Displays all associations to the MD.
detail — Displays detailed domain information.

Sample Output

A:dut-b# show eth-cfm domain
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CFM Domain Table

Md-index Level Name Format

1 6 di charString
2 7 d2 charString
A:dut-b#

mep
Syntax mep mep-id domain md-index association ma-index [loopback ] [linktrace ]
mep mep-id domain md-index association ma-index [remote-mepid mep-id | all-remote-
mepids ]
mep mep-id domain md-index association ma-index eth-test-results [remote-peer mac-
address]
mep mep-id domain md-index association ma-index one-way-delay-test [remote-peer mac-
address]
mep mep-id domain md-index association ma-index two-way-delay-test [remote-peer mac-
address]
mep mep-id domain md-index association ma-index two-way-slm-test [remote-peer mac-
address]
Context show>eth-cfm

Description This command displays Maintenance Endpoint (MER)rmation.

Parameters domain md-index— Displays the index of the MD to which the MP is@sated, or 0, if none.
associationma-index— Displays the index to which the MP is associated), of none.
loopback —Displays loopback information for the specified MEP
linktrace — Displays linktrace information for the specified RE
two-way-sim-test —Includes specified MEP information for two-way-stestSample Output
A:dut-b# show eth-cfm mep 1 domain 1 association 1 linktrace
Mep Information
Md-index 01 Direc tion : Down
Ma-index 01 Admin : Enabled
Mepld 01 CCM-E nable : Enabled
Ifindex : 35946496 Prima ryVid 01
FngState : fngReset Contr olMep : False
LowestDefectPri  : macRemErrXcon Highe stDefect : none
Defect Flags : None
Mac Address 1 00:25:ba:01:c3:6a CcmLt mPriority @7
CcmTx :0 CcmSe quenceErr : 0
Eth-1Dm Threshold : 3(sec)
Eth-Ais: : Disabled
Eth-Tst: : Disabled
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CcmLastFailure Frame:
None

XconCcmFailure Frame:
None

Mep Linktrace Message Information

LtRxUnexplained :0 LtNex
LtStatus : False LtRes
TarglsMepld : False TargM
TargMac : 00:00:00:00:00:00 TTL
Egressid : 00:00:00:25:ba:01:c3:6a Seque
LtFlags : useFDBonly

Mep Linktrace Replies

SequenceNum 01 Recei
Ttl 163 Forwa
LastEgressld : 00:00:00:25:ba:01:c3:6a Termi
NextEgressld : 00:00:00:25:ba:00:5e:bf Relay
ChassisldSubType : unknown value (0)
Chassisld:

None
ManAddressDomain:

None
ManAddress:

None
IngressMac : 00:25:ba:00:5e:bf Ingre
IngrPortldSubType : unknown value (0)
IngressPortld:

None
EgressMac 1 00:00:00:00:00:00 Egres
EgrPortldSubType : unknown value (0)
EgressPortld:

None
Org Specific TLV:

None
A:dut-b#
A:dut-b#

A:dut-b# show eth-cfm mep 1 domain 1 association 1

Mep Information

Md-index 01 Direc
Ma-index 01 Admin
Mepld 01 CCM-E
Ifindex : 35946496 Prima
FngState : fngReset Contr
LowestDefectPri  : macRemErrXcon Highe
Defect Flags - None
Mac Address 1 00:25:ba:01:c3:6a CcmLt
CemTx :0 CcmSe
Eth-1Dm Threshold : 3(sec)
Eth-Ais: : Disabled
Eth-Tst: : Disabled
CcmLastFailure Frame:

None

XconCcmPFailure Frame:

OAM and SAA Command Reference

tSequence :2

ult : False
epld :0

. 64
nceNum 01
veOrder 01
rded : False
nalMep : True

: rlyHit

ss Action :ingOk

s Action  : egrNoTlv

loopback
tion : Down

: Enabled
nable : Enabled
ryVid 01
olMep : False

stDefect : none

mPriority 7
quenceErr :0
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None

Mep Loopback Information

LbRxReply 01 LbRxB adOrder :0
LbRxBadMsdu :0 LbTxR eply :0
LbSequence 12 LbNex tSequence :2
LbStatus : False LbRes ultOk : True
DestlsMepld . False DestM epld :0
DestMac : 00:00:00:00:00:00 SendC ount 10
VlanDropEnable : True VlanP riority  :7
Data TLV:

None
A:dut-b#
*A:dut-b# show eth-cfm mep 1 domain 4 association 4 two-way-delay-test remote-peer

00:25:ba:00:5e:bf

Eth CFM Two-way Delay Test Result Table

Peer Mac Addr Delay (us) Delay Var iation (us)
00:25:ba:00:5e:bf 507 507

*A:dut-b#

*A:dut-b# show eth-cfm mep 1 domain 4 association 4 two-way-delay-test

Eth CFM Two-way Delay Test Result Table

Peer Mac Addr Delay (us) Delay Var iation (us)

00:25:ba:00:5e:bf 507 507

*A:dut-b#

*A:dut-a# show eth-cfm mep 2 domain 4 association 4 eth-test-results remote-peer

00:25:ba:01:c3:6a

Eth CFM ETH-Test Result Table

Current Acc umulate
FrameCount  ErrBits Err Bits
Peer Mac Addr ByteCount  CrcErrs Crc Errs
00:25:ba:01:c3:6a 6 0 0
384 0 0
*A:dut-a#
*A:dut-a# show eth-cfm mep 2 domain 4 association 4 eth-test-results

Eth CFM ETH-Test Result Table

Current Acc umulate
FrameCount  ErrBits Err Bits
Peer Mac Addr ByteCount  CrcErrs Crc Errs

Page 274 7210 SAS-M, T, X, and R6 OS OAM and Diagnos tic Guide



OAM and SAA Command Reference

00:25:ba:01:c3:6a 6 0 0
384 0 0
*A:dut-a# show eth-cfm mep 2 domain 4 association 4 one-way-delay-test remote-peer

00:25:ba:01:c3:6a

Eth CFM One-way Delay Test Result Table

Peer Mac Addr Delay (us) Delay Var iation (us)
00:25:ba:01:c3:6a 402 w02 7
*A:dut-a#

*A:dut-a# show eth-cfm mep 2 domain 4 association 4 one-way-delay-test

Eth CFM One-way Delay Test Result Table

Peer Mac Addr Delay (us) Delay Var iation (us)
00:25:ba:01:c3:6a 402 402
*A:dut-a#

twamp server

Syntax twamp server
Context show>test-oam

Description Used to obtain information about the TWAMP seriedisplays summary information for the ip-prefix i
use.

Sample Output

*A:Dut-G>show>test-oam# twamp server

TWAMP Server

Admin State : Down Operatio nal State : Down

Up Time . 0d 00:00:00

Current Connections : 0 Max Conn ections :8

Connections Rejected : 0 Inactivi ty Time Out : 900 seconds
Current Sessions  : 0 Max Sess ions 18

Sessions Rejected : 0 Sessions Aborted :0

Sessions Completed : 0

Test Packets Rx  : 0 Test Pac ketsTx :0
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TWAMP Server Prefix Summary

Prefix Current  Current Description
Connections Sessions

No. of TWAMP Server Prefixes: 0

*A:Dut-G>show>test-oam#

server all

Syntax  server all
Context show>test-oam twamp server

Description Used to display detailed information about the TWRANErver and TWAMP clients using different IP pre-
fix.

Sample Output

7210SASM# show test-oam twamp server all

TWAMP Server

Admin State :Up Operatio nal State : Up

Up Time :0d 08:17:34

Current Connections : 0 Max Conn ections :16
Connections Rejected : 0 Inactivi ty Time Out : 900 seconds
Current Sessions  : 0 Max Sess ions 116

Sessions Rejected : 0 Sessions Aborted :0

Sessions Completed : 0

Test Packets Rx  : 0 Test Pac ketsTx :0

TWAMP Server Prefix 30.1.1.0/24

Description . (Not Specified)

Current Connections : 0 Max Conn ections :16

Connections Rejected : 0

Current Sessions  : 0 Max Sess ions 116

Sessions Rejected : 0 Sessions Aborted :0

Sessions Completed : 0

Test Packets Rx  : 0 Test Pac ketsTx :0

Connection information for TWAMP server prefix 30.1 .1.0/24

Client State  Curr Sessions Sessions Rejected Sessions Completed
Idle Time (s) Test Pa ckets Rx  Test Packets Tx
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No. of TWAMP Server Connections for Prefix 30.1.1.0 124: 0
TWAMP Server Prefix 60.1.1.0/24

Description . (Not Specified)

Current Connections : 0 Max Conn ections :16
Connections Rejected : 0

Current Sessions  : 0 Max Sess ions 116
Sessions Rejected : 0 Sessions Aborted :0
Sessions Completed : 0

Test Packets Rx :0 Test Pac ketsTx :0
Connection information for TWAMP server prefix 60.1 .1.0/24

Client State Curr Sessions Sessions

Idle Time (s) Test Pa

No. of TWAMP Server Connections for Prefix 60.1.1.0

Rejected Sessions Completed

ckets Rx

Test Packets Tx

124: 0

No. of TWAMP Server Prefixes: 2

server prefix

Syntax
Context

Description

server prefix ip-prefix/mask

show>test-oam twamp server

Display information about the TWAMP clients usitng tspecified prefix.

Sample output

*A:7210SAS# show test-oam twamp server prefix 60.1 .1.0/24

TWAMP Server Prefix 60.1.1.0/24

Description . (Not Specified)

Current Connections : 0 Max Conn ections :16

Connections Rejected : 0

Current Sessions  : 0 Max Sess ions 116

Sessions Rejected : 0 Sessions Aborted :0

Sessions Completed : 0

Test Packets Rx  : 0 Test Pac ketsTx :0
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Parameters

Connection information for TWAMP server prefix 60.1 .1.0/24

Client State Curr Sessions Sessions
Idle Time (s) Test Pa

Rejected Sessions Completed
ckets Rx  Test Packets Tx

No. of TWAMP Server Connections for Prefix 60.1.1.0 124: 0

ip-prefix —The destination address of the static route.

Values [18 chars max]

mask —The prefix length.

testhead-profile

Syntax
Context

Description

Output
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show>test-oam

Specifies the testhead profile ID to use with thig/session of testhead invocation. Testhead profilst be

testhead-profile profile-id

configure beforehand using the commands undafig> test-oam> testhead-profile>

Testhead-profile Output —

The following table provides testhead-profile fieléscriptions.

Label Description
Description Displays the description configured by the usettlfiertest.
Profile Id Displays the profile identifier.

CIR Configured
PIR Configured
Frame Size

CIR Operational
PIR Operational
CIR Rule

InPrf Dotlp
Ref. Count

OutPrf Dotlp

Displays the value of the CIR configured.

Displays the value of the PIR configured.

Displays the size of the frame.

Displays the value of the CIR operational rate mpmed.

Displays the value of the PIR operational rate iguméd.

Displays the adaptation rule configured by the.user

Displays the dotlp value used to identify greeimegrofile packets.

Displays the total number of testhead (completedioning) sessions
pointing to a profile or acceptance criteria oranie payload.

Displays the dotlp value used to identify greenwrof-profile pack-
ets.

7210 SAS-M, T, X, and R6 OS OAM and Diagnos tic Guide



Label

OAM and SAA Command Reference

Description (Continued)

Duration Hrs,
mins, and secs

Loss TH

Jitter TH

InProf Loss TH

OutProf Loss TH

Latency TH

InProf Latency
TH

OutProf Latency

TH
InProf Jitter TH

OutProf Jitter
TH
CIRTH

PIR TH

Payload Type
Dst Mac

Src Mac

Vlan Tag 1

Vlan Tag 2

Ethertype
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Displays the test duration in hours, minutes, awbsds.

Displays the user configured loss threshold vatmedmparison with
measured value.

Displays the user configured jitter threshold vdlrecomparison with
measured value.

Displays the user configured in-profile loss thidhvalue for com-
parison with measured value.

Displays the user configured out-of-profile losseghold value for
comparison with measured value.

Displays the user configured latency threshold &dtu comparison
with measured value.

Displays the user configured in-profile latencyestrold value for
comparison with measured value.

Displays the user configured out-of-profile latettisseshold value for
comparison with measured value.

Displays the user configured in-profile jitter teheld value for com-
parison with measured value.

Displays the user configured out-of-profile jittareshold value for
comparison with measured value.

Displays the user configured CIR threshold valuectimparison with
measured value.

Displays the user configured PIR threshold valuecomparison with
measured value.

Identifies the type of the payload.

Displays the value of destination MAC configuredtbg user to use in
the frame generated by the testhead tool

Displays the value of source MAC configured by tiser to use in the
frame generated by the testhead tool

Displays the values of the outermost vlan-tag curéd by the user to
use in the frame generated by the testhead tool.

Displays the values of the second vlan-tag conéiduoy the user to
use in the frame generated by the testhead tool.

Displays the values of the ethertype configurethigyuser to use in the
frame generated by the testhead tool.
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Label Description (Continued)

TOS Displays the values of the IP TOS (Type of Servam)figured by the
user to use in the frame generated by the testioead

Src. IP Displays the values of the source IPv4 addressgunafd by the user
to use in the frame generated by the testhead tool.

L4 Dst Port Displays the values of the TCP header configurethbyser to use in
the frame generated by the testhead tool.

Protocol Displays the values of the IP protocol value camfigl by the user to
use in the frame generated by the testhead tool.

Data Pattern Displays the values of the data pattern configimgthe user to use in
the frame generated by the testhead tool.

DSCP Displays the values of the DSCP configured by ther tio use in the
frame generated by the testhead tool.

TTL Displays the values of the IP TTL (Time-to-Live)lwa configured by
the user to use in the frame generated by thedadttool.

Dst. IP Displays the values of the destination IPv4 addcesdigured by the
user to use in the frame generated by the testioead

L4 Src Port Displays the values of the source port configungdhle user to use in

the frame generated by the testhead tool.

Sample Output

*A:7210SAS>config>test-oam># show test-oam testhead -profile 1

Y.1564 Testhead Profile

Description : Testhead_Profile_1

Profile Id 01 Frame Size 1512
CIR Configured : 100 CIRO perational : 96
PIR Configured : 200 PIR O perational : 200
CIR Rule : max Ref. Count 10
InPrf Dotlp 12 OutPr fDotlp :4

Duration Hrs 10
Duration Mins 13
Duration Secs :0

Acceptance Criteria Id 1

Loss TH 1 0.000100 Jitte rTH 1100
InProf Loss TH  : 0.000100 InPro f Jitter TH : 100
OutProf Loss TH : 0.000100 OutPr of Jitter TH : 100
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Latency TH 1100 Ref. Count :0
InProf Latency TH : 100 CIRT H : 1000
OutProf Latency TH : 100 PIRT H : 200
Frame Payload Id 1

Payload Type : tcp-ipv4

Description . Frame_Payload_1

Dst Mac : 00:00:00:00:00:02

Src Mac : 00:00:00:00:00:01

Vlan Tag 1 : Not configured

Vlan Tag 2 : Not configured

Ethertype : 0x0800 DSCP cafll
TOS 18 TTL 164
Src. IP :1.1.1.1 Dst. 1P 12222
L4 Dst Port 150 L4 Sr c Port 140
Protocol 16 Ref. Count 10

Data Pattern : alb2c3d4e5f6

*A:7210SAS>config>test-oam>#

testhead

Syntax  testhead test-name owner test-owner

Context show

Parameters test-name —Name of the SAA test. The test name must alreadyohéigured in theonfig>saa>testcon-

text.

owner test-owner— Specifies the owner of an SAA operation up to 3&rabters in length.

Default If a test-ownewalue is not specified, tests created by the Givieha default owner
“TiMOS CLI".

Output  Testhead Output —

The following table provides “testhead test-me ommener-me” field descriptions.

Label Description
Owner Displays the owner of the test.
Name Displays the name of the test.
Description Displays the description for the test type.
Profile Id Displays the associated profile ID.

Accept. Crit. Id

Displays the test acceptance criteria ID to be tseithe testhead
OAM tool to declare the PASS/FAIL result at the gbation of the
test.
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Label

Description (Continued)

FramePayloadId

Frame Payload
Type

Color Aware Test
SAP

Completed
Stopped

FC

Start Time
End Time
Totaltimetaken
total pkts in us

OutPrf pkts in
us

InPrf pkts in us

Total Injected

Total Received

OutPrf Injected

OutPrf Received

InPrf Injected

InPrf Received

Throughput Con-
figd

Displays frame payload ID, that determines the &awontent of the
frames generated by the tool.

Displays the type of frame payload to be usedamfes generated by
testhead tool.

Displays if color aware tests need to be executed.
Displays the SAP ID configured.
Displays if the test has been completed.

Displays if the test has been stopped.

Displays the forwarding class (FC) to use to séeditames generated
by the testhead tool.

Displays the start time of the test.

Displays the end time of the test.

Displayes the total time taken to execute the test.
Displays the total packets in microseconds.

Displays the out-of-profile packets in microsecands

Displays the in-profile packets in microseconds.

Displays the running count of total injected paskeéicluding marker
packets.

Displays the running count of total received paskeicluding marker
packets.

Displays the running count of total out-of-profilackets, excluding
marker packets.

Displays the running count of total out-of-profilackets received,
including marker packets.

Displays the running count of total in-profile pat, excluding
marker packets.

Displays the running count of total in-profile patkreceived, includ-
ing marker packets.

Displays the CIR Throughput rate Threshold Confegufin Kbps).
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Description (Continued)

Throughput Oper

Throughput Mea-
surd

PIR Tput
Threshld

PIR Tput Meas
FLR Configured
FLR Measurd

FLR Acceptance

OutPrf FLR Conf
OutPrf FLR Meas
OutPrf FLR Acep

InPrf FLR Conf
InPrf FLR Meas
InPrf FLR Acep

Latency Con-
figd(us)

Latency Mea-
surd(us)
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Displays the operational rate used for the confiduate. Operational
rate is arrived considering the adaptation ruldigoned by the user
and supported hardware rate.

Displays the CIR Throughput Measured Value (in Kbps
Displays the PIR Throughput rate Threshold Configuiin Kbps).

Displays the PIR Throughput rate Measured Valu«&ips).
Displays the Frame Loss Ratio Threshold Confignmegbrofile).
Displays the Frame Loss Ratio Measured (in-prafile)

Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the FLR
criteria is not used to determine whether theigeist Passed or Failed
status.

Displays the out-of-profile Frame Loss Ratio configd.
Displays the out-of-profile Frame Loss Ratio meadur

Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the out-of-
profile FLR criteria is not used to determine whegtthe test is in
Passed or Failed status.

Displays the in-profile Frame Loss Ratio configured
Displays the in-profile Frame Loss Ratio measured.

Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
sured value is less than or equal to the configthegshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the in-profile
FLR criteria is not used to determine whether &t is in Passed or
Failed status.

Displays the Latency Threshold configured (in msaoonds)

Displays the Average Latency measured (in micrasgsp
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Label Description (Continued)
Latency Accep- Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
tance sured value is less than or equal to the configtheeshold and dis-

plays "Fail" otherwise, and displays "Not Applicahlif the latency
criteria is not used to determine whether theiseist Passed or Failed

status.

OutPrf Lat Displays the out-of-profile latency configured.

Conf(us)

OutPrf Lat Displays the out-of-profile latency measured.

Meas(us)

OutPrf Lat Acep Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the out-of-
profile latency criteria is not used to determirigether the test is in
Passed or Failed status.

InPrf Lat Displays the in-profile latency configured.

Conf(us)

InPrf Lat Displays the in-profile latency measured.

Meas(us)

InPrf Lat Acep Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the in-profile
latency criteria is not used to determine whethertést is in Passed or
Failed status.

Jitter Con- Displays the Jitter Threshold Configured (in migosnds).

figd(us)

Jitter Mea- Displays the Jitter Measured (in microseconds).

surd(us)

Jitter Accep- Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-

tance sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the jitter
criteria is not used to determine whether theigeist Passed or Failed
status.

OutPrf Jit Displays the out-of-profile Jitter configured.

Conf(us)

OutPrf Jit Displays the out-of-profile Jitter measured.

Meas(us)
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Label Description (Continued)

OutPrf Jit Acep Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-
sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the out-of-
profile jitter criteria is not used to determineether the test is in
Passed or Failed status.

InPrf Jit Displays the in-profile Jitter configured.

Conf(us)

InPrf Jit Displays the in-profile Jitter measured.

Meas(us)

InPrf Jit Acep Displays Pass, Fail, or Not Applicable. It displ@ass, if the mea-

Total Pkts. Tx.
OutPrf Latency
Pkt*

Total Tx. Fail

Latency Pkts. Tx

InPrf Latency
Pkt*

Sample output

sured value is less than or equal to the configtheeshold and dis-
plays "Fail" otherwise, and displays "Not Applicahlif the in-profile
jitter criteria is not used to determine whether thst is in Passed or
Failed status.

Total number of packets ( that is, data and martkansmitted by the
testhead session for the duration of the test.

Total number of out-of-profile marker packets ree€i by the testhead
session for the duration of the test.

Total number of failed transmission attempts bytdsthead session
for the duration of the test.

Total number of marker packets transmitted by ¢is¢hiead session for
the duration of the test.

Total number of in-profile marker packets receibgdhe testhead ses-
sion for the duration of the test.

*A:7210SAS# show testhead test-me owner owner-me

Y.1564 Testhead Session

Owner : owner-me

Test : test-me

Profile Id 01 SAP 1 1/1/2:100
Accept. Crit. Id : 0 Compl eted :Yes
Frame Payload Id : 1 Stopp ed :No
Frame Payload Type : tcp-ipv4 FC . be

Color Aware Test : Yes

Start Time 1 08/08/2001 19:37:11

End Time : 08/08/2001 19:40:16

Total time taken : 0d 00:03:05
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Latency Results

(total pkts in us): Min Max Average Jitter
Roundtrip : 0 0 0 0
(OutPrf pkts in us): Min Max Average Jitter
Roundtrip : 0 0 0 0
(InPrf pkts in us): Min Max Average Jitter
Roundtrip : 0 0 0 0

Packet Count

Total Injected  : 42273637
Total Received :0

OutPrf Injected : 16898179
OutPrf Received : 0

InPrf Injected  : 25375450
InPrf Received : 0

Test Compliance Report

Throughput Configd : 962388
Throughput Oper : 962384
Throughput Measurd : 0

PIR Tput Threshld : Not configured
PIR Tput Meas 10

CIR Tput Threshld : Not configured
CIR TputMeas :0

FLR Configured : None
FLR Measurd : Not Applicable
FLR Acceptance : Fail

OutPrf FLR Conf : None
OutPrf FLR Meas : Not Applicable
OutPrf FLR Acep : Not Applicable

InPrf FLR Conf  : None
InPrf FLR Meas : Not Applicable
InPrf FLR Acep : Not Applicable

Latency Configd(us): None
Latency Measurd(us): None
Latency Acceptance : Not Applicable

OutPrf Lat Conf(us): None
OutPrf Lat Meas(us): None
OutPrf Lat Acep : Not Applicable

InPrf Lat Conf(us) : None

InPrf Lat Meas(us) : None
InPrf Lat Acep  : Not Applicable
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Jitter Configd(us) : None
Jitter Measurd(us) : None
Jitter Acceptance : Not Applicable

OutPrf Jit Conf(us): None
OutPrf Jit Meas(us): None
OutPrf Jit Acep : Not Applicable

InPrf Jit Conf(us) : None
InPrf Jit Meas(us) : None
InPrf Jit Acep  : Not Applicable

Total Pkts. Tx. :13 Laten cy Pkts. Tx.: 8
OutPrf Latency Pkt*: 0 InPrf Latency Pkt*: 0
Total Tx. Fail :0

*A:7210SAS# show testhead test-me owner owner-me
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Clear Commands

Saa

Syntax
Context

Description

Parameters

test-oam

Syntax
Context

Description

saa-test [test-name [owner test-owner]]
clear

Clear the SAA results for the latest and the hystor this test. If the test name is omitted, b# results for
all tests are cleared.

test-name —Name of the SAA test. The test name must alreadyohéigured in theonfig>saa>testcon-
text.

owner test-owner— Specifies the owner of an SAA operation up to 3&rabters in length.

Default If a test-ownewalue is not specified, tests created by the Givieha default owner
“TIMOS CLI".
test-oam
clear

Clears the Operations, Administration, and Mainteeatest parameters

twamp server

Syntax
Context

Description

testhead

Syntax
Context

Description

Page 288

twamp server
clear>test-oam

Clear TWAMP server statistics.

testhead result [ test-name ] [owner  test-owner]
oam>clear

Clear the testhead results identified by the test@and test-owner.
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Parameters result —Clears the test results from the latest histontHertest.
test-name —Name of the test
Values ASCII string upto 32 characters in length
owner test-owner -Specifies the owner of a testhead operation.

Values ASCII string upto 32 characters in length
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Tools Command Reference

Command Hierarchies

e Tools Dump Commands on page 291

» Tools Perform Commands on page 293

Configuration Commands

Tools Dump Commands

tools
— dump
— accounting-policyacct-policy-id flash-write-courclear]
— eth-ring ring-index [clear]
— eth-ring control-sap-tagport-id [list-in-use|next-available](Supported only on 7210 SAS-
X)
— lag lag-id lag-id
— redundancy
— multi-chassis
— mc-endpoint peerip-address
— sync-databasdpeerip-addres§[port port-id | lag-id] [sync-tagsync-
tag] [application applicatior] [detalil] [type typd
— router router-instance
— dintf [ip-addres$
— filter-info [verbosg
— I3-info
— I3-stats[clear]
— service-nameservice-name

— lIdp
— fec prefix ip-prefix/mask
— fecvce-type{vc-type} agiagi
— fecve-type { ethernetivlan} vc-id ve-id
— instance
— interface [ip-int-name| ip-addres$
— memory-usage
— peerip-address
— sessior[ip-addi:label-spacg[connectiorjpeeradjacency]
— sockets
— timers
— mpls

— cspftoip-addr[from ip-addr] [strict-srlg] [srlg-group grp-id...(up to 8
max)] [bandwidth bandwidth [include-bitmap bitmag [exclude-bit-
map bitmag [hop-limit limit] [exclude-addressexcl-addr[excl-
addr..(upto 8 max)]] [use-te-metric] [exclude-nodexcl-node-idexcl-
node-id..(upto 8 max)]] [skip-interface interface-namp

— force-switch-path Isp Isp-namepath path-name

— no force-switch-path Isp Isp-name
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ftn [endpoint endpoint sendersendel nexthop nexthop| Isp-id Isp-id |
tunnel-id tunnel-id| label start-labelend-labe]
ilm [endpoint endpoint sendersender nexthop nexthop| Isp-id Isp-id |
tunnel-id tunnel-id| label start-labelend-labe]
Ispinfo [Isp-namé[detail]
memory-usage
resignal Isp Isp-namepath path-namedelay minutes
resignal { p2mp-Isp p2mp-Isp-namep2mp-instancep2mp-instance-
name| p2mp-delay p2mp-minutes
te-Ispinfo [endpoint ip-addres$ [senderip-addres$[Ispid Isp-id]
[detail]
te-Ispinfo [endpoint ip-addres$ [senderip-addres$ [Ispid Isp-id]
[detail] switch-path Isplsp-namepath path-name
tp-tunnel

— clear {Isp-namdq id tunnel-id

— force {Isp-namq id tunnel-id

— manual {Isp-namg id tunnel-id

— lockout {Isp-namgq id tunnel-id
trap-suppressnumber-of-traps time-interval
update-path Isp Isp-namepathpath-namenew-pathpath-name

— ospfospf-instance

— service

abr [detail]

asbr [detall]

bad-packetinterface-name

leaked-routes[summary | detail]

memory-usage[detail]

request-list[neighbor ip-addres$ [detail]

request-list virtual-neighbor ip-addressarea-id area-id[detail]
retransmission-list[neighbor ip-addres$ [detail]
retransmission-list virtual-neighbor ip-addressarea-id area-id[detail]
route-summary

route-table ip-prefix/masktype] [detail]

psb [endpoint endpoint-addredg sendersender-addreggtunnelid tun-
nel-id] [Ispid Isp-id]

rsb [endpoint endpoint-addredq sendersender-addreggtunnelid tun-
nel-id] [Ispid Isp-id]

tcshiendpoint endpoint-addredq sendersender-addre§gtunnelid tun-
nel-id] [Ispid Isp-id]

neighbor [ip-addres$ [detail]

— base-statdclear]

— dpipe service-id

— dtls service-id

— iom-stats|[clear]

— |2pt-diags

— |2pt-diags clear

— |2pt-diags detail

— vpls-fdb-stats[clear]
— vpls-mfib-stats [clear]

— system

— cpu-pkt-stats
— system-resourceslot-number
— system-resourcesap-ingress-gqos
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tools
— perform
— cron

— eth-ring

— lag

— log

Tools

action
— stop[action-namg[owner action-owne} [all]
tod
— re-evaluate
— customercustomer-idsite customer-site-nanje
— filter ip-filter [filter-id]
— filter ipv6-filter [filter-id]
— filter mac-filter [filter-id]
— serviceid service-id[sapsap-id
— tod-suite tod-suite-name

clear ring-index
force ring-indexpath {a|b}
manual ring-indexpath {a|b}

clear-force all-mc

clear-force lag-id lag-id [sub-group sub-group-idl

clear-force peer-mcip-address

force all-mc { active | standby}

force lag-id lag-id [sub-group sub-group-id { active | standby}
force peer-mcpeer-ip-addres$active | standby}

— test-eventrouter[router-instancg

— service

isis (Not supported on 7210 SAS-M device configureddaess uplink mode)
mpls (Not supported on 7210 SAS-M device configured atéss uplink mode)
— cspftoip-addr[from ip-addr] [bandwidth bandwidth [include-bitmap
bitmag [exclude-bitmapbitmag [hop-limit limit] [exclude-address
excl-addr[excl-addr..(up to 8 max)]] ise-te-metriqg [skip-interface
interface-namp
— resignallsp Isp-namepath path-namedelay minutes
— trap-suppressnumber-of-traps time-interval
ospf[ospf-instanck(Not supported on 7210 SAS-M device configuredatess
uplink mode)
ospf3
— ldp-sync-exit
refresh-Isas
— run-manual-spf

id service-id
— endpoint endpoint-name
— force-switchoversdp-id:vc-id
— no force-switchover
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Tools Configuration Commands

Generic Commands

tools

Syntax  tools
Context root

Description This command enables the context to enable usasild for debugging purposes.

Default none

Parameters dump — Enables dump tools for the various protocols.

perform — Enables tools to perform specific tasks.
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Dump Commands

dump

Syntax

Context
Description

Default

Parameters

dump router-name
tools
The context to display information for debuggingpmses.

none

router-name —Specify a router name, up to 32 characters in kengt

Default Base

accounting-policy

Syntax
Context

Description

Parameters

eth-ring

Syntax

Context
Description

Parameters
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accounting-policy acct-policy-id flash-write-count [clear]

tools>dump

The above command dumps the total count of flastesvfor the accounting policy specified by theruse
The 'clear' option allows the user to clear thentonaintained per accounting policy and startscthenter

afresh.

flash-write-count —T his is a keyword used to dump the total numbdlash writes up to the present for the

accounting policy specified by accounting-polic.'i
acct-policy-id —dentifies the Accounting policy.
Values 1-99

clear — This keyword clears statistics.

eth-ring ring-index [clear]
eth-ring control-sap-tag port-id [list-in-use|next-available]

tools>dump
The command displays Ethernet-ring information.
ring-index —Specify ring index.

Values 1-—128

clear — This keyword clears statistics.

(Supported only on 7210 SAS-X)
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eth-ring

Syntax
Context

Description

Parameters

lag

Syntax
Context
Description

Parameters

Tools

eth-ring control-sap-tag  port-id [list-in-use|next-available] (Supported only on 7210 SAS-X)

tools>dump

This command allows the user to list the VLAN IDsthe given port in use as G.8032 control SAP tags
using the 'list-in-use' option. These VLAN IDs cahbe used with any other SAP on the same porin(eve
the Default SAP, will not receive packets with thisAN D).

User can obtain the next available VLAN ID to useaacontrol SAP tag using the 'next-available'apti
This option returns a VLAN ID, after ensuring ttedldwing:

e The VLAN ID is in the range of VLAN IDs reservedrfG.8032 control SAP tags.
e The VLAN ID is not being used by any service SAPtlbe same port.

e This VLAN ID is not being used as a control-sag-ten any other eth-ring instance configured on the
same port.

port-id —Specify the port ID.
Values slot/mda/port
list-in-use —Lists the in-use control SAP VLAN IDs on the port.
next-available —Lists the next available VLAN ID which can be usesicontrol SAP TAG.

lag lag-id lag-id

tools>dump

This tool displays LAG information.

lag-id —Specify an existing LAG id.
Values 1—12

*A:kiran3>tools>dump# lag lag-id 1
Port state 1 Up

Selected subgrp : 1
NumActivePorts : 2
ThresholdRising : 2
ThresholdFalling: 0

IOM bitmask  : 2

Config MTU  : 1522

Oper. MTU 11522

Bandwidth 1 200000

multi-chassis : NO

Indx Portld RX pkts TX pkts State Active Po rt Cfg Oper Speed BW AP CS
Pr i Mtu Mtu
0 111 1 1 Up yes32 768 1522 1522 1000 100000 O 2
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1 1/1/72 0 0 Up yes32 768 1522 1522 1000 100000 0 2

eth-ring

Syntax eth-ring ring-index [clear]
Context tools>dump
Description This tool displays eth-ring information.

Parameters ring-index —Specifies the ring index.
Values 1—128

clear —Clears the eth-ring statistics.

redundancy

Syntax  redundancy
Context tools>dump

Description This command enables the context to dump toolssidundancy.

multi-chassis

Syntax ~ multi-chassis

Context tools>dump>redundancy>multi-chassis

Description This command enables the context to dump toolsfdti-chassis redundancy.

mc-endpoint

Syntax  multi-chassis
Context tools>dump>redundancy>multi-chassis
Description This command dumps multi-chassis endpoint inforomati

Parameters peer ip-address —Specifies the peer’s IP address.
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sync-database

Syntax

Context

Description

system

Syntax
Context

Description

sync-database [peer ip-address] [port port-id | lag-id] [sync-tag sync-tag] [application
application] [detail ] [type type]

tools>dump>redundancy>multi-chassis
This command dumps MCS database information.
peerip-address— Specifies the peer’s IP address.

port port-id | lag-id — Indicates the port or LAG ID to be synchronizedhittie multi-chassis peer.
Values slot/mda/portor laglag-id

sync-tagsync-tag— Specifies a synchronization tag to be used whitelssonizing this port with the
multi-chassis peer.

application application— Specifies a particular multi-chassis peer synclzation protocol application.

Values igmp-snooping: igmp-snooping
mc-ring: multi-chassis ring
sub-host-trk: subscriber host tracking
type type— Indicates the locally deleted or alarmed deletddesnin the MCS database per multi-chassis
peer.
Values alarm-deleted, local-deleted

detail — Displays detailed information.

cpu-pkt-stats
tools>dump>system

This command dumps tools for system information.

Cpu-pkt-stats

Syntax
Context

Description

cpu-pkt-stats
tools>dump>system

This command dumps statistics for CPU traffic.
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system-resources

Syntax  system-resources slot-number
system-resources sap-ingress-qos

Context tools>dump
Description This command displays system resource information.
Default none

Parameters slot-number —Specify a specific slot to view system resourcésrimation.
Values 1

sap-ingress-qos —Fhis command provides details on usage of resoalb@sated for QoS classification
and different match criteria under QoS classifmati

Sample Output

tools dump system-resources sap-ingress-qos — The following table describes tools dump sys-
tem-resource sap-ingress-qos output fields:

Table 11: Output fieldstools dump system-resourceap-ingress-gqos

Labels Descriptions

Total Chunks Configured Displays the total numtifechunks configured
for use by SAP ingress QoS classification across
all the match criteria.

Total Chunks Available Displays the total numbechbiéinks alloted by
software for use by SAP ingress QoS classification
across all the match criteria.

Number of Chunks in Use Displays the total numberhafnks in use by SAP
for SAP ingress QoS classification.

Number of Free Chunks Displays the total numberhoigs available for
use by SAP for SAP ingress QoS classification.

Number of Chunks in use for IR Displays the total number of chunks in use for by
match SAP that use IP classification match criteria ia th
SAP ingress QoS policy.

Number of Chunks in use for | Displays the total number of chunks in use for by
IPv6 match SAP that use IPv6 classification match criteria in
the SAP ingress QoS policy.
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Table 11: Output fieldstools dump system-resourceap-ingress-gqos

Labels

Descriptions

Number of Chunks in use for
MAC match

Displays the total number of chunks in use for by
SAP that use MAC classification match criteria in
the SAP ingress QoS policy.

Classification Entries

The total number of Classifien entries that are
available/allocated/free per chunk. Information is
displayed only for chunks that are in use.

Meters - The total number of Meters that are
available/allocated/free per chunk. Information is
displayed only for chunks that are in use.

Number of Chunks available for

use with IP match criteria

Displays the total number of chunks in use for by
SAP that use IP classification match criteria ia th
SAP ingress QoS policy. This assumes all of the
free chunks are alloted to IP classification match
criteria.

Number of Chunks available for

use with IPv6 match criteria

Displays the total number of chunks in use for by
SAP that use IPv6 classification match criteria in
the SAP ingress QoS policy. This assumes all of
the free chunks are alloted to IPv6 classification
match criteria.

Number of Chunks available for

use with MAC match criteria

Displays the total number of chunks in use for by
SAP that use MAC classification match criteria in
the SAP ingress QoS policy. This assumes all of
the free chunks are alloted to MAC classification
match criteria.

*A:7210-SAS>tools>dump# system-resources tools dump

system-resources sap-ingress-qos

Sap Resource Manager info at 001 d 10/11/12 04:42:0 0.043:
Sap Ingress Resource Usage for Slot #1, Cmplx #0:
Total Chunks Configured : 6
Total Chunks Available : 6
Number of Chunks in Use : 1
Number of Free Chunks :5
Number of Chunks in use for IP match :0
Number of Chunks in use for IPv6 match :0
Number of Chunks in use for MAC match :1
| Classification Entries | Meters
Chunk | Type | Total |Allocated| Free | Tota | |Allocated| Free
+ + + + + [ R
0| Mac| 512| 2| 510] 256| 1| 255
Number of Chunks available for use with IP match* :5
Number of Chunks available for use with IPv6é match* :0
Number of Chunks available for use with MAC match* ;5

* - Assumes all remaining chunks are used
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*A:Dut-A>tools>dump#
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Service Commands

service

Syntax  service
Context tools>dump

Description Use this command to configure tools to display iserdump information.

base-stats

Syntax  base-stats [clear]
Context tools>dump>service
Description Use this command to display internal service gtesis
Default none

Parameters clear — Clears stats after reading.

dpipe
Syntax  dpipe service-id
Context tools>dump>service
Description This command displays debug information for spedifervice.

Parameters service-id —Displays specified service ID details.
Values 1-2147483647

dtls

Syntax  dtls service-id
Context tools>dump>service
Description Use this command to display TLS service statistics.
Default none

Parameters service-id —Displays specified service ID details.
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iom-stats

Syntax  iom-stats |[clear]
Context tools>dump>service
Description Use this command to display IOM message statistics.
Default none

Parameters clear — Clears stats after reading.

I2pt-diags

Syntax  12pt-diags
I2pt-diags clear
I2pt-diags detail

Context tools>dump>service
Description Use this command to display L2pt diagnostics.
Default none

Parameters clear — Clears the diags after reading.

detail — Displays detailed information.

Sample Output

A:ALA-48>tools>dump>service# 12pt-diags

[ 12pt/bpdu error diagnostics ]

Error Name | Occurence | Event log
+ +

[ 12pt/bpdu forwarding diagnostics ]

Rx Frames | Tx Frames | Frame Type

+. +
t t

A:ALA-48>tools>dump>service#

A:ALA-48>tools>dump>service# 12pt-diags detail
[ 12pt/bpdu error diagnostics ]
Error Name | Occurence | Event log

+ +
t t

[ 12pt/bpdu forwarding diagnostics ]

Rx Frames | Tx Frames | Frame Type

+. +

[ 12pt/bpdu config diagnostics ]

WARNING - service 700 has I2pt termination enabled on all access points :
consider translating further down the ch ain or turning it off.
WARNING - service 800 has I2pt termination enabled on all access points :
consider translating further down the ch ain or turning it off.
WARNING - service 9000 has I2pt termination enable d on all access points :
consider translating further down the ch ain or turning it off.
WARNING - service 32806 has I2pt termination enabl ed on all access points :
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consider translating further down the ch ain or turning it off.
WARNING - service 90001 has I2pt termination enabl ed on all access points :
consider translating further down the ch ain or turning it off.

A:ALA-48>tools>dump>service#

vpls-fdb-stats

Syntax  vpls-fdb-stats [clear]
Context tools>dump>service
Description Use this command to display VPLS FDB statistics.
Default none

Parameters clear — Clears stats after reading.

vpls-mfib-stats

Syntax  vpls-mfib-stats [clear]
Context tools>dump>service
Description Use this command to display VPLS MFIB statistics.
Default none

Parameters clear — Clears stats after reading.
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Router Commands

router

Syntax  router router-instance

Context tools>dump
tools>perform

Description This command enables tools for the router instance.
Default none

Parameters router router-instance— Specifies the router name or service ID.
Values router-name Base, management

Default Base

dintf

Syntax  dintf [ip-address]

Context tools>dump>router

Description This command displays the internal IP interfacaitket
Parameters ip-address —Only displays the internal IP interface details.
filter-info

Syntax filter-info [verbose]
Context tools>dump>router
Description This command dumps the hardware-specific filteoiinfation.

Parameters verbose —Displays the hardware information of the filter.

[3-info

Syntax  lag
Context tools>dump>router

Description This command dumps the hardware-specific L3 infdiona
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[3-stats

Syntax
Context
Description

Parameters

eth-ring

Syntax
Context

Description

clear

Syntax
Context

Description

Parameters

force

Syntax
Context
Description

Parameters
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I3-stats [clear]
tools>dump>router
This command dumps the hardware-specific L3 shedist

clear — Clears the hardware information of the filter.

eth-ring
tools>perform

This command configures tools to control Etheriels.

clear ring-index

tools>perform>eth-ring

This command removes all switching operational camds. The clear command is used for the following

operations:

 Clears an active local administrative command ¢iaample the Force switch or Manual switch com-

mands).

Tools

 Triggers reversion before the WTR or WTB timer iegp in case of revertive operation.

* Triggers reversion in case of non-revertive openat

ring-index —Specifies the ring index of the Ethernet ring.

Values 1—128

force ring-index path {a|b}

tools>perform>eth-ring

This command forces the specified path into a lddctate.

ring-index —Specifies the ring index of the Ethernet ring.

Values 1—128
path {a]b} — Specifies the path of the Ethernet ring.
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manual

Syntax
Context
Description

Parameters

lag

Syntax
Context

Description

clear-force

Syntax

Context
Description

Parameters

force

Syntax

Context
Description

Parameters
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manual ring-index path {a|b}
tools>perform>eth-ring
This command sets the specified eth-ring pathantéocked state.

ring-index —Specifies the ring index of the Ethernet ring.
Values 1—128

path {a]b} — Specifies the path of the Ethernet ring.

lag
tools>perform

This command configures tools to control LAG.

clear-force lag-id
clear-force all-mc
clear-force peer-mc

lag-id [sub-group sub-group-id]

ip-address

tools>perform>lag

This command clears a forced status.

lag-id lag-id — Specify an existing LAG id.
Values 1-200

all-mc — Clears all multi-chassis LAG information.

force lag-id lag-id [sub-group sub-group-id] {active | standby }
force all-mc {active | standby}
force peer-mc peer-ip-address {active | standby}

tools>perform>lag
This command forces an active or standy status.

active —If active is selected, then all drives on the active CPMareed.

all-mc — Clears all multi-chassis LAG information.
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peer-mc —Clears mutichassis LAG peer information.
standby — If standby is selected, then all drives on the standby CPManiced.
lag-id lag-id — Specify an existing LAG id.

Values 1—6

log

Syntax  log
Context tools>perform

Description Tools for event logging.

test-event

Syntax  test-event
Context tools>perform>log

Description This command causes a test event to be generdtedest event is LOGGER event #2011 and maps to the
tmnxEventSNMP trap in the TIMETRA-LOG-MIB.

interface

Syntax interface [ip-int-name | ip-address]
Context tools>dump>router>ldp
Description This command displays information for an LDP inded.
Default none

Parameters ip-int-name —Specifies the interface name.

ip-address —Specifies the IP address.

ldp

Syntax  Idp
Context tools>dump>router
Description This command enables dump tools for LDP.

Default none
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peer

Syntax

Context
Description

Default

Parameters

fec
Syntax
Context
Description

Default

Parameters

instance

Syntax
Context

Description
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peer ip-address
tools>dump>router>ldp
This command displays information for an LDP peer.

none

ip-address —Specifies the IP address.

fec prefix [ip-prefix/mask]
fec vc-type {ethernet | vlan} vc-id vc-id

tools>dump>router>ldp

This command displays information for an LDP FEC.

none

ip-prefix/mask —Specifies the IP prefix and host bits.

Values host bits: must be 0
mask: 0—32

vc-type — Specifies the VC type signaled for the spoke orhmiisding to the far end of an SDP. The VC
type is a 15 bit-quantity containing a value whiepresents the type of VC. The actual signalinthef
VC type depends on the signaling parameter defioethe SDP. If signaling is disabled, the-type
command can still be used to define the Dotlq vekpected by the far-end provider equipment. A

change of the binding’s VC type causes the bintlingignal the new VC type to the far end when
signaling is enabled.

VC types are derived according to IE@ft-martini-I2circuit-trans-mpls

e Ethernet — The VC type value for Ethernet is 0x200
* VLAN — The VC type value for an Ethernet VLAN ix@004.

vc-id —Specifies the virtual circuit identifier.

Values 1 — 4294967295

instance
tools>dump>router>ldp

This command displays information for an LDP instan
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memory-usage

Syntax
Context
Description

Default

session

Syntax

Context
Description

Default

Parameters

sockets

Syntax
Context
Description

Default

timers

Syntax
Context
Description

Default
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memory-usage
tools>dump>router>ldp
This command displays memory usage informatior_fop.

none

session [ip-address |:label space ] [connection | peer | adjacency ]
tools>dump>router>Idp

This command displays information for an LDP sessio

none

ip-address —Specifies the IP address of the LDP peer.

label-space —Specifies the label space identifier that the moist@dvertising on the interface.
connection —Displays connection information.

peer —Displays peer information.

adjacency —Displays hello adjacency information.

sockets
tools>dump>router>ldp
This command displays information for all socketinly used by the LDP protocol.

none

timers
tools>dump>router>ldp
This command displays timer information for LDP.

none
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mpls

Syntax
Context
Description

Default

ftn

Syntax
Context

Description

Default

im
Syntax
Context

Description

Default

Ispinfo

Syntax

Context
Description

Default

Parameters

cspf
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mpls
tools>dump>router
This command enables the context to display MPlf&mmation.

none

ftn
tools>dump>router>mpls

This command displays FEC-to-NHLFE (FTN) dump imfiation for MPLS. (NHLFE is the acronym for
Next Hop Label Forwarding Entry.)

none

ilm
tools>dump>router>mpls

This command displays incoming label map (ILM) imf@tion for MPLS.

none

Ispinfo [Isp-name] [detail ]

tools>dump>router>mpls

This command displays label-switched path (LSR)rimfation for MPLS.
none

Isp-name —Specifies the name that identifies the LSP. The h&Me can be up to 32 characters long and
must be unique.

detail — Displays detailed information about the LSP.
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Syntax

Context
Description
Default

Parameters

Tools

cspf to ip-addr [from ip-addr] [strict-srlg ] [srlg-group grp-id...(up to 8 max)] [bandwidth
bandwidth] [include-bitmap bitmap] [exclude-bitmap bitmap] [hop-limit limit] [exclude-address
excl-addr [excl-addr...(upto 8 max)]] [use-te-metric ] [exclude-node excl-node-id [excl-node-
id...(upto 8 max)]] [skip-interface interface-name]

tools>perform>router>mpls
This command computes a CSPF path with specified emstraints.
none

to ip-addr— Specify the destination IP address.
from ip-addr— Specify the originating IP address.
srlg-group grp-id — Specify the

bandwidth bandwidth— Specifies the amount of bandwidth in mega-bitsgaeond (Mbps) to be
reserved.

include-bitmap bitmap— Specifies to include a bit-map that specifies teoisadmin groups that should be
included during setup.

exclude-bitmapbitmap— Specifies to exclude a bit-map that specifiestaoligdmin groups that should
be included during setup.

hop-limit limit — Specifies the total number of hops a detour LSPtake before merging back onto the
main LSP path.

exclude-addressp-addr— Specifies an IP address to exclude from the omerati

use-te-metric —Specifies whether the TE metric would be usedHergurpose of the LSP path
computation by CSPF.

skip-interface interface-name— Specifies a local interface name, instead of theriace address, to be
excluded from the CSPF computation.

force-switch-path

Syntax

Context

Description

resignal

Syntax

force-switch-path Isp  Isp-name path path-name
no force-switch-path Isp Isp-name

tools>perform>router>mpls

resignal Isp Isp-name path path-name delay minutes
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Context
Description
Default

Parameters

switch-path

Syntax
Context

Description

resignal {p2mp-Isp p2mp-Isp-name p2mp-instance p2mp-instance-name | p2mp-delay p2mp-
minutes}

tools>perform>router>mpls
Use this command to resignal a specific LSP path.
none

Isp Isp-name— Specifies the name that identifies the LSP. The h&fMe can be up to 32 characters
longand must be unique.

path path-name— Specifies the name for the LSP path up, to 32 cbarsin length.
delay minutes— Specifies the resignal delay in minutes.

Values 0—30
p2mp-Isp p2mp-Isp-name— Specifies an existing point-to-multipoint LSP name.
p2mp-instancep2mp-instance-name- Specifies a name that identifies the P2MP LSP int&ta
p2mp-delay p2mp-minutes— Specifies the delay time, in minutes.

Values 0—60

switch-path Isp  Isp-name path path-name

tools>perform>router>mpls

trap-suppress

Syntax

Context
Description

Default

Parameters
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trap-suppress [number-of-traps] [time-interval]

tools>perform>router>mpls
This command modifies thresholds for trap suppogssi
none

number-of-traps —Specify the number of traps in multiples of 100. &nor messages is generated if an
invalid value is entered.

Values 100 to 1000
time-interval —Specify the timer interval in seconds.
Values 1— 300
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tp-tunnel

Syntax  tp-tunnel

Context tools>perform>router>mpls

Description This command enables the context to perform LifReatection operations on an MPLS-TP LSP.

clear

Syntax  clear {Isp-name |id tunnel-id}

Context  tools>perform>router>mpls>tp-tunnel
Description Clears all the MPLS-TP linear protection operatiammnmands for the specified LSP that are currently
active.
Parameters Isp-name —Specifies the name of the MPLS-TP LSP.
Values up to 32 characters in text
id tunnel-id —Specifies the tunnel number of the MPLS-TP LSP
Values 1 — 61440
force

Syntax  force {lsp-name |id tunnel-id}

Context  tools>perform>router>mpls>tp-tunnel
Description Performs a force switchover of the MPLS-TP LSP fitbwn active path to the protect path.
Parameters Isp-name —Specifies the name of the MPLS-TP LSP.
Values up to 32 characters in text
id tunnel-id —Specifies the tunnel number of the MPLS-TP LSP
Values 1 — 61440
manual
Syntax ~ manual {lsp-name |id tunnel-id}
Context  tools>perform>router>mpls>tp-tunnel
Description Performs a manual switchover of the MPLS-TP LSknfthe active path to the protect path.
Parameters

Isp-name —Specifies the name of the MPLS-TP LSP.

Values up to 32 characters in text
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id tunnel-id —Specifies the tunnel number of the MPLS-TP LSP
Values 1 — 61440

lockout

Syntax  lockout {lsp-name |id tunnel-id}

Context  tools>perform>router>mpls>tp-tunnel
Description Performs a lockout of protection for an MPLS-TP L$Ris prevents a switchover to the protect path.
Parameters

Isp-name —Specifies the name of the MPLS-TP LSP.

Values up to 32 characters in text

id tunnel-id —Specifies the tunnel number of the MPLS-TP LSP
Values 1 — 61440

update-path
Syntax  update-path Isp Isp-name path path-name new-path path-name
Context tools>perform>router>mpls

Description

memory-usage

Syntax memory-usage

Context tools>dump>router>mpls

Description This command displays memory usage informatiorMBLS.

Default none

te-Ispinfo

Syntax  te-Ispinfo [endpoint ip-address] [sender ip-address] [Ispid Isp-id] [detail ]

te-Ispinfo [endpoint ip-address] [sender ip-address] [Ispid Isp-id] [detail ]
Context tools>dump>router>mpls

Description This command displays TE LSP information for MPLS.

Default none
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ospf
Syntax

Context

Description

Default

Parameters

abr

Syntax

Context
Description

Default

Parameters

asbr

Syntax
Context
Description
Default

Parameters

bad-packet

Syntax
Context
Description
Default

Parameters
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ospf [ospf-instance]

tools>dump>router

This command enables the context to display todtsination for OSPF. 7210 supports only a single

instance of OSPF.
none

ospf-instance —OSPF instance.

Values 1 — 4294967295

abr [detail ]
tools>dump>router>ospf

This command displays area border router (ABR)rimfztion for OSPF.

none

detail — Displays detailed information about the ABR.

asbr [detail ]
tools>dump>router>ospf

This command displays autonoumous system bordéer@AdSBR) information for OSPF.

none

detail — Displays detailed information about the ASBR.

bad-packet [interface-name]
tools>dump>router>ospf

This command displays information about bad packet®©SPF.

none

interface-name —Pisplay only the bad packets identified by thieifdice name.
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leaked-routes

Syntax  leaked-routes [summary |detail }
Context tools>dump>router>ospf
Description ~ This command displays information about leakedestior OSPF.
Default summary

Parameters summary — Display a summary of information about leaked redits OSPF.

detail — Display detailed information about leaked routesG@&PF.

memory-usage

Syntax ~ memory-usage [detail ]
Context tools>dump>router>ospf
Description ~ This command displays memory usage informatiorO8PF.

Default none

Parameters detail — Displays detailed information about memory usageXsPF.

request-list
Syntax  request-list [neighbor ip-address] [detail ]
request-list virtual-neighbor  ip-address area-id area-id [detail ]
Context tools>dump>router>ospf
Description ~ This command displays request list information@8PF.
Default none

Parameters neighbor ip-address —Bisplay neighbor information only for neighbor idiéied by the IP address.

detail — Displays detailed information about the neighbor.

virtual-neighbor ip-address —Pisplays information about the virtual neighborritiéed by the IP
address.

area-id area-id —The OSPF area ID expressed in dotted decimal patati as a 32-bit decimal integer.
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retransmission-list

Syntax  retransmission-list [neighbor ip-address] [detail ]
retransmission-list virtual-neighbor ip-address area-id area-id [detail ]

Context tools>dump>router>ospf
Description ~ This command displays dump retransmission listrmfttion for OSPF.

Default none

Parameters neighbor ip-address —Bisplay neighbor information only for neighbor idified by the IP address.
detail —Displays detailed information about the neighbor.

virtual-neighbor ip-address —Pisplays information about the virtual neighborntiéed by the IP
address.

area-id area-id —The OSPF area ID expressed in dotted decimal patati as a 32-bit decimal integer.

route-summary

Syntax  route-summary
Context tools>dump>router>ospf

Description ~ This command displays dump route summary informafiios OSPF.

Default none

route-table

Syntax  route-table ip-prefix/mask [type] [detail ]

Context tools>dump>router>ospf

Description ~ This command displays dump information about rolgesed through OSPF.

Default none

Parameters ip-prefix/mask —Specifies the IP prefix and host bits.

type — Specify the type of route table to display inforinat
Values intra-area, inter-area, external-1, external-2arissssa-2

detail — Displays detailed information about learned routes.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 319



Router Commands

ospf3

Syntax
Context

Description

Default

ospf3
tools>dump>router

This command enables the context to display todtsination for OSPF3.

none

refresh-Isas

Syntax

Context

Description
Default

Parameters

refresh-lsas [Isa-type] [area-id]

tools>perform>router>ospf
tools>perform>router>ospf3

This command refreshes LSAs for OSPF.
none
Isa-type —Specify the LSA type using allow keywords.
Values router, network, summary, asbr, extern, nssa, agpaqu

area-id —The OSPF area ID expressed in dotted decimal patati as a 32-bit decimal integer.

Values 0 — 4294967295

run-manual-spf

Syntax

Context

Description
Default

Parameters

rsvp

Syntax
Context

Description
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run-manual-spf externals-only

tools>perform>router>ospf
tools>perform>router>ospf3

This command runs the Shortest Path First (SPBYittgn.
none

externals-only —Specify the route preference for OSPF externalesut

rsvp
tools>dump>router

This command enables the context to display RSY®rimation.
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Default

psb

Syntax
Context

Description

Default

Parameters

rsb

Syntax

Context
Description

Default

Parameters
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none

psb [endpoint endpoint-address] [sender sender-address] [tunnelid tunnel-id] [Ispid Isp-id]
tools>dump>router>rsvp

This command displays path state block (PSB) infdiom for RSVP.

When a PATH message arrives at an LSR, the LSRssthe label request in the local PSB for the WSP.
label range is specified, the label allocation pescmust assign a label from that range.

The PSB contains the IP address of the previousthesession, the sender, and the TSPEC. Thisnafo
tion is used to route the corresponding RESV measbagk to LSR 1.

none

endpoint endpoint-address -Specifies the IP address of the last hop.
sendersender-address -Specifies the IP address of the sender.
tunnelid tunnel-id —Specifies the SDP ID.

Values 0 — 4294967295
Ispid Isp-id —Specifies the label switched path that is signé&edhis entry.

Values 1 — 65535

rsb [endpoint endpoint-address] [sender sender-address] [tunnelid tunnel-id] [Ispid Isp-id]
tools>dump>router>rsvp

This command displays RSVP Reservation State BJR&B) information.

none

endpoint endpoint-address -Specifies the IP address of the last hop.
sendersender-address -Specifies the IP address of the sender.
tunnelid tunnel-id —Specifies the SDP ID.

Values 0 — 4294967295
Ispid Isp-id —Specifies the label switched path that is signé&bedhis entry.

Values 1 — 65535
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tcsb

Syntax  tcsb [endpoint endpoint-address] [sender sender-address] [tunnelid tunnel-id] [Ispid Isp-id]
Context tools>dump>router>rsvp
Description This command displays RSVP traffic control stateckl(TCSB) information.

Default none

Parameters endpoint endpoint-address -Specifies the IP address of the egress node fduthrel supporting this
session.

sendersender-address -Specifies the IP address of the sender node fdutireel supporting this session.
It is derived from the source address of the aasediMPLS LSP definition.

tunnelid tunnel-id —Specifies the IP address of the ingress node diiieel supporting this RSVP
session.

Values 0 — 4294967295

Ispid Isp-id —Specifies the label switched path that is signé&edhis entry.
Values 1 — 65535

static-route

Syntax  static-route Idp-sync-status
Context tools>dump>router

Description This command displays the sync status of LDP iatex$ that static-route keeps track of.
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Performance Tools

perform

Syntax
Context
Description

Default

cron

Syntax
Context
Description

Default

action

Syntax
Context

Description

stop

Syntax
Context
Description

Parameters
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perform
tools
This command enables the context to enable togieitimorm specific tasks.

none

cron
tools>perform
This command enables the context to perform CR@Ne@uling) control operations.

none

action
tools>perform>cron

This command enables the context to stop the execoat a script started by CRON action. See shep
command.

stop [action-name] [owner action-owner] [all]
tools>perform>cron>action
This command stops execution of a script starteGRPN action.

action-name —Specifies the action name.
Values Maximum 32 characters.

owner action-owner— Specifies the owner name.
Default TiIMOS CLI

all — Specifies to stop all CRON scripts.
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tod
Syntax  tod
Context tools>perform>cron
Description This command enables the context for tools for radlirig time-of-day actions.
Default none
re-evaluate
Syntax  re-evaluate
Context tools>perform>cron>tod
Description This command enables the context to re-evaluatértteeof-day state.
Default none
customer
Syntax  customer customer-id [site customer-site-name]
Context tools>perform>cron>tod>re-eval
Description This command re-evaluates the time-of-day statertilti-service site.
Parameters customer-id —Specify an existing customer ID.
Values 1 — 2147483647
site customer-site-name- Specify an existing customer site name.
filter
Syntax filter ip-filter [filter-id]
filter ipv6-filter [filter-id]
filter mac-filter [filter-id]
Context tools>perform>cron>tod>re-eval
Description This command re-evaluates the time-of-day statefifer entry.
Parameters filter-type —Specify the filter type.
Values ip-filter, mac-filter
filter-id — Specify an existing filter ID.
Values 1 — 65535
Page 324

7210 SAS-M, T, X, and R6 OS OAM and Diagnos tic Guide



Tools

service

Syntax  service id service-id [sap sap-id]
Context tools>perform>cron>tod>re-eval
Description This command re-evaluates the time-of-day state SAP.

Parameters r service-id —Specify the an existing service ID.
Values 1 — 2147483647

sapsap-id— Specifies the physical port identifier portioitioe SAP definition. Se€ommon CLI Com-
mand Descriptions on page 3 CLI command syntax.

tod-suite

Syntax  tod-suite tod-suite-name
Context tools>perform>cron>tod>re-eval
Description This command re-evaluates the time-of-day stat¢éh®iobjects referring to a tod-suite.

Parameters tod-suite-name —Specify an existing TOD nfame.

ldp-sync-exit

Syntax [no] Idp-sync-exit

Context tools>perform>router>isis
tools>perform>router>ospf

Description This command restores the actual cost of an irteré any time. When this command is executed, IGP
immediately advertises the actual value of the @io&t for all interfaces which have the IGP-LDP&ymo-
nization enabled if the currently advertised cedlifferent.

run-manual-spf

Syntax  run-manual-spf

Context tools>perform>router>isis
tools>perform>router>ospf

Description This command runs the Shortest Path First (SPEyithgn or OSPF or ISIS.

7210 SAS-M, T, X, and R6 OS OAM and Diagnostic Guid e Page 325



Performance Tools

iSis

Syntax
Context

Description

mpls

Syntax
Context
Description

Default

cspf

Syntax

Context
Description
Default

Parameters
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Note : This command is not supported on 7210 SA8AKI 7210 SAS-T devices configured in Access
uplink mode

isis
tools>perform>router

This command enables the context to configure timofgerform certain I1SIS tasks.

Note : This command is not supported on 7210 SA8AKI 7210 SAS-T devices configured in Access
uplink mode

mpls
tools>perform>router
This command enables the context to perform speliRLS tasks.

none

cspfto ip-addr [from ip-addr] [bandwidth bandwidth] [include-bitmap bitmap] [exclude-bitmap
bitmap] [hop-limit limit] [exclude-address excl-addr [excl-addr...(up to 8 max)]] [use-te-metric ]
[skip-interface interface-name] [ds-class-type class-type] [cspf-reqtype reqg-type]

tools>perform>router>mpls
This command computes a CSPF path with specifiedamstraints.
none

to ip-addr— Specify the destination IP address.
from ip-addr— Specify the originating IP address.

bandwidth bandwidth— Specifies the amount of bandwidth in mega-bitsgaeond (Mbps) to be
reserved.

Values 1 -100000 in Mbps

include-bitmap bitmap— Specifies to include a bit-map that specifies teoisasdmin groups that should be
included during setup.

Values 0 - 4294967295 - accepted in decimal, hex(0x) natyi(Ob)

exclude-bitmapbitmap— Specifies to exclude a bit-map that specifiestaoligdmin groups that should
be included during setup.

Values 0 - 4294967295 - accepted in decimal, hex(0x) oatyi(Ob)
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Syntax

Context
Description

Default

Parameters

Tools

hop-limit limit — Specifies the total number of hops a detour LSPtakeé before merging back onto the
main LSP path.

Values 1- 255
exclude-addressp-addr — Specifies an IP address to exclude from the omerati

use-te-metric —Specifies whether the TE metric would be usedHergurpose of the LSP path
computation by CSPF.

skip-interface interface-name— Specifies a local interface name, instead of therface address, to be
excluded from the CSPF computation.

resignal Isp Isp-name path path-name delay minutes
tools>perform>router>mpls

Use this command to resignal a specific LSP path.
none

Isp Isp-name— Specifies the name that identifies the LSP. The b&me can be up to 32 characters
longand must be unique.

path path-name— Specifies the name for the LSP path up, to 32 ciarsin length.
delay minutes— Specifies the resignal delay in minutes.
Values 0—30

trap-suppress

Syntax

Context
Description

Default

Parameters

trap-suppress [number-of-traps] [time-interval]
tools>perform>router>mpls

This command modifies thresholds for trap suppogssi
none

number-of-traps —Specify the number of traps in multiples of 100. &mor messages is generated if an
invalid value is entered.

Values 100 to 1000
time-interval —Specify the timer interval in seconds.

Values 1— 300
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ospf
Note : This command is not supported on 7210 SA8AKI 7210 SAS-T devices configured in Access
uplink mode
Syntax ospf
Context tools>perform>router
Description This command enables the context to perform spe@i8PF tasks.
Default none
ldp-sync-exit
Syntax [no] Idp-sync-exit
Context tools>perform>router>isis
tools>perform>router>ospf
Description This command restores the actual cost of an irteré any time. When this command is executed, IGP
immediately advertises the actual value of the dio&t for all interfaces which have the IGP-LDP&ymo-
nization enabled if the currently advertised cedlifferent.
service
Syntax  services
Context tools>perform
Description This command enables the context to configure timolservices.
id
Syntax  id service-id
Context tools>perform>service
Description This command enables the context to configure timola specific service.
Parameters service-id —Specify an existing service ID.
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Values 1 — 2147483647
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endpoint

Syntax
Context
Description

Parameters

endpoint endpoint-name

tools>perform>service>id

Tools

This command enables the context to configure timola specific VLL service endpoint.

endpoint-name -Specify an existing VLL service endpoint name.

force-switchover

Syntax

Context
Description

Parameters

force-switchover sdp-id:vc-id
no force-switchover

tools>perform>service>id

This command forces a switch of the active spok® &b the specified service.

sdp-id:vc-id —Specify an existing spoke SDP for the service.

Sample Output

A:Dut-B# tools perform service id 1 endpoint mcep-t

*A:Dut-B# show service id 1 endpoint

1 force-switchover 221:1

Service 1 endpoints

Endpoint name . mcep-tl
Description : (Not Specified)
Revert time :0

Act Hold Delay :0

Ignore Standby Signaling : false
Suppress Standby Signaling : false

Block On Mesh Fail : true

Multi-Chassis Endpoint 01

MC Endpoint Peer Addr :3.1.1.3

Psv Mode Active :No

Tx Active : 221:1(forced)

Tx Active Up Time : 0d 00:00:17

Revert Time Count Down :N/A

Tx Active Change Count 16

Last Tx Active Change : 02/14/2009 00:17:32
Members

Spoke-sdp: 221:1 Prec:1
Spoke-sdp: 231:1 Prec:2

Oper Status: Up
Oper Status: Up

*A:Dut-B#
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Common CLI Command
Descriptions

In This Chapter

This chapter provides CLI syntax and command dpsoris for SAP and port commands.
Topics in this chapter include:

* SAP Syntax on page 332
* Port Syntax on page 202
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Common Service Commands

sap
Syntax [no] sap sap-id
Description This command specifies the physical port identifiertion of the SAP definition.

Parameters sap-id —Specifies the physical port identifier portion b&tSAP definition.

Thesap-idcan be configured in one of the following formats:

Type Syntax Example
port-id slotmddport].channe] 1/1/5
null [port-id | lag-id ] port-id: 1/1/3
lag-id: lag-3
dotlq [port-id | lag-id]:gtag1 port-id:qtagl: 1/1/3:100

lag-id:qtagl1:lag-3:102

ginq [port-id | lag-id]: qtaglqtag?2 port-idgtagl.qtag2: 1/1/3:100.10
lag-id:qtagl.qtag2: lag-10:

port

Syntax  port port-id
Description This command specifies a port identifier.

Parameters port-id —Theport-id can be configured in one of the following formats.
Values port-id slot/mda/port[.channel]
lag-id lagid
lag keyword
id 1— 200
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Standards and Protocol Support (for 7210 SAS-M, 721 0
SAS-X, and 7210 SAS-T)

-2
[
Standards Compliance

IEEE 802.1ab-REV/D3 Station and
Media Access Control Connectiv ty
Discovery

IEEE 802.1D Bridging

IEEE 802.1p/Q VLAN Tagging

IEEE 802.1s Multiple Spanning Tree

IEEE 802.1w Rapid Spanning Tree
Protocol

IEEE 802.1X Port Based Network
Access Control

IEEE 802.1ad Provider Bridges

IEEE 802.1ah Provider Backbone
Bridges

IEEE 802.1ag Service Layer OAM

IEEE 802.3ah Ethernet in the First Mi e

IEEE 802.3 10BaseT

IEEE 802.3ad Link Aggregation

IEEE 802.3ae 10Gbps Ethernet

IEEE 802.3u 100BaseTX

IEEE 802.3z 1000BaseSX/LX ITU-T
Y.1731 OAM functions and
mechanisms for Ethernet based
networks draft-ietf-disman-alarm-
mib-04.txt IANA-IFType-MIB

IEEE8023-LAG-MIB ITU-T G.8032
Ethernet Ring Protection Switching
(version 2)

Protocol Support

BGP

RFC 1397 BGP Default Route
Advertisement

RFC 1772 Application of BGP in the
Internet

RFC 1997 BGP Communities Attribut2

RFC 2385 Protection of BGP Sessior s
via MD5

RFC 2439 BGP Route Flap Dampeniig

Standards and Protocols for 7210 SAS-M, SAS-T, and

RFC 2547 bis BGP/MPLS VPNs drafi-
ietf-idr-rfc2858bis-09.txt.

RFC 2918 Route Refresh Capability for
BGP-4

RFC 3107 Carrying Label Information in
BGP-4

RFC 3392 Capabilities Advertisemen
with BGP4

RFC 4271 BGP-4 (previously RFC 1771)

RFC 4360 BGP Extended Communiti2s
Attribute

RFC 4364 BGP/MPLS IP Virtual Prive te
Networks (VPNSs) (previously RF 2
2547bis BGP/MPLS VPNs)

RFC 4760 Multi-protocol Extensions 1or
BGP

RFC 4893 BGP Support for Four-octe t
AS Number Space

CIRCUIT EMULATION

RFC 4553 Structure-Agnostic Time
Division Multiplexing (TDM) over
Packet (SAToP)

RFC 5086 Structure-Aware Time
Division Multiplexed (TDM) Circuit
Emulation Service over Packet
Switched Network (CESoPSN)

RFC 5287 Control Protocol Extensior s
for the Setup of Time-Division
Multiplexing (TDM) Pseudowires n
MPLS Networks

DHCP

RFC 2131 Dynamic Host Configuratic n
Protocol (REV)

RFC 3046 DHCP Relay Agent
Information Option (Option 82)

DIFFERENTIATED SERVICES

RFC 2474 Definition of the DS Field t1e
IPv4 and IPv6 Headers (Rev)

RFC 2597 Assured Forwarding PHB
Group (rev3260)

SAS-X

NOTE: The capabilities available when operating in acegdimk mode/L2 mode and
network mode/MPLS mode are different. Corresponiglingpt all the standards and protocols
listed below are supported in both the modes.

RFC 2598 An Expedited Forwarding
PHB

RFC 2697 A Single Rate Three Color
Marker

RFC 2698 A Two Rate Three Color
Marker

RFC 4115 A Differentiated Service Two-
Rate, Three-Color Marker with
Efficient Handling of in-Profile
Traffic

IPv6

RFC 2460 Internet Protocol, Version 6
(IPv6) Specification

RFC 2461 Neighbor Discovery for IPv6

RFC 2462 IPv6 Stateless Address Auto
configuration

RFC 2463 Internet Control Message
Protocol (ICMPv6) for the Internet
Protocol Version 6 Specification

RFC 2464 Transmission of IPv6 Packets
over Ethernet Networks

RFC 2740 OSPF for IPv6

RFC 3587 IPv6 Global Unicast Address
Format

RFC 4007 IPv6 Scoped Address
Architecture

RFC 4193 Unique Local IPv6 Unicast
Addresses

RFC 4291 IPv6 Addressing Architecture

RFC 4552 Authentication/Confidentiality
for OSPFv3

RFC 5095 Deprecation of Type 0 Routing
Headers in IPv6

draft-ietf-isis-ipv6-05

draft-ietf-isis-wg-multi-topology-xx.txt

IS-IS

RFC 1142 OSI IS-IS Intra-domain
Routing Protocol (ISO 10589)

RFC 1195 Use of OSI IS-IS for routing in
TCP/IP & dual environments
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RFC 2763 Dynamic Hostname Exchange NETWORK MANAGEMENT

for IS-IS

RFC 2966 Domain-wide Prefix
Distribution with Two-Level I1S-IS

RFC 2973 IS-IS Mesh Groups

RFC 3373 Three-Way Handshake for
Intermediate System to Intermed ate
System (IS-1S) Point-to-Point
Adjacencies

RFC 3567 Intermediate System to
Intermediate System (ISIS)
Cryptographic Authentication

RFC 3719 Recommendations for
Interoperable Networks using IS-1S

RFC 3784 Intermediate System to
Intermediate System (IS-1S)
Extensions for Traffic Engineerin )
(TE)

RFC 3787 Recommendations for
Interoperable IP Networks

RFC 3847 Restart Signaling for IS-IS —
GR helper

RFC 4205 for Shared Risk Link Group
(SRLG) TLV

MPLS - LDP

RFC 3037 LDP Applicability

RFC 3478 Graceful Restart Mechanism
for LDP — GR helper

RFC 5036 LDP Specification

RFC 5283 LDP extension for Inter-Ari:a
LSP

RFC 5443 LDP IGP Synchronization

MPLS - General

RFC 3031 MPLS Architecture

RFC 3032 MPLS Label Stack Encoding

RFC 4379 Detecting Multi-Protocol
Label Switched (MPLS) Data Plane
Failures

RFC 4182 Removing a Restriction on the
use of MPLS Explicit NULL

Multicast

RFC 1112 Host Extensions for IP
Multicasting (Snooping)

RFC 2236 Internet Group Management
Protocol, (Snooping)

RFC 3376 Internet Group Management
Protocol, Version 3 (Snooping) [
Only in 7210 SAS-M access-uplink
mode ]
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ITU-T X.721: Information technology-
OSiI-Structure of Management
Information

ITU-T X.734: Information technology-
OSI-Systems Management: Evernt
Report Management Function

M.3100/3120 Equipment and Connec ion
Models

TMF 509/613 Network Connectivity
Model

RFC 1157 SNMPv1

RFC 1215 A Convention for Defining
Traps for use with the SNMP

RFC 1907 SNMPv2-MIB

RFC 2011 IP-MIB

RFC 2012 TCP-MIB

RFC 2013 UDP-MIB

RFC 2096 IP-FORWARD-MIB

RFC 2138 RADIUS

RFC 2206 RSVP-MIB

RFC 2571 SNMP-FRAMEWORKMIB

RFC 2572 SNMP-MPD-MIB

RFC 2573 SNMP-TARGET-&-
NOTIFICATION-MIB

RFC 2574 SNMP-USER-
BASEDSMMIB

RFC 2575 SNMP-VIEW-BASEDACM -
MIB

RFC 2576 SNMP-COMMUNITY-MIB

RFC 2665 EtherLike-MIB

RFC 2819 RMON-MIB

RFC 2863 IF-MIB

RFC 2864 INVERTED-STACK-MIB

RFC 3014 NOTIFICATION-LOGMIB

RFC 3164 Syslog

RFC 3273 HCRMON-MI

RFC 3411 An Architecture for
Describing Simple Network
Management Protocol (SNMP)
Management Frameworks

RFC 3412 - Message Processing anc
Dispatching for the Simple Netwc rk
Management Protocol (SNMP)

RFC 3413 - Simple Network
Management Protocol (SNMP)
Applications

RFC 3414 - User-based Security Moc el
(USM) for version 3 of the Simple:
Network Management Protocol
(SNMPvV3)

RFC 3418 - SNMP MIB
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draft-ietf-mpls-Isr-mib-06.txt
draft-ietf-mpls-te-mib-04.txt
draft-ietf-mpls-ldp-mib-07.txt

OSPF

RFC 1765 OSPF Database Overflow

RFC 2328 OSPF Version 2

RFC 2370 Opaque LSA Support

RFC 3101 OSPF NSSA Option

RFC 3137 OSPF Stub Router
Advertisement

RFC 3623 Graceful OSPF Restart — GR
helper

RFC 3630 Traffic Engineering (TE)
Extensions to OSPF Version 2

RFC 2740 OSPF for IPv6 (OSPFv3)
draft-ietf-ospf-ospfv3-update-14.txt

RFC 4203 Shared Risk Link Group
(SRLG) sub-TLV

MPLS - RSVP-TE

RFC 2430 A Provider Architecture
DiffServ & TE

RFC 2702 Requirements for Traffic
Engineering over MPLS

RFC2747 RSVP Cryptographic
Authentication

RFC3097 RSVP Cryptographic
Authentication

RFC 3209 Extensions to RSVP for
Tunnels

RFC 4090 Fast reroute Extensions to
RSVP-TE for LSP Tunnels

RFC 5817 Graceful Shutdown in MPLS
and GMPLS Traffic Engineering
Networks

PSEUDO-WIRE

RFC 3985 Pseudo Wire Emulation Edge-
to-Edge (PWE3)

RFC 4385 Pseudo Wire Emulation Edge-
to-Edge (PWE3) Control Word for
Use over an MPLS PSN

RFC 3916 Requirements for Pseudo-
Wire Emulation Edge-to-Edge
(PWE3)

RFC 4448 Encapsulation Methods for
Transport of Ethernet over MPLS
Networks (draft-ietf-pwe3-ethernet-
encap-11.txt)

RFC 4446 |1ANA Allocations for PWE3

-T, and SAS-X
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RFC 4447 Pseudowire Setup and
Maintenance Using LDP (draft-ie:tf-
pwe3-control-protocol-17.txt)

RFC 5085, Pseudowire Virtual Circuit
Connectivity Verification (VCCV):

RFC 5880 Bidirectional Forwarding
Detection

RFC 5881 BFD IPv4 (Single Hop)

RFC 5659 An Architecture for Multi-
Segment Pseudowire Emulation
Edge-to-Edge

RFC6073, Segmented Pseudowire (craft- ITU-T G.781 Telecommunication
Standardization Section of ITU,
Synchronization layer functions,
issued 09/2008

ITU-T G.813 Telecommunication
Standardization Section of ITU,
Timing characteristics of SDH
equipment slave clocks (SEC),
issued 03/2003.

GR-1244-CORE Clocks for the
Synchronized Network: Common
Generic Criteria, Issue 3,May 201)5

ITU-T G.8261 Telecommunication
Standardization Section of ITU,
Timing and synchronization aspects
in packet networks, issued 04/20)8.

ITU-T G.8262 Telecommunication
Standardization Section of ITU,
Timing characteristics of
synchronous Ethernet equipmen
slave clock (EEC), issued 08/20(7.

ITU-T G.8264 Telecommunication
Standardization Section of ITU,
Distribution of timing information
through packet networks, issued 10/

ietf-pwe3-segmented-pw-18.txt)
draft-ietf-12vpn-vpws-iw-oam-02.txt
OAM Procedures for VPWS
Interworking
draft-ietf-pwe3-0am-msg-map-14-txt,
Pseudowire (PW) OAM Message
Mapping
Pseudowire Preferential Forwarding
Status bit definition
draft-pwe3-redundancy-02.txt
Pseudowire (PW) Redundancy

RADIUS

RFC 2865 Remote Authentication Dia In

User Service
RFC 2866 RADIUS Accounting

SSH
draft-ietf-secsh-architecture.txt SSH
Protocol Architecture
draft-ietf-secsh-userauth.txt SSH
Authentication Protocol
draft-ietf-secsh-transport.txt SSH
Transport Layer Protocol
draft-ietf-secsh-connection.txt SSH
Connection Protocol
draft-ietf-secsh- newmodes.txt SSH
Transport Layer Encryption Mode:s

TACACS+
draft-grant-tacacs-02.txt

TCP/IP

RFC 768 UDP

RFC 1350 The TFTP Protocol
RFC 791 IP

RFC 792 ICMP

RFC 793 TCP

RFC 826 ARP

RFC 854 Telnet

RFC 1519 CIDR
RFC 1812 Requirements for IPv4

RFC 2347 TFTP option Extension

RFC 2328 TFTP Blocksize Option

A Control Channel for Pseudowites REc 2349 TETP Timeout Interval anc
Transfer Size option

draft-ietf-bfd-mib-00.txt Bidirectional
Forwarding Detection Manageme:nt
Information Base

IEEE Std 1588™-2008, IEEE Standaid
for a Precision Clock
Synchronization Protocol for
Networked Measurement and
Control Systems.

RFC 4762 Virtual Private LAN Services
Using LDP (previously draft-ietf-
I2vpn-vpls-ldp-08.txt)

RFC 2787 Definitions of Managed
Objects for the Virtual Router
Redundancy Protocol

RFC 3768 Virtual Router Redundancy
Protocol

Proprietary MIBs
ALCATEL-IGMP-SNOOPING-
MIB.mib
TIMETRA-CAPABILITY-7210-SAS-M-
V5v0.mib
(7210 SAS-M Only)
TIMETRA-CAPABILITY-7210-SAS-X-
V5v0.mib (7210 SAS-X Only)
TIMETRA-CHASSIS-MIB.mib
TIMETRA-CLEAR-MIB.mib
TIMETRA-DOT3-OAM-MIB.mib
TIMETRA-FILTER-MIB.mib
TIMETRA-GLOBAL-MIB.mib
TIMETRA-IEEE8021-CFM-MIB.mib
TIMETRA-LAG-MIB.mib
TIMETRA-LOG-MIB.mib
TIMETRA-MIRROR-MIB.mib
TIMETRA-NTP-MIB.mib
TIMETRA-OAM-TEST-MIB.mib
TIMETRA-PORT-MIB.mib
TIMETRA-QOS-MIB.mib
TIMETRA-SAS-ALARM-INPUT-
MIB.mib
TIMETRA-SAS-FILTER-MIB.mib
TIMETRA-SAS-IEEE8021-CFM-
MIB.mib
TIMETRA-SAS-IEEE8021-PAE-
MIB.mib
TIMETRA-SAS-GLOBAL-MIB.mib
TIMETRA-SAS-LOG-MIB.mib.mib
TIMETRA-SAS-MIRROR-MIB.mib
TIMETRA-SAS-MPOINT-MGMT-
MIB.mib (Only for 7210 SAS-X)
TIMETRA-SAS-PORT-MIB.mib
TIMETRA-SAS-QOS-MIB.mib
TIMETRA-SAS-SDP-MIB.mib
TIMETRA-SAS-SYSTEM-MIB.mib
TIMETRA-SAS-SERV-MIB.mib
TIMETRA-SAS-VRTR-MIB.mib
TIMETRA-SCHEDULER-MIB.mib
TIMETRA-SECURITY-MIB.mib
TIMETRA-SERV-MIB.mib
TIMETRA-SYSTEM-MIB.mib
TIMETRA-TC-MIB.mib
TIMETRA-ISIS-MIB.mib
TIMETRA-ROUTE-POLICY-MIB.mib
TIMETRA-MPLS-MIB.mib
TIMETRA-RSVP-MIB.mib
TIMETRA-LDP-MIB.mib
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TIMETRA-VRRP-MIB.mib
TIMETRA-VRTR-MIB.mib
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Standards and Protocol Support for 7210 SAS-R6

Standards Compliance

IEEE 802.1ab-REV/D3 Station and
Media Access Control Connectivity
Discovery

IEEE 802.1D Bridging

IEEE 802.1p/Q VLAN Tagging

IEEE 802.1s Multiple Spanning Tree

IEEE 802.1w Rapid Spanning Tree Pro-
tocol

IEEE 802.1X Port Based Network
Access Control

IEEE 802.1ad Provider Bridges

IEEE 802.1ag Service Layer OAM
IEEE 802.3ah Ethernet in the First Mile
IEEE 802.3 10BaseT

IEEE 802.3ad Link Aggregation

IEEE 802.3ae 10Gbps Ethernet

IEEE 802.3u 100BaseTX

IEEE 802.3z 1000BaseSX/LX

ITU-T Y.1731 OAM functions and
mechanisms for Ethernet based net-
works

draft-ietf-disman-alarm-mib-04.txt

IANA-IFType-MIB

IEEE8023-LAG-MIB

Protocol Support

BGP

RFC 1397 BGP Default Route

Advertisement

RFC 1772 Application of BGP in the

Internet

RFC 1997 BGP Communities Attribute

RFC 2385 Protection of BGP Sessions
via MD5

RFC 2439 BGP Route Flap Dampening

RFC 2547bis BGP/MPLS VPNs

draft-ietf-idr-rfc2858bis-09.txt.

RFC 2918 Route Refresh Capability for
BGP-4

RFC 3107 Carrying Label Information in
BGP-4

RFC 3392 Capabilities Advertisement
with BGP-4

RFC 4271 BGP-4 (previously RFC 1771)

RFC 4360 BGP Extended Communities
Attribute

RFC 4364 BGP/MPLS IP Virtual Private
Networks (VPNSs) (previously RFC

2547bis BGP/MPLS VPNSs)

RFC 4760 Multi-protocol Extensions for
BGP

RFC 4893 BGP Support for Four-octet
AS Number Space

DHCP

RFC 2131 Dynamic Host Configuration
Protocol

RFC 3046 DHCP Relay Agent Informa-
tion Option (Option 82)

DIFFERENTIATED SERVICES

RFC 2474 Definition of the DS Field the
IPv4 and IPv6 Headers (Rev)

RFC 2597 Assured Forwarding PHB
Group (rev3260)

RFC 2598 An Expedited Forwarding
PHB

RFC 2697 A Single Rate Three Color
Marker

RFC 2698 A Two Rate Three Color
Marker

RFC 4115 A Differentiated Service Two-
Rate, Three-Color Marker with Effi-
cient Handling of in-Profile Traffic

IS-IS

RFC 1142 OSI IS-IS Intra-domain Rout-
ing Protocol (ISO 10589)

RFC 1195 Use of OSI IS-IS for routing in
TCP/IP & dual environments

RFC 2763 Dynamic Hostname Exchange
for IS-IS

RFC 2966 Domain-wide Prefix Distribu-
tion with Two-Level IS-IS

RFC 2973 IS-IS Mesh Groups

RFC 3373 Three-Way Handshake for
Intermediate System to Intermedi-
ate System (IS-IS) Point-to-Point
Adjacencies

RFC 3567 Intermediate System to Inter-
mediate System (ISIS) Crypto-
graphic Authentication

RFC 3719 Recommendations for Interop-

erable Networks using IS-IS

Standards and Protocols for 7210 SAS-R6

RFC 3784 Intermediate System to Inter-
mediate System (IS-IS) Extensions
for Traffic Engineering (TE)

RFC 3787 Recommendations for Interop-
erable IP Networks

RFC 3847 Restart Signaling for I1S-IS —
GR helper

RFC 4205 for Shared Risk Link Group
(SRLG) TLV

MPLS - General

RFC 3031 MPLS Architecture

RFC 3032 MPLS Label Stack Encoding

RFC 4379 Detecting Multi-Protocol
Label Switched (MPLS) Data Plane
Failures

RFC 4182 Removing a Restriction on the
use of MPLS Explicit NULL

MPLS - LDP

RFC 5036 LDP Specification

RFC 3037 LDP Applicability

RFC 3478 Graceful Restart Mechanism
for LDP — GR helper

RFC 5283 LDP extension for Inter-Area
LSP

RFC 5443 LDP IGP Synchronization

MPLS - RSVP-TE

RFC 2430 A Provider Architecture Diff-
Serv& TE

RFC 2702 Requirements for Traffic
Engineering over MPLS

RFC2747 RSVP Cryptographic Authenti-
cation

RFC3097 RSVP Cryptographic Authenti-
cation

RFC 3209 Extensions to RSVP for Tun-
nels

RFC 4090 Fast reroute Extensions to
RSVP-TE for LSP Tunnels

RFC 5817 Graceful Shutdown in MPLS
and GMPLS Traffic Engineering
Networks

MPLS-TP (Transport Profile)

RFC 5586 MPLS Generic Associated
Channel
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RFC 5921 A Framework for MPLS in
Transport Networks

RFC 5960 MPLS Transport Profile Data
Plane Architecture

RFC 6370 MPLS-TP Identifiers

RFC 6378 MPLS-TP Linear Protection

RFC 6428 Proactive Connectivity Verifi-
cation, Continuity Check and
Remote Defect indication for MPLS
Transport Profile

RFC 6426 MPLS On-Demand Connecti-
vity and Route Tracing

RFC 6478 Pseudowire Status for Static
Pseudowires

draft-ietf-mpls-tp-ethernet-addressing-02
MPLS-TP Next-Hop Ethernet
Addressing

NETWORK MANAGEMENT

ITU-T X.721: Information technology-
OSI-Structure of Management Infor-
mation

ITU-T X.734: Information technology-
OSI-Systems Management: Event
Report Management Function

M.3100/3120 Equipment and Connec-
tion Models

TMF 509/613 Network Connectivity
Model

RFC 1157 SNMPv1

RFC 1215 A Convention for Defining
Traps for use with the SNMP

RFC 1907 SNMPv2-MIB

RFC 2011 IP-MIB

RFC 2012 TCP-MIB

RFC 2013 UDP-MIB

RFC 2096 IP-FORWARD-MIB

RFC 2138 RADIUS

RFC 2206 RSVP-MIB

RFC 2571 SNMP-FRAMEWORKMIB

RFC 2572 SNMP-MPD-MIB

RFC 2573 SNMP-TARGET-&- NOTIFI-
CATION-MIB

RFC 2574 SNMP-USER-
BASEDSMMIB

RFC 2575 SNMP-VIEW-BASEDACM-
MIB

RFC 2576 SNMP-COMMUNITY-MIB

RFC 2665 EtherLike-MIB

RFC 2819 RMON-MIB

RFC 2863 IF-MIB
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RFC 2864 INVERTED-STACK-MIB

RFC 3014 NOTIFICATION-LOGMIB

RFC 3164 Syslog

RFC 3273 HCRMON-MI

RFC 3411 An Architecture for Describ-
ing Simple Network Management
Protocol (SNMP) Management
Frameworks

RFC 3412 - Message Processing and Dis-
patching for the Simple Network
Management Protocol (SNMP) RFC6073, Segmented Pseudowire (draft-

RFC 3413 - Simple Network Manage- ietf-pwe3-segmented-pw-18.txt)
ment Protocol (SNMP) Applications  draft-ietf-I2vpn-vpws-iw-oam-02.txt,

RFC 3414 - User-based Security Model OAM Procedures for VPWS Inter-
(USM) for version 3 of the Simple working
Network Management Protocol draft-ietf-pwe3-oam-msg-map-14-txt,
(SNMPV3) Pseudowire (PW) OAM Message

RFC 3418 - SNMP MIB Mapping

draft-ietf-mpls-Isr-mib-06.txt draft-muley-dutta-pwe3-redundancy-bit-

draft-ietf-mpls-te-mib-04.txt 03.txt, Pseudowire Preferential For-

draft-ietf-mpls-ldp-mib-07.txt warding Status bit definition

draft-pwe3-redundancy-02.txt, Pseudow-
ire (PW) Redundancy

RFC 4447 Pseudowire Setup and Mainte-
nance Using LDP (draft-ietf-pwe3-
control-protocol-17.txt)

RFC 5085, Pseudowire Virtual Circuit
Connectivity Verification
(VCCV): A Control Channel for
Pseudowires

RFC 5659 An Architecture for Multi-
Segment Pseudowire Emulation
Edge-to-Edge

OSPF

RFC 1765 OSPF Database Overflow
RFC 2328 OSPF Version 2

RFC 2370 Opaque LSA Support RFC 2865 Remote Authentication Dial In
RFC 3101 OSPF NSSA Option User Service

RFC 3137 OSPF Stub Router Advertise- RFC 2866 RADIUS Accounting

RADIUS

ment
RFC 3623 Graceful OSPF Restart - GR SSH
helper draft-ietf-secsh-architecture.txt SSH Pro-

tocol Architecture
draft-ietf-secsh-userauth.txt SSH Authen-
tication Protocol
draft-ietf-secsh-transport.txt SSH Trans-
port Layer Protocol
draft-ietf-secsh-connection.txt SSH Con-
nection Protocol
draft-ietf-secsh- newmodes.txt SSH
Transport Layer Encryption Modes

RFC 3630 Traffic Engineering (TE)
Extensions to OSPF Version 2

RFC 4203 Shared Risk Link Group
(SRLG) sub-TLV

PSEUDO-WIRE

RFC 3985 Pseudo Wire Emulation Edge-
to-Edge (PWE3)

RFC 4385 Pseudo Wire Emulation Edge-
to-Edge (PWE3) Control Word for
Use over an MPLS PSN

RFC 3916 Requirements for Pseudo-
Wire Emulation Edge-to-Edge

TACACS+
draft-grant-tacacs-02.txt

(PWE3) TCP/IP
RFC 4448 Encapsulation Methods for RFC 768 UDP
Transport of Ethernet over MPLS RFC 1350 The TFTP Protocol
Networks (draft-ietf-pwe3-ethernet- RFC 791 IP
encap-11.txt) RFC 792 ICMP
RFC 4446 1ANA Allocations for PWE3 RFC 793 TCP
RFC 826 ARP
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RFC 854 Telnet

RFC 1519 CIDR

RFC 1812 Requirements for IPv4 Rout-
ers

RFC 2347 TFTP option Extension

RFC 2328 TFTP Blocksize Option

RFC 2349 TFTP Timeout Interval and
Transfer Size option

draft-ietf-bfd-mib-00.txt Bidirectional
Forwarding Detection Management
Information Base

RFC 5880 Bidirectional Forwarding
Detection

RFC 5881 BFD IPv4 (Single Hop)

Timing

ITU-T G.781 Telecommunication Stan-
dardization Section of ITU, Syn-
chronization layer functions, issued
09/2008

ITU-T G.813 Telecommunication Stan-
dardization Section of ITU, Timing
characteristics of SDH equipment
slave clocks (SEC), issued 03/2003.

GR-1244-CORE Clocks for the Synchro-
nized Network: Common Generic
Criteria, Issue 3,May 2005

ITU-T G.8261 Telecommunication Stan-
dardization Section of ITU, Timing
and synchronization aspects in
packet networks, issued 04/2008.

ITU-T G.8262 Telecommunication Stan-
dardization Section of ITU, Timing
characteristics of synchronous Eth-
ernet equipment slave clock (EEC),
issued 08/2007.

ITU-T G.8264 Telecommunication Stan-
dardization Section of ITU, Distri-
bution of timing information
through packet networks, issued 10/
2008.

VPLS

RFC 4762 Virtual Private LAN Services
Using LDP (previously draft-ietf-
12vpn-vpls-ldp-08.txt)

VRRP

RFC 2787 Definitions of Managed
Objects for the Virtual Router
Redundancy Protocol
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RFC 3768 Virtual Router Redundancy
Protocol

Proprietary MIBs
ALCATEL-IGMP-SNOOPING-
MIB.mib
TIMETRA-CHASSIS-MIB.mib
TIMETRA-CLEAR-MIB.mib
TIMETRA-DOT3-OAM-MIB.mib
TIMETRA-FILTER-MIB.mib
TIMETRA-GLOBAL-MIB.mib
TIMETRA-IEEE8021-CFM-MIB.mib
TIMETRA-LAG-MIB.mib
TIMETRA-LOG-MIB.mib
TIMETRA-MIRROR-MIB.mib
TIMETRA-NTP-MIB.mib
TIMETRA-OAM-TEST-MIB.mib
TIMETRA-PORT-MIB.mib
TIMETRA-QOS-MIB.mib
TIMETRA-SAS-ALARM-INPUT-
MIB.mib
TIMETRA-SAS-FILTER-MIB.mib
TIMETRA-SAS-IEEE8021-CFM-
MIB.mib
TIMETRA-SAS-IEEE8021-PAE-
MIB.mib
TIMETRA-SAS-GLOBAL-MIB.mib
TIMETRA-SAS-LOG-MIB.mib.mib
TIMETRA-SAS-MIRROR-MIB.mib
TIMETRA-SAS-PORT-MIB.mib
TIMETRA-SAS-QOS-MIB.mib
TIMETRA-SAS-SDP-MIB.mib
TIMETRA-SAS-SYSTEM-MIB.mib
TIMETRA-SAS-SERV-MIB.mib
TIMETRA-SAS-VRTR-MIB.mib
TIMETRA-SCHEDULER-MIB.mib
TIMETRA-SECURITY-MIB.mib
TIMETRA-SERV-MIB.mib
TIMETRA-SYSTEM-MIB.mib
TIMETRA-TC-MIB.mib
TIMETRA-ISIS-MIB.mib
TIMETRA-ROUTE-POLICY-MIB.mib
TIMETRA-MPLS-MIB.mib
TIMETRA-RSVP-MIB.mib
TIMETRA-LDP-MIB.mib
TIMETRA-VRRP-MIB.mib
TIMETRA-VRTR-MIB.mib
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