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ABSTRACT
Conversational interfaces to information retrieval systems, via so�-
ware agents such as Siri or Cortana, are of commercial and research
interest. To build or evaluate these so�ware interfaces it is natural
to consider how people act in the same role, but there is li�le public,
�ne-grained, data on interactions with intermediaries for web tasks.

We introduce the Microso� Information-Seeking Conversation
data (MISC), a set of recordings of information-seeking conver-
sations between human “seekers” and “intermediaries”. MISC in-
cludes audio and video signals; transcripts of conversation; a�ectual
and physiological signals; recordings of search and other computer
use; and post-task surveys on emotion, success, and e�ort. We hope
that these recordings will support conversational retrieval inter-
faces both in engineering (how can we make “natural” systems?)
and evaluation (what does a “good” conversation look like?).
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1 INFORMATION-SEEKING CONVERSATION
Voice-enabled agents such as Siri, Cortana, and Alexa are rapidly
growing in popularity1. Such agents support device control—making
telephone calls, starting applications, checking calendars—but also
support information-seeking tasks including via web search and
specialised services.

�ese new interfaces pose new constraints. For example, over
an audio link it is not possible to o�er a screenful of search options
or interactive widgets. �ey o�er new opportunities: for exam-
ple, requests longer than a few terms, di�erences in tone of voice,
and more “natural” back-and-forth. Conversational interfaces also
suggest new standards. We each have a lifetime’s experience of
conversation, and deeply- (if unconsciously-) held ideas of what is
“good” and “bad” in a conversation, independent of the information
which is transferred [see e.g. 6, 17].
1For example over 10M installations of Google Allo (Google, h�p://bit.ly/1qvt4QP);
133M Cortana users per month (Reported in Tech Radar, h�p://bit.ly/29TYevk); over
5M Echo sales (Consumer Intelligence Research Partners, h�p://bit.ly/2j33gYO); 24.5M
“voice-�rst” devices predicted to ship in 2017 (Voicelabs, h�p://bit.ly/2jJlyk7).

Current systems are not able to maintain lengthy exchanges,
and they provide only basic tools for tracking context, non-verbal
signals, and emotion. It is natural therefore to look to information-
seeking conversations between people: either for insights to help
conversational interfaces for information retrieval, or for ideas to
evaluate existing or proposed systems [c.f. 4, 8, 25, 30]. If we had a
set of information-seeking conversations, recorded and annotated
with self-reports and descriptions of the process, we could start to
address questions such as:

• How do intermediaries’ behaviours relate to seekers’ satis-
faction? Are there behaviours that a so�ware agent should
copy, or should avoid?

• Are there signals in seekers’ behaviour which correlate
with (e.g.) task success, engagement, satisfaction, or emo-
tion? Can we use these as online measures [16]?

• What tactics are used in conversational information re-
trieval [30]? Are they similar to those observed and pos-
tulated e.g. by Brooks and Belkin [4], Daniels et al. [8],
Hennoste et al. [12], or Reichman [25]?

• Do particular conversational structures promote or impede
progress in the task, or promote or impede engagement and
satisfaction? For example, are the RUSA or IFLA guidelines,
which were developed for reference libraries [27], useful
in these broader scenarios?

• How important in this context, and how o�en observed,
are conversational norms such as those of Grice [11] or
politeness conventions [6, 17]? Does their observance, or
otherwise, lead to a be�er or worse experience?

Public data sets play an important role in advancing research.
�ey allow for benchmarking of new methods, transparency in
analysis, and reduce the burden on researchers to collect their own
data. Some noteworthy data sets capture natural conversation [e.g.
10], but with no notion of task. Other data sets capture conversation
during collaborations on natural tasks [13, 29], or collaboration on
assigned tasks [1, 2]: however, there is an asymmetry of role, infor-
mation, and tools when talking with an agent and this asymmetry
is not present in these tasks.

Asymmetries, and conversation between information seekers,
are designed in systems by Shah, Pickens, and collaborators [24, 28].
�e assignment of roles di�ers however, in that collaborators are
assumed to share an information need and to share a set of resources
(e.g. documents and search engine). �is is not true when working
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with conversational search agents. To the best of our knowledge,
nor are transcripts or other corpora available.

�e Microso� Information-Seeking Conversation (MISC) data set
describes information-seeking conversations with a human inter-
mediary2, in a setup designed to mimic so�ware agents such as Siri
or Cortana. �e release includes audio, video, transcripts, prosodic
signals, detected and reported emotion, and data on demographics,
stress, satisfaction, success, and engagement.

2 RELATEDWORK
A number of conversation transcripts are available, covering di�er-
ent modes (telephone, text, or face-to-face) and di�erent types of
task, and which are relevant for digital assistants and other so�ware
agents.

For example, SRI have made available transcripts of telephone
calls between their employees and travel agents, recorded in the late
1980s and manually transcribed with deletions to protect privacy
and con�dentiality [29]. �ese conversations are a combination of
information-seeking and transactional needs—both “how can I get
to Chicago?” and “book me a �ight”—and unlike in MISC or other
data, one party is both a domain and a task expert. Although not
purely information-seeking, these transcripts may therefore be a
good analogue for conversations with a so�ware agent.

A similar data set was used in the Dialog State Tracking Chal-
lenge [15]. �is includes transcripts of 42 hours of conversation
between tourists and travel agents, with the agents recommending
accommodation and tourist a�ractions in Singapore. �e tran-
scripts are segmented and annotated for speech acts, and some
semantics, on a turn-by-turn basis.

�e Ubuntu Dialogue Corpus [18] records IRC exchanges in a
linux help forum. �is is much larger than the sets above (1M
dialogues), again with a division of roles (expert and questioner),
but in some regards shallower: interactions are based on text only,
and there are no annotations.

Several other corpora are widely used but have more focus on
general conversation. Godfrey et al.’s Switchboard data, for exam-
ple, records general conversation between paired volunteers [10].
Slightly more structured, although with more participants, are the
Meeting Recorder transcripts [13, 14], which describe professional
discussions between researchers.

Further corpora focus on a single task, although not information
seeking. �e HCRC Map Task set [2] includes pairs of participants,
one giving instructions to the other in each case. Although these
dialogues naturally include clarifying questions, the focus is on
instruction and task completion. �e Verbmobil data [1] likewise
focusses on a di�erent task, that of coordinating meetings, and
there is less asymmetry of role.

To the best of our knowledge, none of the above come with
data derived from video; or substantial data on emotion, a�ect,
satisfaction, stress, or engagement.

�e work most closely related to ours is from Trippas et al.
[30]. As in MISC, participants were paired into “users” (seekers)
and “retrievers” (intermediaries), with tasks assigned only to users.
Early analysis has found a narrow variety of moves used by users

2Ross et al. [26] call this sort of purposeful interaction an “interview”. “Conversation”
is the de facto standard term in the technology industry, however, so we use it here.

Figure 1: Recording setup. Tasks were assigned to a
“seeker”, who communicated with an intermediary only
over an audio link. �e intermediary had access to the in-
ternet through a standard browser. Both participants were
recorded.

to communicate their needs, and a larger variety of moves used by
retrievers to communicate progress or information found. Trippas
et al.’s retrievers were however given slightly di�erent instructions
to ours—whereas ours were asked just to “search for the answer”
and “give them the information”, Trippas et al.’s were explicitly
asked to transcribe the queries they heard. Trippas et al.’s protocol
perhaps more closely mimics current so�ware, but the retriever
has a smaller role in search strategy and in decisions on relevance.
�e two studies are similar enough that we expect either one could
be used to help validate �ndings from the other.

3 METHOD
To help address gaps in previous publicly released datasets we de-
signed a method using pairs of volunteers (Figure 1). Each pair
included a “seeker”, who was given information needs but no di-
rect way to answer them, and an “intermediary”, who had access
to a networked computer and standard so�ware but who we did
not tell the task. �is roughly models situations such as reference
interviews; conversations with subject-ma�er experts such as phar-
macists or mechanics; and interactions with so�ware agents such
as future versions of Siri or Cortana.

Recruitment and screening. We recruited N=44 volunteers aged
24 to 64 years (median=45, st. dev.=12), 24 female, through Mi-
croso�’s in-house support services3. Participants were all �uent
speakers of North American English (to minimise errors in speech-
to-text processing), with self-reported familiarity with and expertise
in internet use. Participants were recompensed with a $150 gi�
card for completing the two hour study.

Protocol. Participants formed 22 pairs and a random member
of each pair was assigned the “seeker” role. Seekers were given

3With N = 44 individuals and 22 pairs we have adequate power to recognise moderate
di�erences between users and intermediaries (for example e�ects of d ≥ 0.63 for
paired t tests when α = 0.05, β = 0.8) or between tasks (for example f ≥ 0.34
for ANOVA with �ve groups), or simple correlations between variables (for example
r ≥ 0.41 for 44 individuals).
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a sequence of information-seeking tasks and asked to record an
answer for each.

�e seekers did not have access to any on- or o�ine resources to
complete the task: while they had a computer, this was used only to
record their �nal answer and for post-task questions. Instead they
asked questions of, and gave instructions to, the other participant
(“intermediary”). �e intermediary had the use of a computer with
web browser and Internet access (the participants were asked not
to use other so�ware, only the web browser). All communication
between seeker and intermediary was over an audio link.

A�er ten minutes on a task, seekers were asked to move on. Out
of the 88 tasks completed, the pairs reached the ten-minute limit
on 46 occasions (42%). Our participants spent on average 8 minutes
20 seconds on each task (st. dev. 2 minutes 38 seconds).

Tasks. �e �rst task was a simple warm-up, and the remaining
four tasks cover a range of di�culty and complexity. �e four
tasks were assigned with a Latin square to balance order e�ects.
Participants were not informed which task was a warm-up, or
informed about expected di�culty or complexity.

Our tasks were adapted from those in the literature, and selected
in part to elicit positive (tasks 1, 4) and negative (task 2) emotion:

(0) (warm-up) Mary has been hearing a lot about the HPV
vaccine, a vaccine that protects against several types of
the human papillomavirus, a common sexually transmi�ed
infection (STI). Mary is considering ge�ing the vaccine.
Find out who can get the HPV vaccine. (From Buhi et al.
[7].)

(1) (low di�culty, low complexity) Recently you had dinner
with your cousin. She is very cynical and kept telling you
that nobody ever helps others unless there’s something in
it for them. You’d love to prove her wrong, so you want to
�nd accounts of sel�ess heroic acts by individuals or small
groups for the bene�t of others or for a cause. (Modi�ed
from TREC topic 442.)

(2) (low di�culty, high complexity) Imagine that you recently
began su�ering from migraines. You heard about two
possible treatments for migraine headaches, beta-blockers
and/or calcium channel blockers, and you decided to do
some research about them. At the same time, you want to
explore whether there are other options for treating mi-
graines without taking medicines, such as diet and exercise.
(From Broussard and Zhang [5].)

(3) (high di�culty, low complexity) For a work project you’re
looking at international sport in the developing world.
You’re making a list of Olympic venues to see how well
di�erent areas are represented. Find the venues of the
2024 Olympic Games and the 2026 Winter Olympic Games.
(New for this study. At the time of writing, these venues
were not yet announced, so although not cognitively com-
plex this task was impossible as given.)

(4) (high di�culty, high complexity) �is summer, during your
vacation, you are planning to go on a touring trip of North
America. You want information to help you plan your
journey and there are many tourist a�ractions you would
be interested in visiting. You have set aside 3 months for
the trip and hope to see as much of the continent as you

Figure 2: Example video stills from the MISC data. As dis-
tributed, there are separate video �les for each participant
and task.

can. As you cannot drive, you will have to use public
transport, but are unsure which type to take. Bearing in
mind this context, your task is to decide on the best form of
transportation between cities in North America that would
be suitable for you. (From White [32].)

4 DATA RECORDED AND DERIVED
MISC includes data which was recorded during the tasks; pre- and
post-task, self-reported data; and data which we have derived from
the raw signal. �is data has been processed to include common
timestamps, where possible.

4.1 Raw Data
Pre-test: Before, completing the search tasks the participants com-
pleted the Positive and Negative A�ect Schedule (PANAS) [31] and
“Big Five” personality traits questionnaire. �ese act as a reference
against which to interpret a�ect, emotion, and physiological data.
We also collected information on gender, age range, ethnicity, and
education as demographics in�uence expressivity [19].

During the task: During each task, we recorded the interme-
diary’s search use: queries, pagination, and a screen recording of
both participants computer screens. �is will enable researchers
to identify the speci�c part of the page being viewed. We also
recorded audio and video of each participant, separately using cam-
eras and microphones in each room (Figure 2). As the participants
were wearing headphones the audio channels can be separated. �e
cameras were positioned to capture the full face of the individual;
however, the participants were free to move and part of the face
may be excluded in some frames.

Post-task: A�er each task, we asked both participants ques-
tions on emotion, e�ort, and engagement. �e emotion questions
were based on the most commonly used categorization of emotions
(the so-called “basic emotions”—anger, contempt, disgust, fear, joy,
sadness, and surprise). We also added interest, frustration and bore-
dom to this list as they were deemed very relevant to information
searching tasks:

(1) What was the dominant emotion you experienced during
the task you just completed? (Participants had to choose
one.)

(2) How intense was the dominant emotion you experienced?
(Likert-like, seven points from “very mild” to “very strong”.)

(3) Which of the following emotions did you experience during
the task you just completed? (Participants could choose one
or more.)
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Participants were also asked about their e�ort. �is used the
NASA Task Load Index (TLX) [20], excluding physical demand, and
each of the �ve items was on a seven-point scale:

(4) How mentally demanding was the task you just completed?
(5) How successful were you at accomplishing what you were

asked to do?
(6) How hurried or rushed was the pace of the task?
(7) How hard did you have to work to accomplish your level

of performance?
(8) How insecure, discouraged, irritated, stressed, and an-

noyed were you?
Item 5 was reverse coded.
A further set of items were adapted from the User Engagement

Scale (UES) [21]. �e UES includes several sub-scales; we used items
from the combined “novelty”, “felt involvement”, and “endurabil-
ity” sub-scale identi�ed by O’Brien and Toms [22] for exploratory
search. �is sub-scale measures users’ feelings of success, reward,
and willingness to engage again, which we believe are relevant for
any new technology. Other items from the UES were not relevant to
our setup (the “aesthetic”, “focussed a�ention”, and “usability” sub-
scales) or were dropped to save space as they partially overlapped
with questions asked elsewhere.

Each item was on a seven-point Likert scale, and wording was
somewhat adapted from the original:

(9) �is experience was worthwhile.
(10) I consider my experience a success.
(11) �is experience did not work out the way I had planned.
(12) My experience was rewarding.
(13) I felt interested in my task.
(14) �is experience was fun.
Item 11 was reverse-coded.
It is of course possible that the wording changes above have

introduced their own e�ects [22]. We leave this for later investiga-
tion.

�ree �nal items asked a�er the participants’ opinion of their
partner:

(15) �e other participant helped me work on this task.
(16) �e other participant understood what I needed.
(17) �e other participant communicated clearly.
Exit survey: A�er all tasks were completed, we asked partici-

pants two open-ended questions.
(18) What did you like about using another human to search?
(19) What did you not like about using another human to search?
Finally, the participants were asked to (20) rank the tasks in order

of di�culty.

4.2 Automatic coding
�e MISC set includes features automatically derived from the
audio-visual recordings. Timestamped transcripts were produced
using the Microso� speech-to-text toolkit4, and the transcripts are
included as plain text. Linguistic Inquiry and Word Count (LIWC)
outputs [23] are included for each participant and task, based on the
transcripts. Basic prosodic signals—F0, voicing, and loudness—were

4h�ps://www.microso�.com/cognitive-services/en-us/speech-api

extracted from the raw audio using OpenSMILE [9] and are also
included, timestamped, for each participant.

We used the OpenFace toolkit [3] coding of head pose, 18 facial
action units and seven emotion expressions. �e released data
includes time series of recognition con�dence for each facial action
unit and basic expression.

5 SUMMARY STATISTICS
A basic analysis of the MISC data strongly suggests that it is use-
ful for understanding “natural” conversations, and as a guide to
automatic evaluation. Further analysis is ongoing, and the data is
available for other researchers.

5.1 Conversations
Participants exchanged 857 words per task, on average, although
this varies with task and participant pair (s.d. 352 words per pair per
task, range 210–1881), and on average intermediaries spoke slightly
more than seekers (456 vs 397 words, one-sided t test p < .01).

5.2 Emotion
Participants’ responses indicate a variety of emotions during the
tasks. �e most common were interest (185 reports from 217 re-
sponses), frustration (67 reports), surprise (56), joy (33), and bore-
dom (27); sadness, contempt, disgust and fear were seldom reported
and anger not at all. Emotions were typically mixed, with more than
one emotion in 53% of cases. Participants’ dominant emotion was
interest in 156 cases (from 217 responses), frustration in 31 cases,
and others in 30.

5.3 E�ort
Cronbach’s α over the �ve TLX items was good at 0.84±0.03, which
is consistent with experience elsewhere, so we computed a compos-
ite “e�ort” score as the mean of all �ve items. �ese e�ort scores are
reasonably well distributed with mean 2.95/7, and standard devia-
tion 1.3 (see right-hand margin of Figure 3). �ey do however vary
considerably between participants, with one participant reporting
mean e�ort only 1.36 on the 1–7 scale and another reporting mean
e�ort 5.36 across the same tasks.

�e seekers’ e�ort correlates slightly with the length of conver-
sations, as measured by word count: they reported more e�ort for
tasks where they talked more (Pearson’s r = 0.30 ± 0.18, p < 0.1)
and where the intermediary talked more (r = 0.43±0.17, p � 0.01).
Further analysis is needed, but we may imagine simply counting
words as a proxy for e�ort with a so�ware agent.

5.4 Engagement
As we took a subset of the larger user engagement scale, we have
also considered the internal consistency of these six items. Cron-
bach’s α on this group was 0.85±0.03, representing good reliability
without redundancy, and no single item was uncorrelated with
the others. Again, this allows us to compute a composite score.
�e engagement score is reasonably well distributed (mean 4.96,
standard deviation 1.25; see top margin of Figure 3). Again there is
a large range across participants (lowest average 3.10, highest 6.90).

We might expect a relationship between word count and engage-
ment, and this is borne out in the data although the e�ect is less

https://www.microsoft.com/cognitive-services/en-us/speech-api
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Figure 3: Distribution of self-reported e�ort (mean of �ve
TLX items) and engagement (mean of six UES items). Pear-
son’s r = −0.40.

than on e�ort (r = −0.28±0.16 for seekers’ words, r = −0.16±0.18
for intermediaries’).

We may also expect some correlation between e�ort and engage-
ment, and again there is a relationship, as illustrated in Figure 3.
Easier tasks correspond with greater engagement, but as before the
correlation is only moderate (Pearson’s r = −0.40 ± 0.11). �is sug-
gests other factors are partly responsible for feelings of engagement.
Understanding what else promotes engagement in conversational
retrieval, and whether it can be measured or predicted from ob-
served behaviour, is a key use for MISC.

5.5 Exit questions
Participants consistently rated the transportation task hard (22 par-
ticipants rated it the hardest of the �ve, out of 42 participants
responding) and the HPV task easy (22/42 rated it easiest). Relative
orderings of the other three tasks varied.

In post-experiment comments, seekers o�en reported appreciat-
ing their partners’ di�ering views and ideas: “it was interesting to
have my partner’s input” (participant 25); “it was helpful to bounce
ideas o� of someone and brainstorm together. She had ideas that I
had not considered” (participant 29); “having her perspective was
very helpful.” (participant 37). Seekers also appreciated discussing
search strategies, and simply working with another person.

Seekers also reported that they did not like giving up direct
control of the search process: “it was harder to get ideas across”
(participant 32); “I didn’t have control over the proceedings” (par-
ticipant 27); “not being able to see or focus on the search results of
my choice” (participant 33). �ere was also some annoyance caused
by di�erence in styles: “our thought processes do not necessarily
align” (participant 39); “I like to visually scan for search results
that stand out to me. She may not have chosen what I would have”
(participant 37); “there were some searches I would have conducted

very di�erently from her and it was frustrating to have to let her
do it her way” (participant 34).

We anticipate that these comments will motivate futher investi-
gations, with MISC or with follow-up experiments.

6 AVAILABILITY
�e MISC data is available at h�p://aka.ms/MISCv1. It includes our
audio, video, and questionnaire data, as well as the derived data
described above.

Participants provided informed consent for use of their data for
research purposes. Distribution of the dataset is governed by the
terms of their consent. Approval to use the data does not allow
redistribution, and is covered by citation terms.

7 CONCLUDING REMARKS
�e Microso� Information-Seeking Conversation data records pairs
of volunteers working together to solve information-seeking tasks.
One participant acts as “seeker” and one as “intermediary”: this
models interactions with, e.g., digital assistants such as Siri or Cor-
tana instead of a conventional collaborative task. �e set includes
audio/video, as well as transcripts and other derived data; a�ect
and physiological signals derived from video; and responses to post-
task questions on e�ort, engagement, and satisfaction. Measures of
e�ort and engagement are internally consistent and have a usable
range of responses, and although there is some correlation between
the two engagement is only partly explained by e�ort. As well as
behaviours and physiological data, participants’ comments provide
some insight in this regard.

We hope that the MISC data can be used to support a range
of investigations, including for example the understanding the
relationship between intermediaries’ behaviours and seekers’ satis-
faction; mining seekers’ behavioural signals for correlations with
success, engagement, or satisfaction; examining the tactics used
in conversational information retrieval and how they di�er from
tactics in other circumstances; the importance of conversational
norms or politeness; or investigating the relationship between con-
versational structure and task progress. You are invited to download
and use the data, and to contact the authors with any comments.
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