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Configuring Ethernet Interfaces
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Ethernet Interfaces Overview

Ethernet was developed in the early 1970s at the Xerox Palo Alto Research Center (PARC) as a data-link
control layer protocol for interconnecting computers. It was first widely used at 10 megabits per second
(Mbps) over coaxial cables and later over unshielded twisted pairs using 10Base-T. More recently,
100Base-TX (Fast Ethernet, 100 Mbps), Gigabit Ethernet (1 gigabit per second [Gbps]), 10-Gigabit
Ethernet (10 Gbps), and 100-Gigabit Ethernet (100 Gbps) have become available.

Juniper Networks routers support the following types of Ethernet interfaces:
e Fast Ethernet

e Tri-Rate Ethernet copper

¢ Gigabit Ethernet

o Gigabit Ethernet intelligent queuing (IQ)

o Gigabit Ethernet 1Q2 and 1Q2-E

e 10-Gigabit Ethernet IQ2 and 1Q2-E

e 10-Gigabit Ethernet



¢ 10-Gigabit Ethernet dense wavelength-division multiplexing (DWDM)

e 100-Gigabit Ethernet

e Management Ethernet interface, which is an out-of-band management interface within the router

¢ Internal Ethernet interface, which connects the Routing Engine to the packet forwarding components

o Aggregated Ethernet interface, a logical linkage of Fast Ethernet, Gigabit Ethernet, or 10-Gigabit
Ethernet physical connections

Configuring MAC Address Filtering for Ethernet Interfaces | 20
Configuring Flow Control | 18

Configuring the Interface Speed on Ethernet Interfaces | 6

Initial Configuration of Ethernet Interfaces

IN THIS SECTION

Configuring Ethernet Physical Interface Properties | 4

Configuring the Interface Speed on Ethernet Interfaces | 6
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Configuring the Link Characteristics on Ethernet Interfaces | 8

Configuring Multicast Statistics Collection on Ethernet Interfaces | 9
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Configuring MAC Address Validation on Static Ethernet Interfaces | 11
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Ethernet Interfaces are networking Interfaces that provide traffic connectivity. You can configure
physical Interfaces as well as the logical Interfaces on your device. This topic discusses how to configure
the physical properties of an Interface specific to Fast-Ethernet Interfaces, Gigabit-Ethernet Interfaces,



and aggregated Ethernet Interfaces. You can also use this topic for information on how to configure the
speed of the Interface, limit the rate at which ingress traffic arrives on Fast-Ethernet ports, configure the
Interface to operate in full-duplex or half-duplex mode, configure MAC address validation on static
Ethernet Interfaces, and other basic configurations.

Configuring Ethernet Physical Interface Properties

To configure physical interface properties, for Fast Ethernet and Gigabit-Ethernet, DWDM interfaces,
and other interfaces, complete the following steps:

1. To configure Fast Ethernet-specific physical interface properties, include the fastether-options
statement at the [edit interfaces fe-fpc/ pic/ pord] hierarchy level:

[edit interfaces fe-fpc/pic/port]

user@host# set fastether-options;

NOTE: The speed statement applies to the management Ethernet interface (fxpO or em0), the
Fast Ethernet 12-port and 48-port Physical Interface Card (PIC) interfaces and the MX Series
Tri-Rate Ethernet copper interfaces. The Fast Ethernet, fxp0, and emO interfaces can be
configured for 10 Mbps or 100 Mbps (10m | 100m). The MX Series Tri-Rate Ethernet copper
interfaces can be configured for 10 Mbps, 100 Mbps, or 1 Gbps (10m | 100m | 1g). The 4-port
and 8-port Fast Ethernet PICs support a speed of 100 Mbps only.

MX Series routers support Gigabit Ethernet automatic line sensing of MDI (Media Dependent
Interface) and MDIX (Media Dependent Interface with Crossover) port connections. MDlI is
the Ethernet port connection typically used on network interface cards (NIC). MDIX is the
standard Ethernet port wiring for hubs and switches. This feature allows MX Series routers to
automatically detect MDI and MDIX connections and configure the router port accordingly.
You can disable this feature by using the no-auto-mdix statement at the [edit interfaces ge-
fpc/ pic/ porf] hierarchy level.

NOTE: Junos OS supports Ethernet host addresses with no subnets. This enables you to
configure an Ethernet interface as a host address (that is, with a network mask of /32),
without requiring a subnet. Such interfaces can serve as OSPF point-to-point interfaces, and
MPLS is also supported.



2. To configure physical interface properties specific to Gigabit Ethernet and 10-Gigabit Ethernet,
include the gigether-options statement at the [edit interfaces ge-fpc/ pic/ pord] or [edit interfaces xe-
fpc/ pic/ porf] hierarchy level:

[edit interfaces ge-fpc/pic/port]

user@host# set gigether-options ;

3. For 10-Gigabit Ethernet DWDM-specific physical interface properties, include the optics-options
statement at the [edit interfaces ge-fpc/ pic/ porfl hierarchy level:

[edit interfaces ge-fpc/pic/port]

user@ host# set optics-options;

To configure Gigabit Ethernet 1Q-specific physical interface properties, include the gigether-options
statement at the [edit interfaces ge-fpc/ pic/ porf] hierarchy level. These statements are supported on
10-Gigabit Ethernet IQ2 and 1Q2-E PIC. Some of these statements are also supported on Gigabit
Ethernet PICs with small form-factor pluggable transceivers (SFPs) (except the 10-port Gigabit
Ethernet PIC and the built-in Gigabit Ethernet port on the M7i router).

[edit interfaces ge-fpc/pic/port]
user@host# set gigether-options {
4. To configure 10-Gigabit Ethernet physical interface properties, include the lan-phy or wan-phy

statement at the [edit interfaces xe- foc/ pic/ port framing] hierarchy level.

[edit interfaces interface-name]

user@host# set framing;

5. To configure OAM 802.3ah support for Ethernet interfaces, include the oam statement at the [edit
protocols] hierarchy level.

[edit protocols]

user@host# set oam;

6. To configure Gigabit Ethernet 1Q-specific logical interface properties, include the input-vlan-map,
output-vlan-map, layer2-policer, and vlan-tags statements at the [edit interfaces /interface-name



unit logical-unit-numben hierarchy level or [edit logical-systems /ogical-system-name interfaces
interface-name unit logical-unit-numben].

[edit interfaces interface-name unit logical-unit-number]
user#host# set input-vlan-map;
user@host# set output-vlan-map;
user#host# set layer2-policer({

user@host# set vlan-tags inner tpid.vlan-id outer tpid.vlan-id;

7. To configure aggregated Ethernet-specific physical interface properties, include the aggregated-
ether-options statement at the [edit interfaces aex] hierarchy level:

[edit interfaces aex]

user@host# set aggregated-ether-options;

SEE ALSO

Example: Configuring Gigabit Ethernet Interfaces

Configuring the Interface Speed on Ethernet Interfaces

For M Series and T Series Fast Ethernet 12-port and 48-port PIC interfaces, the management Ethernet
interface (fxp0O or em0), and the MX Series Tri-Rate Ethernet copper interfaces, you can explicitly set the
interface speed. The Fast Ethernet, fxp0, and emO interfaces can be configured for 10 Mbps or 100
Mbps (10m | 100m). The MX Series Tri-Rate Ethernet copper interfaces can be configured for 10 Mbps,
100 Mbps, or 1 Gbps (10m | 100m | 1g). For information about management Ethernet interfaces and to
determine the management Ethernet interface type for your router, see Understanding Management
Ethernet Interfaces and Supported Routing Engines by RouterMX Series routers, with MX-DPC and Tri-
Rate Copper SFPs, support 20x1 Copper to provide backwards compatibility with 100/10BASE-T and
1000BASE-T operation through an Serial Gigabit Media Independent Interface (SGMII) interface.

1. In configuration mode, go to the [edit interfaces interface-name] hierarchy level.

[edit ]

user@host# edit interfaces interface-name


https://www.juniper.net/documentation/en_US/junos/topics/reference/configuration-statement/input-vlan-map-edit-interfaces-ge.html
https://www.juniper.net/documentation/en_US/junos/topics/reference/configuration-statement/output-vlan-map-edit-interfaces-ge.html
https://www.juniper.net/documentation/en_US/junos/topics/concept/interfaces-understanding-management-ethernet-interfaces.html
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2. To configure the speed, include the speed statement at the [edit interfaces interface-name] hierarchy
level.

[edit interfaces interface-name]

user@host# set speed (10m | 100m | 1g | auto | auto-10m-100m) ;

NOTE:

e By default, the M Series and T Series routers management Ethernet interface autonegotiates
whether to operate at 10 megabits per second (Mbps) or 100 Mbps. All other interfaces
automatically choose the correct speed based on the PIC type and whether the PIC is
configured to operate in multiplexed mode (using the no-concatenate statement in the [edit
chassis] configuration hierarchy.

e Starting with Junos OS Release 14.2 the auto-10m-100m option allows the fixed tri-speed
port to auto negotiate with ports limited by 100m or 10mmaximum speed. This option must
be enabled only for Tri-rate MPC port, that is, 3D 40x 1GE (LAN) RJ45 MIC on MX platform.
This option does not support other MICs on MX platform.,

e When you manually configure Fast Ethernet interfaces on the M Series and T Series routers,
link mode and speed must both be configured. If both these values are not configured, the
router uses autonegotiation for the link and ignores the user-configured settings.

e If the link partner does not support autonegotiation, configure either Fast Ethernet port
manually to match its link partner's speed and link mode. When the link mode is configured,
autonegotiation is disabled.

e On MX Series routers with tri-rate copper SFP interfaces, if the port speed is negotiated to
the configured value and the negotiated speed and interface speed do not match, the link will
not be brought up.

¢ When you configure the Tri-Rate Ethernet copper interface to operate at 1 Gbps,
autonegotiation must be enabled.

e Starting with Junos OS Release 11.4, half-duplex mode is not supported on Tri-Rate Ethernet
copper interfaces. When you include the speed statement, you must include the link-mode
full-duplex statement at the same hierarchy level.

SEE ALSO

speed



Configuring the Ingress Rate Limit

On Fast Ethernet 8-port, 12-port, and 48-port PIC interfaces only, you can apply port-based rate limiting
to the ingress traffic that arrives at the PIC.

To configure an ingress rate limit on a Fast Ethernet 8-port, 12-port, or 48-port PIC interface, include the
ingress-rate-limit statement at the [edit interfaces /interface-name fastether-options] hierarchy level:

[edit interfaces interface-name fastether-options]

ingress-rate-limit rate;

rate can range in value from 1 through 100 Mbps.

SEE ALSO

ingress-rate-limit

Configuring the Link Characteristics on Ethernet Interfaces

Full-duplex communication means that both ends of the communication can send and receive signals at
the same time. Half-duplexis also bidirectional communication, but signals can flow in only one
direction at a time.

By default, the router’'s management Ethernet interface, fxp0 or em0, autonegotiates whether to
operate in full-duplex or half-duplex mode. Fast Ethernet interfaces, can operate in either full-duplex or
half-duplex mode, and all other interfaces can operate only in full-duplex mode. For Gigabit Ethernet
and 10-Gigabit Ethernet, the link partner must also be set to full duplex.

NOTE: For M Series, MX Series, and most T Series routers, the management Ethernet interface is
fxp0. For T1600 and T4000 routers configured in a routing matrix, and TX Matrix Plus routers,
the management Ethernet interface is emO.

NOTE: Automated scripts that you have developed for standalone T1600 routers (T1600 routers
that are not in a routing matrix) might contain references to the fxpO management Ethernet
interface. Before reusing the scripts on T1600 routers in a routing matrix, edit the command lines
that reference the fxpO management Ethernet interface so that the commands reference the
emO0 management Ethernet interface instead.



NOTE: When you configure the Tri-Rate Ethernet copper interface to operate at 1 Gbps,
autonegotiation must be enabled.

NOTE: When you manually configure Fast Ethernet interfaces on the M Series and T Series
routers, link mode and speed must both be configured. If both these values are not configured,
the router uses autonegotiation for the link and ignores the user-configured settings.

NOTE: Member links of an aggregated Ethernet bundle must not be explicitly configured with a
link mode. You must remove any such link-mode configuration before committing the aggregated
Ethernet configuration.

To explicitly configure an Ethernet interface to operate in either full-duplex or half-duplex mode, include
the link-mode statement at the [edit interfaces interface-name] hierarchy level:

[edit interfaces interface-name]

link-mode (full-duplex | half-duplex) ;

NOTE: Starting in Junos OS release 16.1R7 and later, the link-mode configuration is not
supported on 10-Gigabit Ethernet interfaces.

SEE ALSO

link-mode

Configuring Multicast Statistics Collection on Ethernet Interfaces

T Series and TX Matrix routers support multicast statistics collection on Ethernet interfaces in both
ingress and egress directions. The multicast statistics functionality can be configured on a physical
interface thus enabling multicast accounting for all the logical interfaces below the physical interface.

The multicast statistics information is displayed only when the interface is configured with the
multicast-statistics statement, which is not enabled by default.



Multicast statistics collection requires at least one logical interface is configured with family inet and/or
inet6; otherwise, the commit for multicast-statistics will fail.

The multicast in/out statistics can be obtained via interfaces statistics query through CLI and via MIB
objects through SNMP query.

To configure multicast statistics:
Include the multicast-statistics statement at the [edit interfaces interface-name] hierarchy level.

An example of a multicast statistics configuration for a Ethernet interface follows:

[edit interfaces]
ge-fpc/pic/port {

multicast-statistics;

To display multicast statistics, use the show interfaces interface-name statistics detail command.

SEE ALSO

multicast-statistics

Configuring Multicast Statistics Collection on Aggregated Ethernet Interfaces

MAC Address Validation on Static Ethernet Interfaces Overview

MAC address validation enables the router to validate that received packets contain a trusted IP source
and an Ethernet MAC source address.

MAC address validation is supported on AE, Fast Ethernet, Gigabit Ethernet, and 10-Gigabit Ethernet
interfaces (with or without VLAN tagging) on MX Series routers only.

There are two types of MAC address validation that you can configure:

e Loose—Forwards packets when both the IP source address and the MAC source address match one
of the trusted address tuples.

Drops packets when the IP source address matches one of the trusted tuples, but the MAC address
does not support the MAC address of the tuple

Continues to forward packets when the source address of the incoming packet does not match any
of the trusted IP addresses.

e Strict—Forwards packets when both the IP source address and the MAC source address match one of
the trusted address tuples.


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/aggregated-ethernet-interfaces-lacp-configuring.html

Drops packets when the MAC address does not match the tuple's MAC source address, or when IP
source address of the incoming packet does not match any of the trusted IP addresses.

SEE ALSO

Configure ARP Learning and Aging Options

Configuring MAC Address Validation on Static Ethernet Interfaces

MAC address validation enables the router to validate that received packets contain a trusted IP source
and an Ethernet MAC source address. MAC address validation is supported on AE, Fast Ethernet,
Gigabit Ethernet, and 10-Gigabit Ethernet interfaces (with or without VLAN tagging) on MX Series
routers only.

To configure MAC address validation on static Ethernet Interfaces:

1. In the configuration mode, at the [edit] hierarchy level, configure the static Ethernet interface.

[edit]

user@host# edit interfaces interface-name

2. Configure the protocol family and the logical unit of the interface at the [edit interfaces interface-
name) hierarchy level. While configuring the protocol family, specify inet as the protocol family.

[edit interfaces interface-name]

user@host# edit unit logical-unit-number family inet

3. Configure MAC address validation on the static Ethernet Interface. You can specify the type of MAC
address validation you require. Possible values are: Strict and Loose. You can also specify the
interface address.

[edit interfaces interface-name] unit logical-unit-number family inet

user@host# set mac-validate option address address

4. Configure the static ARP entry by specifying the IP address and the MAC address that are to be
mapped. The IP address specified must be part of the subnet defined in the enclosing address
statement. The MAC address must be specified as hexadecimal bytes in the following formats:



nnnn.nnnn.nnnn or n.nm.nm.nm.nm.nnformat. For instance, you can use either 0011.2233.4455 or
00:11:22:33:44:55.

[edit interfaces interface-name unit logical-unit-number family inet address
interface-address

user@host# set arp ip-address mac mac-address

SEE ALSO

family

mac-validate

Displaying Internal Ethernet Interfaces for a Routing Matrix with a TX Matrix Plus
Router

The router internal Ethernet interface connects the Routing Engine with the router’s packet forwarding
components. The Junos OS automatically configures internal Ethernet interfaces. For TX Matrix Plus
routers, the internal Ethernet interfaces are ixgbeO and ixgbe1. For T1600 routers configured in a
routing matrix, the internal Ethernet interfaces are bcmO and em1. For more information about internal
Ethernet interfaces, see Understanding Internal Ethernet Interfaces.

NOTE: Do not modify or remove the configuration for the internal Ethernet interface that the
Junos OS automatically configures. If you do, the router will stop functioning.

The following example is a sequence of show interfaces commands issued in a Junos OS command-line
interface (CLI) session with a TX Matrix Plus router in a routing matrix. In the example, the TX Matrix
Plus router, which is also called the switch-fabric chassis (SFC), is known by the IP host name host-sfc-0
and contains redundant Routing Engines. The commands display information about the management
Ethernet interface and both internal Ethernet interfaces configured on the Routing Engine to which you

are currently logged in:

user@host-sfc-0> show interfaces emO terse

Interface Admin Link Proto Local Remote
em0 up up
em0.0 up up inet 192.168.35.95/24

user@host-sfc-0> show interfaces ixgheO terse


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/router-interfaces-overview.html

Interface Admin Link Proto Local Remote

ixgbel up up
ixgbe0.0 up up inet 10.34.0.4/8
162.0.0.4/2
ineté6 fe80::200:ff:fe22:4/64
fec0::a:22:0:4/64
tnp 0x22000004
user@host-sfc-0> show interfaces ixgbel terse
Interface Admin Link Proto Local Remote
ixgbel up up
ixgbel.O up up inet 10.34.0.4/8
162.0.0.4/2
inet6 feB80::200:1ff:fe22:4/64
fec0::a:22:0:4/64
tnp 0x22000004

The following example is a sequence of show interfaces commands issued in a CLI session with a T1600
router in a routing matrix. In the example, the T1600 router, which is also called the line-card chassis
(LCC), is known by the IP host name host-sfc-0-lcc-2 and contains redundant Routing Engines.

This T1600 router is connected to the routing matrix through a connection in the TXP-SIB-F13 in slot 2
of the SCC. The commands display information about the management Ethernet interface and both
internal Ethernet interfaces configured on the Routing Engine to which you are currently logged in:

NOTE: In a routing matrix, the show interfaces command displays information about the current
router only. If you are logged in to the TX Matrix Plus router, the show interfaces command
output does not include information about any of the attached T1600 routers. To display
interface information about a specific T1600 router in the routing matrix, you must first log in to
that router.

The previous example shows a CLI session with the TX Matrix Plus router. To display interface
information about the T1600 router known as host-sfc-0-lcc-2, first use the request routing-engine
login command to log in to that LCC.

user@host-sfc-0> request routing-engine login lcc 2
-—-— JUNOS 9.6I built 2009-06-22 18:13:04 UTC

% cli

warning: This chassis is a Line Card Chassis (LCC) in a multichassis system.



warning: Use of interactive commands should be limited to debugging.
warning: Normal CLI access is provided by the Switch Fabric Chassis (SEC) .

warning: Please logout and log into the SFC to use CLI.

user@host-sfc-0-1lcc-2> show interfaces emO terse

Interface Admin Link Proto Local Remote
em0 up up
em0.0 up up inet 192.168.35.117/24

user@host-sfc-0-1lcc-2> show interfaces bcmO terse

Interface Admin Link Proto Local Remote
bcm0 up up
bcm0.0 up up inet 10.1.0.5/8
129.0.0.5/2
ineté6 feB80::201:ff:fe01:5/64
fec0::a:1:0:5/64
tnp 0x1000005

user@host-sfc-0-1lcc-2> show interfaces em1 terse

Interface Admin Link Proto Local Remote
eml up up
eml.0 up up inet 10.1.0.5/8
129.0.0.5/2
inet6 fe80::201:1ff:fe01:5/64
fecO0::a:1:0:5/64
tnp 0x1000005
SEE ALSO

Understanding Internal Ethernet Interfaces
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Example: Configuring Fast Ethernet Interfaces

The following configuration is sufficient to get a Fast Ethernet interface up and running. By default, IPv4
Fast Ethernet interfaces use Ethernet version 2 encapsulation.

[edit]
user@host# setinterfaces fe-5/2/1 unit O family inet address /ocal-address
user@host# show
interfaces {
fe-5/2/1 {
unit 0 {
family inet {

address local-address;

SEE ALSO

Management Ethernet Interfaces

Configuring Ethernet Interfaces

Example: Configuring Gigabit Ethernet Interfaces

The following configuration is sufficient to get a Gigabit Ethernet, Tri-Rate Ethernet copper, or 10-
Gigabit Ethernet interface up and running. By default, IPv4 Gigabit Ethernet interfaces on MX Series, M
Series, and T Series routers use 802.3 encapsulation.

[edit]
user@host# setinterfaces ge-2/0/1 unit O family inet address /ocal-address
user@host# show
interfaces {
ge-2/0/1 {
unit 0 {
family inet {

address local-address;


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/security-interface-configuring-ethernet-interfaces.html

The M160, M320, M120, T320, and Té640 2-port Gigabit Ethernet PIC supports two independent
Gigabit Ethernet links.

Each of the two interfaces on the PIC is named:

ge-fpc/pic/[0.1]

Each of these interfaces has functionality identical to the Gigabit Ethernet interface supported on the
single-port PIC.

SEE ALSO

Configuring Gigabit and 10-Gigabit Ethernet Interfaces
Display the Status of Gigabit Ethernet Interfaces
Monitoring Fast Ethernet and Gigabit Ethernet Interfaces

Release History Table

Release = Description

14.2 Starting with Junos OS Release 14.2 the auto-10m-100m option allows the fixed tri-speed port to auto
negotiate with ports limited by 100m or 10mmaximum speed. This option must be enabled only for Tri-
rate MPC port, that is, 3D 40x 1GE (LAN) RJ45 MIC on MX platform. This option does not support other
MICs on MX platform.

11.4 Starting with Junos OS Release 11.4, half-duplex mode is not supported on Tri-Rate Ethernet copper
interfaces. When you include the speed statement, you must include the link-mode full-duplex
statement at the same hierarchy level.

MAC Address Filtering and Accounting on Ethernet Interfaces | 19

Management Ethernet Interfaces | 25


https://www.juniper.net/documentation/en_US/release-independent/junos/topics/task/configuration/qfx-series-gigabit-interfaces-j-web.html

Flow Control for Ethernet Interfaces
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Understanding Flow Control | 17

Configuring Flow Control | 18

The MX, T, and PTX Series routers support IEEE 802.3X Ethernet PAUSE method of flow control. Flow
control is enabled by default on all physical interfaces. This topic provides an overview of flow control
for Ethernet Interfaces. It also describes how to explicitly enable flow control as well as disable flow
control for Ethernet Interfaces.

Understanding Flow Control

IN THIS SECTION

IEEE 802.3X Ethernet PAUSE | 17

Flow control supports lossless transmission by regulating traffic flows to avoid dropping frames during
periods of congestion. Flow control stops and resumes the transmission of network traffic between two
connected peer nodes on a full-duplex Ethernet physical link. Controlling the flow by pausing and
restarting it prevents buffers on the nodes from overflowing and dropping frames. You configure flow
control on a per-interface basis.

By default, all forms of flow control are enabled. You must explicitly enable flow control on interfaces to
pause traffic.

IEEE 802.3X Ethernet PAUSE

Ethernet PAUSE is a congestion relief feature that works by providing link-level flow control for all traffic
on a full-duplex Ethernet link. Ethernet PAUSE works in both directions on the link. In one direction, an
interface generates and sends Ethernet PAUSE messages to stop the connected peer from sending more
traffic. In the other direction, the interface responds to Ethernet PAUSE messages it receives from the
connected peer to stop sending traffic. Ethernet PAUSE also works on aggregated Ethernet interfaces.
For example, if the connected peer interfaces are called Node A and Node B:



o When the receive buffers on interface Node A reach a certain level of fullness, the interface
generates and sends an Ethernet PAUSE message to the connected peer (interface Node B) to tell
the peer to stop sending frames. The Node B buffers store frames until the time period specified in
the Ethernet PAUSE frame elapses; then Node B resumes sending frames to Node A.

e When interface Node A receives an Ethernet PAUSE message from interface Node B, interface Node
A stops transmitting frames until the time period specified in the Ethernet PAUSE frame elapses;
then Node A resumes transmission. (The Node A transmit buffers store frames until Node A resumes
sending frames to Node B.)

In this scenario, if Node B sends an Ethernet PAUSE frame with a time value of O to Node A, the O
time value indicates to Node A that it can resume transmission. This happens when the Node B
buffer empties to below a certain threshold and the buffer can once again accept traffic.

Symmetric Flow Control

Symmetric flow control configures both the receive and transmit buffers in the same state. The interface
can both send Ethernet PAUSE messages and respond to them (flow control is enabled), or the interface
cannot send Ethernet PAUSE messages or respond to them (flow control is disabled).

You configure symmetric flow control by including the flow-control statement at the [edit interfaces
interface-name ether-options] hierarchy level.

When you enable symmetric flow control on an interface, the Ethernet PAUSE behavior depends on the
configuration of the connected peer. With symmetric flow control enabled, the interface can perform
any Ethernet PAUSE functions that the connected peer can perform. (When symmetric flow control is
disabled, the interface does not send or respond to Ethernet PAUSE messages.)

SEE ALSO

flow-control | 880

Configuring Flow Control

By default, the router or switch imposes flow control to regulate the amount of traffic sent out on a Fast
Ethernet, Tri-Rate Ethernet copper, Gigabit Ethernet, and 10-Gigabit Ethernet interface. Flow control is
not supported on the 4-port Fast Ethernet PIC. This is useful if the remote side of the connection is a
Fast Ethernet or Gigabit Ethernet switch.

You can disable flow control if you want the router or switch to permit unrestricted traffic. To disable
flow control, include the no-flow-control statement:

no-flow-control;



To explicitly reinstate flow control, include the flow-control statement:

flow-control;

You can include these statements at the following hierarchy levels:
o [edit interfaces interface-name aggregated-ether-options]

o [edit interfaces interface-name ether-options]

o [edit interfaces interface-name fastether-options]

o [edit interfaces interface-name gigether-options]

NOTE: On the Type 5 FPC, to prioritize control packets in case of ingress oversubscription, you
must ensure that the neighboring peers support MAC flow control. If the peers do not support
MAC flow control, then you must disable flow control.

SEE ALSO

flow-control

Ethernet Interfaces Overview

Understanding Priority-Based Flow Control/
Understanding CoS Flow Control (Ethernet PAUSE and PFC)

MAC Address Filtering and Accounting on Ethernet Interfaces
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To block all incoming packets from a specific MAC address, you can enable MAC address filtering. You
can configure an Ethernet Interface to dynamically learn source or destination MAC addresses. This
topic describes how to enable MAC address filtering and how to configure MAC address accounting.

Configuring MAC Address Filtering for Ethernet Interfaces

IN THIS SECTION
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Enabling Source Address Filtering

On aggregated Ethernet interfaces, Fast Ethernet, Gigabit Ethernet, Gigabit Ethernet 1Q, and Gigabit
Ethernet PICs with SFPs (except the 10-port Gigabit Ethernet PIC and the built-in Gigabit Ethernet port
on the M7i router), you can enable source address filtering to block all incoming packets from a specific
MAC address.

To enable the filtering, include the source-filtering statement at the following hierarchy levels:
o [edit interfaces interface-name aggregated-ether-options]
¢ [edit interfaces interface-name fastether-options]

¢ [edit interfaces interface-name gigether-options]

NOTE: When you integrate a standalone T640 router into a routing matrix, the PIC media
access control (MAC) addresses for the integrated T640 router are derived from a pool of
MAC addresses maintained by the TX Matrix router. For each MAC address you specify in the
configuration of a formerly standalone T640 router, you must specify the same MAC address
in the configuration of the TX Matrix router.

Similarly, when you integrate a T1600 or T4000 router into a routing matrix, the PIC MAC
addresses for the integrated T1600 or T4000 router are derived from a pool of MAC
addresses maintained by the TX Matrix Plus router. For each MAC address you specify in the



configuration of a formerly standalone T1600 or T4000 router, you must specify the same
MAC address in the configuration of the TX Matrix Plus router.

When source address filtering is enabled, you can configure the interface to receive packets from
specific MAC addresses. To do this, specify the MAC addresses in the source-address-filter mac-address
statement at the following hierarchy levels:

o [edit interfaces interface-name aggregated-ether-options]
¢ [edit interfaces interface-name fastether-options]
¢ [edit interfaces interface-name gigether-options]

You can specify the MAC address as nm:nm.nm.nmnmnn or nnnn .nnnn.nnnn, where n is a hexadecimal
number. You can configure up to 64 source addresses. To specify more than one address, include the
source-address-filter statement multiple times.

NOTE: The source-address-filter statement is not supported on Gigabit Ethernet I1Q and Gigabit
Ethernet PICs with SFPs (except the 10-port Gigabit Ethernet PIC and the built-in Gigabit
Ethernet port on the M7i router); instead, include the accept-source-mac statement. For more
information, see Configuring Gigabit Ethernet Policers.

If the remote Ethernet card is changed, the interface cannot receive packets from the new card
because it has a different MAC address.

Source address filtering does not work when Link Aggregation Control Protocol (LACP) is
enabled. This behavior is not applicable to T series routers and PTX Series Packet Transport
Routers. For more information about LACP, see Aggregated Ethernet Interfaces.

NOTE: On untagged Gigabit Ethernet interfaces, you should not configure the source-address-
filter statement at the [edit interfaces ge- fpc/ pic/ port gigether-options] hierarchy level and the
accept-source-mac statement at the [edit interfaces ge- foc/ pic/ port gigether-options unit
logical-unit-numben hierarchy level simultaneously. If these statements are configured for the
same interfaces at the same time, an error message is displayed.

On tagged Gigabit Ethernet interfaces, you should not configure the source-address-filter
statement at the [edit interfaces [edit interfaces ge- fpc/ pic/ port gigether-options] hierarchy
level and the accept-source-mac statement at the [edit interfaces ge-fpc/ pic/ port gigether-
options unit Jogical-unit-numben hierarchy level with an identical MAC address specified in both
filters. If these statements are configured for the same interfaces with an identical MAC address
specified, an error message is displayed.



NOTE: The source-address-filter statement is not supported on MX Series routers with MPC4E
(model numbers: MPC4E-3D-32XGE-SFPP and MPC4E-3D-2CGE-8XGE); instead, include the
accept-source-mac statement. For more information, see Configuring Gigabit Ethernet Policers.

source-address-filter
Aggregated Ethernet Interfaces

Ethernet Interfaces Overview

Configuring MAC Address Filtering on PTX Series Packet Transport Routers

This topic describes how to configure MAC filtering on PTX Series Packet Transport Routers. MAC
filtering enables you to specify the MAC addresses from which the Ethernet interface can receive
packets.

MAC filtering support on PTX Series Packet Transport Routers includes:
e MAC source and destination address filtering for each port.

e MAC source address filtering for each physical interface.

e MAC source address filtering for each logical interface.

When you filter logical and physical interfaces, you can specify up to 1000 MAC source addresses per
port.

To configure MAC source address filtering for a physical interface, include the source-filtering and
source-address-filter statements at the [edit interfaces et- fpc/ pic/ port gigether-options] hierarchy
level:

[edit interfaces]
et-x/y/z {
gigether-options {
source-filtering;
source-address—-filter {

mac-address;



The source-address-filter statement configures which MAC source addresses are filtered. The specified
physical interface drops all packets from the MAC source addresses you specify. You can specify the
MAC address as nn:nn:nn:nn:nn:nnwhere nis a decimal digit. To specify more than one address, include
multiple mac-address options in the source-address-filter statement.

To configure MAC source address filtering for a logical interface, include the accept-source-mac
statement at the [edit interfaces et-fpc/ pic/ port unit logical-unit-number hierarchy level:

[edit interfaces]
et-x/vy/z {
gigether-options {
source-filtering;
}
unit logical-unit-number ({
accept-source-mac {

mac-address mac-address;

The accept-source-mac statement configures which MAC source addresses are accepted on the logical
interface. You can specify the MAC address as nn:nn:nn:nn:nn:nn where nis a decimal digit. To specify
more than one address, include multiple mac-address mac-address options in the accept-source-mac
statement.

After an interface filter is configured, there is an accounting entry that is associated with the MAC
address filter. Counters accumulate if there are packets with matching MAC source addresses. You can
use the show interfaces mac-database Junos OS CLI command to view the address count.

SEE ALSO

show interfaces mac-database

Configuring MAC Address Accounting

For Gigabit Ethernet 1Q and Gigabit Ethernet PICs with SFPs (except the 10-port Gigabit Ethernet PIC
and the built-in Gigabit Ethernet port on the M7i router), for Gigabit Ethernet DPCs on MX Series
routers, for 100-Gigabit Ethernet Type 5 PIC with CFP, and for MPC3E, MPC4E, MPC5E, MPC5EQ, and
MPC6E MPCs, you can configure whether source and destination MAC addresses are dynamically
learned.



To configure MAC address accounting on an individual Ethernet interface, include the mac-learn-enable
statement at the [edit interfaces interface-name gigether-options ethernet-switch-profile] hierarchy
level:

[edit interfaces interface-name gigether-options ethernet-switch-profile]

mac-learn-enable;

To configure MAC address accounting on an aggregated Ethernet interface, include the mac-learn-
enable statement at the [edit interfaces aex aggregated-ether-options ethernet-switch-profile]
hierarchy level:

[edit interfaces aex aggregated-ether-options ethernet-switch-profile]

mac—-learn—-enable;

To prohibit an interface from dynamically learning source and destination MAC addresses, do not
include the mac-learn-enable statement.

To disable dynamic learning of the source and destination MAC addresses after it has been configured,
you must delete mac-learn-enable from the configuration.

NOTE: MPCs support MAC address accounting for an individual interface or an aggregated
Ethernet interface member link only after the interface has received traffic from the MAC source.
If traffic is only exiting an interface, the MAC address is not learned and MAC address accounting
does not occur.

SEE ALSO

Capabilities of Gigabit Ethernet IQ PICs and Gigabit Ethernet PICs with SFPs
Configuring Gigabit Ethernet Policers
Configuring Gigabit Ethernet Two-Color and Tricolor Policers

Configuring a Policer Overhead

Aggregated Ethernet Interfaces | 61

Configuring Gigabit Ethernet Policers | 268



Management Ethernet Interfaces
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To connect to the router via the management port, use the management Ethernet interface. This topic
provides you an overview of the management Ethernet Interface and describes how to configure the IP
address and MAC address for the interface.

Management Ethernet Interface Overview

The router’'s management Ethernet interface, fxp0 or em0, is an out-of-band management interface that
needs to be configured only if you want to connect to the router through the management port on the
front of the router. You can configure an IP address and prefix length for this interface, which you
commonly do when you first install the Junos OS:

[edit]
user@host# setinterfaces (fxp0O | em0) unit O family inet address/prefix-length
[edit]
user@host# show
interfaces {
(fxp0 | em0) {
unit 0 {
family inet {

address/prefix-length;

To determine which management interface type is supported on a router, locate the router and Routing
Engine combination in Supported Routing Engines by Router and note its management Ethernet
interface type, either emO or fxpO.


https://www.juniper.net/documentation/en_US/release-independent/junos/topics/reference/general/routing-engine-m-mx-t-series-support-by-chassis.html

SEE ALSO

Ethernet Interfaces Overview

Initial Configuration of Ethernet Interfaces

Configuring a Consistent Management IP Address

On routers with multiple Routing Engines, each Routing Engine is configured with a separate IP address
for the management Ethernet interface. To access the primary Routing Engine, you must know which
Routing Engine is active and use the appropriate IP address.

Optionally, for consistent access to the primary Routing Engine, you can configure an additional IP
address and use this address for the management interface regardless of which Routing Engine is active.
This additional IP address is active only on the management Ethernet interface for the primary Routing
Engine. During switchover, the address moves to the new primary Routing Engine.

NOTE: For M Series, MX Series, and most T Series routers, the management Ethernet interface is
fxp0. For TX Matrix Plus routers and T1600 or T4000 routers configured in a routing matrix, the
management Ethernet interface is emO.

NOTE: Automated scripts that you have developed for standalone T1600 routers (T1600 routers
that are not in a routing matrix) might contain references to the fxpO management Ethernet
interface. Before reusing the scripts on T1600 routers in a routing matrix, edit the command lines
that reference the fxpO management Ethernet interface so that the commands reference the
emO0 management Ethernet interface instead.

To configure an additional IP address for the management Ethernet interface, include the master-only
statement at the [edit groups] hierarchy level.

In the following example, IP address 10.17.40.131 is configured for both Routing Engines and includes a
master-only statement. With this configuration, the 10.17.40.131 address is active only on the primary
Routing Engine. The address remains consistent regardless of which Routing Engine is active. IP address
10.17.40.132 is assigned to fxp0 on re0, and address 10.17.40.133 is assigned to fxp0 on rel.

[edit groups re0 interfaces £fxp0]
unit 0 {
family inet {
address 10.17.40.131/25 {

master-only;



address 10.17.40.132/25;

}
[edit groups rel interfaces £fxp0]
unit 0 {
family inet {
address 10.17.40.131/25 {
master-only;
}
address 10.17.40.133/25;

This feature is available on all routers that include dual Routing Engines. On the TX Matrix router, this
feature is applicable to the switch-card chassis (SCC) only.

SEE ALSO

Ethernet Interfaces Overview

Initial Configuration of Ethernet Interfaces

Configuring the MAC Address on the Management Ethernet Interface

By default, the router’'s management Ethernet interface uses as its MAC address the MAC address that
is burned into the Ethernet card.

NOTE: For M Series, MX Series, and most T Series routers, the management Ethernet interface is
fxpO0. For TX Matrix Plus routers and T1600 routers configured in a routing matrix, and TX Matrix
Plus routers with 3D SIBs, T1600 routers, and T4000 routers configured in a routing matrix, the
management Ethernet interface is emO.

NOTE: Automated scripts that you have developed for standalone T1600 routers (T1600 routers
that are not in a routing matrix) might contain references to the fxpO management Ethernet
interface. Before reusing the scripts on T1600 routers in a routing matrix, edit the command lines
that reference the fxpO management Ethernet interface so that the commands reference the
emO0 management Ethernet interface instead.

To display the MAC address used by the router’'s management Ethernet interface, enter the show
interface fxp0 or show interface em0O operational mode command.



To change the management Ethernet interface’s MAC address, include the mac statement at the [edit
interfaces fxpO] or [edit interfaces emO] hierarchy level:

[edit interfaces (fxp0 | emO) ]

mac mac-address;

Specify the MAC address as six hexadecimal bytes in one of the following formats: nnnn.nnnn.nnnn (for
example, 0011.2233.4455) or nm.nm.nmnm.nm.nn (for example, 00:11:22:33:44:55).

NOTE: If you integrate a standalone Té640 router into a routing matrix, the PIC MAC addresses
for the integrated T640 router are derived from a pool of MAC addresses maintained by the TX
Matrix router. For each MAC address you specify in the configuration of a formerly standalone
T640 router, you must specify the same MAC address in the configuration of the TX Matrix
router.

Similarly, if you integrate a standalone T1600 router into a routing matrix, the PIC MAC
addresses for the integrated T1600 router are derived from a pool of MAC addresses maintained
by the TX Matrix Plus router. For each MAC address you specify in the configuration of a
formerly standalone T1600 router, you must specify the same MAC address in the configuration
of the TX Matrix Plus router.

SEE ALSO

Ethernet Interfaces Overview
Initial Configuration of Ethernet Interfaces

mac
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Power over Ethernet (PoE) on ACX Series Routers
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You can configure the ACX2000 Universal Metro Routers to enable the Power over Ethernet (PoE) ports
to transfer both data and electrical power over a copper Ethernet LAN cable. This topic provides an
overview of PoE support on ACX2000 routers and also provides information on how to configure,
disable, and troubleshoot the PoE interface configured on the ACX2000 device.

Understanding PoE on ACX Series Universal Metro Routers
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Power over Ethernet (PoE) is the implementation of the IEEE 802.3af and IEEE 802.3at standards that
allows both data and electrical power to pass over a copper Ethernet LAN cable.

Juniper Networks provides PoE on ACX2000 Universal Metro Routers that allows power delivery up to
65 W per PoE port. PoE ports transfer electrical power and data to remote devices over standard
twisted-pair cables in an Ethernet network. Using the PoE ports, you can plug in devices that require
both network connectivity and electrical power, such as voice over IP (VolP) and wireless LAN access
points.

You can configure the ACX2000 Universal Metro Router to act as a power sourcing equipment (PSE),
supplying power to powered devices that are connected on designated ports.

This topic contains the following sections: :



ACX2000 PoE Specifications

Table 1 on page 30 lists the PoE specifications for the ACX2000 routers.

Table 1: PoE Specifications for the ACX2000 Routers

Specifications For ACX2000 Universal Metro Routers

Supported standards e |EEE 802.3 AF

e |EEE 802.3 AT (PoE+)

e Legacy (pre-standards)

Supported ports Supported on only two Gigabit Ethernet ports (ge-0/1/3
and ge-0/1/7).

Total PoE power sourcing capacity 130 W

Default per port power limit 32 W

Maximum per port power limit 65W

Power management modes e class—Power allocated for each interface can be
configured.

¢ static—Power allocated for interfaces is based on the
class of powered device connected.

¢ high-power—Power allocated for interfaces up to 65 W
per port.

PoE Classes and Power Ratings

A powered device is classified based on the maximum power that it draws across all input voltages and
operational modes. When class-based power management mode is configured on the ACX2000 routers,
power is allocated taking into account the maximum power ratings defined for the different classes of
devices.

Table 2 on page 31 lists the classes and their power ratings as specified by the IEEE standards.



Table 2: ACX2000 Universal Metro Router PoE Specifications

Class Usage Minimum Power Levels Output
from PoE Port

0] Default 154 W

1 Optional 40W

2 Optional 7.0W

3 Optional 154 W

4 Reserved Class 4 power devices are

eligible to receive power up to
30 W according to the IEEE
standards.

PoE Options

For ACX2000 Universal Metro Routers that support PoE ports, the factory default configuration enables
PoE on the PoE-capable ports, with default settings in effect. You might not have to do any additional
configuration if the default settings work for you. Table 3 on page 31 shows the PoE configuration
options and their default settings for the PoE controller and for the PoE interfaces.

Table 3: PoE Configuration Options and Default Settings

Option Default Description

PoE Controller Options

guard-band ow Reserves up to 19 W power from the PoE power budget
to be used in the case of a spike in PoE power
consumption.



Table 3: PoE Configuration Options and Default Settings (Continued))

Option

management

Interface Options

disable (Power
over Ethernet)

priority (Power
over Ethernet)

telemetries

Default

static

Not included in
default configuration

low

Not included in
default configuration

Description

Sets the PoE power management mode for the router.
The power management mode determines how power to
a PoE interface is allocated:

e class—Power allocated for each interface can be
configured.

e static—Power allocated for interfaces is based on the
class of powered device connected.

¢ high-power—Power allocated for interfaces up to
65 W per port.

When included in the configuration, disables PoE on the
interface. The interface maintains network connectivity
but no longer supplies power to a connected powered
device. Power is not allocated to the interface.

Sets an interface’s power priority to either low or high. If
power is insufficient for all PoE interfaces, the PoE power
to low-priority interfaces is shut down before power to
high-priority interfaces is shut down. Among interfaces
that have the same assigned priority, the power priority is
determined by port number, with lower-numbered ports
having higher priority.

When included in the configuration, enables the logging
of power consumption records on an interface. Logging
occurs every 5 minutes for 1 hour unless you specify a
different value for interval (Power over Ethernet) or
duration.



SEE ALSO

Power over Ethernet (PoE) User Guide for EX Series Switches

Example: Configuring PoE on ACX2000 Routers
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Power over Ethernet (PoE) ports supply electric power over the same ports that are used to connect
network devices. These ports allow you to plug in devices that need both network connectivity and
electric power, such as voice over IP (VolP) phones, wireless access points, and IP cameras.

This example shows how to configure PoE to deliver power up to 65 W on ACX2000 interfaces:

Requirements

This example uses the following software and hardware components:
e Junos OS Release 12.2 or later for ACX Series routers

e An ACX2000 router that supports PoE

Before you configure PoE, be sure you have:

e Performed the initial router configuration. See ACX Series Autoinstallation Overview, Verifying
Autoinstallation on ACX Series Universal Metro Routers, and Boot Sequence on Devices with
Routing Engines for details.

Overview

This example consists of a router that has eight ports. Only two ports—ge-0/1/3 and ge-0/1/7—support
PoE, which means they provide both network connectivity and electric power for powered devices such
as VolIP telephones, wireless access points, and IP security cameras that require power up to 65 W. The
remaining six ports provide only network connectivity. You use the standard ports to connect devices
that have their own power sources, such as desktop and laptop computers, printers, and servers.

Table 4 on page 34 details the topology used in this configuration example.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/ex-series/power-over-ethernet-UPLIFT-PWP.html

Table 4: Components of the PoE Configuration

Property

Hardware

VLAN name

Connection to a wireless access point (requires PoE)

Power port priority

Maximum power available to PoE port

PoE management mode

Direct connections to desktop PCs, file servers,
integrated printer/fax/copier machines (no PoE
required)

Unused ports (for future expansion)

Configuration

IN THIS SECTION
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To configure PoE on an ACX2000 router:

Settings

ACX2000 router with 8 Gigabit Ethernet
ports: Two PoE interfaces (ge-0/1/3 and
ge-0/1/7) and 6 non-PoE interfaces
(ge-0/1/0, ge-0/1/1, ge-0/1/2, ge-0/1/4,
ge-0/1/5, ge-0/1/6).

default

ge-0/1/7

high

65W

high-power

ge-0/1/0 through ge-0/1/2

ge-0/1/4 through ge-0/1/6



Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, and then copy and paste
the commands into the CLI at the [edit] hierarchy level.

set poe management high-power guard-band
19
set poe interface ge-0/1/3 priority high maximum-power 65

telemetries

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode in the Junos OS CLI User
Guide.

To configure PoE:

1. Set the PoE management mode to high-power.

[edit]

user@host# set poe management high-power

NOTE:

e Set the PoE management mode to high-power only when the power requirement is more
than 32 W and up to 65 W. If the power requirement is less than or equal to 32 W, then
you do not need to set the PoE management mode to high-power.

e The default management mode is static. In this mode, the power sourcing equipment can
deliver power up to 32 W.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html
https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html

2. Reserve power wattage in case of a spike in PoOE consumption.

[edit]
user@host# set poe guard-band 19

3. Enable PoE.

[edit]
user@host# edit poe interface ge-0/1/3

4. Set the power port priority.

[edit poe interface ge-0/1/3]
user@host# set priority high

5. Set the maximum PoE power for a port.

[edit poe interface ge-0/1/3]

user@host# set maximum-power 65

NOTE: Set the maximum PoE power for a port only when the power requirement is more
than 32 W and up to 65 W. If the power requirement is less than or equal to 32 W, then you
do not need to configure the maximum PoE power.

6. Enable the logging of PoE power consumption.

[edit poe interface ge-0/1/3]

user@host# settelemetries



Results
In configuration mode, confirm your configuration by entering the show poe interface ge-0/1/3

command. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show poe interface ge-0/1/3
priority high;
maximum-power 65;

telemetries;

If you are done configuring the device, enter commit in configuration mode.

Verification
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To confirm that the configuration is working properly, perform these tasks:
Verifying the Status of PoE Interfaces

Purpose

Verify that the PoE interfaces are enabled and set to the desired priority settings.

Action

In operational mode, enter the show poe interface ge-0/1/3 command.

user@host> show poe interface ge-0/1/3
PoE interface status:

PoE interface : ge-0/1/3



Administrative status : Enabled

Operational status : Powered-up
Power limit on the interface : 65 W
Priority : High
Power consumed : 6.6 W
Class of power device : 0

Meaning

The show poe interface ge-0/1/3 command lists PoE interfaces configured on the ACX2000 router,
with their status, priority, power consumption, and class.

Verifying the Telemetry Data (History) for the Specified Interface

Purpose

Verify the PoE interface's power consumption over a specified period.
Action

In operational mode, enter the show poe telemetries interface command.

For all records:

user@host> show poe telemetries interface ge-0/1/3 all

Interface S1 No Timestamp Power Voltage
1 Mon May 14 00:45:05 2012 14.2 W 53.9 Vv
2 Mon May 14 00:44:04 2012 14.2 W 53.9 V
3 Mon May 14 00:43:03 2012 14.2 W 53.9 Vv

For a specific number of records:

user@host> show poe telemetries interface ge-0/1/3 2

Interface S1 No Timestamp Power Voltage
1 Mon May 14 00:45:05 2012 14.2 W 53.9 VvV
2 Mon May 14 00:44:04 2012 14.2 W 53.9 Vv



Meaning

The telemetry status displays the power consumption history for the specified interface, provided

telemetry has been configured for that interface.

Verifying PoE Global Parameters

Purpose

Verify global parameters such as guard band, power limit, and power consumption.

Action

In operational mode, enter the show poe controller command.

user@host> show poe controller

Controller Maximum Power Guard Management Status
index power consumption band
0 130.0 W 14.2 W 0 W high-power UP
Meaning

The show poe controller command lists the global parameters configured on the router.

SEE ALSO

Understanding PoE on ACX Series Universal Metro Routers

Example: Disabling a PoE Interface on ACX2000 Routers
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This example shows how to disable PoE on all interfaces or on a specific interface.

Requirements

Before you begin:

o Configure PoE on all interfaces. See Example: Configuring PoE on ACX2000 Routers.

Overview

In this example, you disable PoE on all interfaces and on a specific interface, which in this case is
ge-0/1/3.

Configuration

IN THIS SECTION

Procedure | 40

Procedure

Step-by-Step Procedure

1. Disable PoE on all interfaces.

[edit]

user@host# set poe interface all disable

2. Commit the configuration.

Step-by-Step Procedure

1. Disable PoE on a specific interface.

[edit]

user@host# set poe interface ge-0/1/3 disable



2. Commit the configuration.

Verification

To verify the configuration is working properly, enter the show poe interface command.

user@host> show poe interface

Interface Admin Oper Max Priority Power Class
status status power consumption

ge-0/1/3 Disabled Disabled 32.0W Low 0.0wW 0

ge-0/1/7 Disabled Disabled 32.0W Low 0.0W 0

user@host> show poe interface ge-0/1/3

PoE interface status:

PoE interface : ge-0/1/3
Administrative status : Disabled
Operational status : Disabled
Power limit on the interface : 32.0 W
Priority : Low
Power consumed : 0.0 W
Class of power device s 0

SEE ALSO

Configuring PoE Interfaces on EX Series Switches

Troubleshooting PoE Interfaces on ACX2000 Universal Metro Routers
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Problem

Description

A Power over Ethernet (PoE) interface is not supplying power to the powered device.

Solution

Check for the items shown in Table 5 on page 42.

Table 5: Troubleshooting a PoE Interface

Items to Check

Is interface PoE enabled?

Has PoE capability been disabled for that
interface?

Is the cable properly seated in the port socket?

Does the powered device require more power
than is available on the interface?

If the telemetries option has been enabled for the
interface, check the history of power
consumption.

SEE ALSO

Monitoring and Troubleshooting PoE
Troubleshooting PoE Interfaces

Explanation

Only interfaces ge-0/1/3 and ge-0/1/7 can
function as PoE ports.

Use the show poe interface command to
check PoE interface status.

Check the hardware.

Use the show poe interface command to
check the maximum power provided by the
interface.

Use the show poe telemetries command to
display the history of power consumption.
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Troubleshooting PoE Interfaces

Point-to-Point Protocol over Ethernet (PPPoE)
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Tracing PPPoE Operations | 57

Use the Point-to-Point Protocol over Ethernet (PPPoE) encapsulation to connect multiple hosts on an
Ethernet LAN to a remote site via a single customer premises equipment (CPE) device. This topic
provides an overview of PPPoE and explains how to configure PPPoE, verify the configuration, as well as
trace PPPoE operations.

PPPoE Overview

IN THIS SECTION
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Optional CHAP Authentication | 47

The Point-to-Point Protocol over Ethernet (PPPoE) connects multiple hosts on an Ethernet LAN to a
remote site through a single customer premises equipment (CPE) device. Hosts share a common digital
subscriber line (DSL), a cable modem, or a wireless connection to the Internet.



To use PPPoE, you must configure the router as a PPPoE client, encapsulate PPP packets over Ethernet,
and initiate a PPPoE session.

M120, M320, and MX Series routers can be configured as a PPPoE access concentrator server. To
configure a PPPoE server on an M120, M320, or MX Series Ethernet /ogical interface, specify PPPoE
encapsulation, include the pp0 statement for the pseudo PPPoE physical interface, and include the
server statement in the PPPoE options under the logical interface.

NOTE: PPPoE encapsulation is not supported on M120, M320, or MX Series routers on an
ATM2 1Q interface.

Multiple hosts can be connected to the Services Router, and their data can be authenticated, encrypted,
and compressed before the traffic is sent to the PPPoE session on the Services Router’s Fast Ethernet or
ATM-over-ADSL interface. PPPoE is easy to configure and enables services to be managed on a per-user
basis rather than on a per-site basis.

This overview contains the following topics:

PPPoE Interfaces

The PPPoE configuration is the same for both interfaces. The only difference is the encapsulation for the
underlying interface to the access concentrator:

e If the interface is Fast Ethernet, use a PPPoE encapsulation.
e |If the interface is ATM over ADSL, use a PPPoE over ATM encapsulation.

The PPPoE interface on M120 or M320 routers acting as a access concentrator can be a Gigabit
Ethernet or 10-Gigabit Ethernet interface.



Ethernet Interface

The Services Router encapsulates each PPP frame in an Ethernet frame and transports the frames over
an Ethernet loop. Figure 1 on page 45 shows a typical PPPoE session between a Services Router and
an access concentrator on the Ethernet loop.

Figure 1: PPPoE Session on an Ethernet Loop
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PPPoE has two stages, the discovery stage and the PPPoE session stage. In the discovery stage, the
client discovers the access concentrator by identifying the Ethernet media access control (MAC) address
of the access concentrator and establishing a PPPoE session ID. In the PPPoE session stage, the client
and the access concentrator build a point-to-point connection over Ethernet, based on the information
collected in the discovery stage.

NOTE: If you configure a specific access concentrator name on the client and the same access
concentrator name server is available, then a PPPoE session is established. If there is a mismatch
between the access concentrator names of the client and the server, the PPPoE session gets
closed.

If you do not configure the access concentrator name, the PPPoE session starts using any
available server in the network.

PPPoE Discovery Stage

A Services Router initiates the PPPoE discovery stage by broadcasting a PPPoE active discovery
initiation (PADI) packet. To provide a point-to-point connection over Ethernet, each PPPoE session must
learn the Ethernet MAC address of the access concentrator and establish a session with a unique



session ID. Because the network might have more than one access concentrator, the discovery stage
allows the client to communicate with all of them and select one.

NOTE: A Services Router cannot receive PPPoE packets from two different access concentrators
on the same physical interface.

The PPPoE discovery stage consists of the following steps:

1. PPPoE active discovery initiation (PADI)—The client initiates a session by broadcasting a PADI packet
on the LAN to request a service.

2. PPPoE active discovery offer (PADO)—Any access concentrator that can provide the service
requested by the client in the PADI packet replies with a PADO packet that contains it own name,
the unicast address of the client, and the service requested. An access concentrator can also use the
PADO packet to offer other services to the client.

3. PPPoE active discovery request (PADR)—From the PADOs it receives, the client selects one access
concentrator based on its name or the services offered and sends it a PADR packet to indicate the
service or services needed.

4, PPPoE active discovery session-Confirmation (PADS)—When the selected access concentrator
receives the PADR packet, it accepts or rejects the PPPoE session.

e To accept the session, the access concentrator sends the client a PADS packet with a unique
session ID for a PPPoE session and a service name that identifies the service under which it
accepts the session.

¢ To reject the session, the access concentrator sends the client a PADS packet with a service name
error and resets the session ID to zero.

PPPoE Session Stage

The PPPoE session stage starts after the PPPoE discovery stage is over. The access concentrator can
start the PPPoE session after it sends the PADS packet to the client, or the client can start the PPPoE
session after it receives a PADS packet from the access concentrator. A Services Router supports
multiple PPPoE sessions on each interface, but no more than 256 PPPoE sessions on all interfaces on
the Services Router.

Each PPPoE session is uniquely identified by the Ethernet address of the peer and the session ID. After
the PPPoE session is established, data is sent as in any other PPP encapsulation. The PPPoE information
is encapsulated within an Ethernet frame and is sent to a unicast address. In this stage, both the client
and the server must allocate resources for the PPPoE logical interface.



After a session is established, the client or the access concentrator can send a PPPoE active discovery
termination (PADT) packet anytime to terminate the session. The PADT packet contains the destination
address of the peer and the session ID of the session to be terminated. After this packet is sent, the
session is closed to PPPoE traffic.

Optional CHAP Authentication

For interfaces with PPPoE encapsulation, you can configure interfaces to support the PPP Challenge
Handshake Authentication Protocol (CHAP). When you enable CHAP on an interface, the interface can
authenticate its peer and be authenticated by its peer.

If you configure an interface to handle incoming CHAP packets only (by including the passive statement
at the [edit interfaces interface-name ppp-options chap] hierarchy level), the interface does not
challenge its peer. However, if the interface is challenged, it responds to the challenge. If you do not
include the passive statement, the interface always challenges its peer.

For more information about CHAP, see Configuring the PPP Challenge Handshake Authentication
Protocol.

SEE ALSO

Configuring the PPP Challenge Handshake Authentication Protocol

Evaluation Order for Matching Client Information in PPPoE Service Name Tables

Benefits of Configuring PPPoE Service Name Tables

Configuring PPPoE

Disabling the Sending of PPPoE Keepalive Messages

Configuring PPPoE Service Name Tables

Creating a Service Name Table

Configuring the Action Taken When the Client Request Includes an Empty Service Name Tag
Configuring the Action Taken for the Any Service

Assigning a Service to a Service Name Table and Configuring the Action Taken When the Client
Request Includes a Non-zero Service Name Tag

Assigning an ACI/ARI Pair to a Service Name and Configuring the Action Taken When the Client
Request Includes ACI/ARI Information

Limiting the Number of Active PPPoE Sessions Established with a Specified Service Name
Reserving a Static PPPoE Interface for Exclusive Use by a PPPoE Client

Enabling Advertisement of Named Services in PADO Control Packets

Assigning a Service Name Table to a PPPoE Underlying Interface

Example: Configuring a PPPoE Service Name Table
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Overview

To configure PPPoE on an M120 or M320 Multiservice Edge Router or MX Series 5G Universal Routing
Platform operating as an access concentrator, perform the following tasks:

1. Configure PPPoE encapsulation for an Ethernet interface.
2. Specify the logical Ethernet interface as the underlying interface for the PPPoE session.
3. Optionally, configure the maximum transmission unit (MTU) of the interface.

4. Configure the operational mode as server.
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5. Configure the PPPoE interface address.
6. Configure the destination PPPoE interface address.
7. Optionally, configure the MTU size for the protocol family.

8. Starting in Junos OS Release 10.0, optionally, configure one or more PPPoE service name tables and
the action taken for each service in the tables.

9. Starting in Junos OS Release 12.3, optionally, disable the sending of PADS messages that contain
certain error tags.

NOTE: Starting in Junos OS Release 10.4, when you configure a static PPPoE logical interface,
you must include the pppoe-options subhierarchy at the [edit interfaces ppO unit /ogical-unit-
numben hierarchy level or at the [edit logical-systems /ogical-system-name interfaces ppO unit
logical-unit-numben hierarchy level. If you omit the pppoe-options subhierarchy from the
configuration, the commit operation fails.

Setting the Appropriate Encapsulation on the PPPoE Interface

For PPPoE on an Ethernet interface, you must configure encapsulation on the logical interface and use
PPP over Ethernet encapsulation.

For PPPoE on an ATM-over-ADSL interface, you must configure encapsulation on both the physical and
logical interfaces. To configure encapsulation on an ATM-over-ADSL physical interface, use Ethernet
over ATM encapsulation. To configure encapsulation on an ATM-over-ADSL logical interface, use PPPoE
over AAL5 LLC encapsulation. LLC encapsulation allows a single ATM virtual connection to transport
multiple protocols.

NOTE: PPPoE encapsulation is not supported on an M120 or M320 router on an ATM2 1Q
interface.

When you configure a point-to-point encapsulation such as PPP on a physical interface, the physical
interface can have only one logical interface (only one unit statement) associated with it.

To configure physical interface properties, include the encapsulation statement at the [edit interfaces
interface-name] hierarchy level:

[edit interfaces interface-name]

encapsulation ethernet-over-atm;



To configure logical interface encapsulation properties, include the encapsulation statement:

encapsulation ppp-over-ether;

You can include this statement at the following hierarchy levels:

o [edit interfaces interface-name unit logical-unit-numben
o [edit logical-systems /logical-system-name interfaces interface-name unit logical-unit-numben

Perform the task appropriate for the interface on which you are using PPPoE. For more information on
how to configure PPoE encapsulation on an ethernet interface and on an ATM-over-ADSL interface, see
"Configuring PPPoE Encapsulation on an Ethernet Interface" and "Configuring PPPoE Encapsulation on
an ATM-over-ADSL Interface".

Configuring PPPoE Encapsulation on an Ethernet Interface

Both the client and the server must be configured to support PPPoE. To configure PPPoE encapsulation
on an Ethernet interface, include the encapsulation statement:

encapsulation ppp-over-ether;

You can include this statement at the following hierarchy levels:

e [edit interfaces pp0 unit flogical-unit-numben

o [edit logical-systems /logical-system-name interfaces pp0 unit logical-unit-numben

Configuring PPPoE Encapsulation on an ATM-over-ADSL Interface

To configure the PPPoE encapsulation on a ATM-over-ADSL interface, perform the following steps:

1. Include the encapsulation statement at the [edit interfaces interface-name] hierarchy level, and
specify ethernet-over-atm:

[edit interfaces pp0l]

encapsulation ethernet-over-atm;



2. Configure LLC encapsulation on the logical interface by including the encapsulation statement and
specifying ppp-over-ether-over-atm-lic:

encapsulation ppp-over-ether-over-atm-1l1lc;

You can include this statement at the following hierarchy levels:

o [edit interfaces pp0 unit logical-unit-numben

o [edit logical-systems /ogical-system-name interfaces ppO unit logical-unit-numben

Configuring the PPPoE Underlying Interface

To configure the underlying Fast Ethernet, Gigabit Ethernet, 10-Gigabit Ethernet, or ATM interface,
include the underlying-interface statement:

underlying-interface interface-name;

You can include this statement at the following hierarchy levels:

o [edit interfaces pp0 unit logical-unit-number pppoe-options]
o [edit logical-systems /ogical-system-name interfaces ppO unit logical-unit-numbercppoe-options]

Specify the logical Ethernet, Fast Ethernet, Gigabit Ethernet, 10-Gigabit Ethernet, or ATM interface as
the underlying interface—for example, at-0/0/1.0 (ATM VC), fe-1/0/1.0 (Fast Ethernet interface), or
ge-2/0/0 (Gigabit Ethernet interface).

Identifying the Access Concentrator

When configuring a PPPoE client, identify the access concentrator by a unique name by including the
access-concentrator statement:

access-concentrator name;

You can include this statement at the following hierarchy levels:

o [edit interfaces pp0 unit logical-unit-number pppoec-options]

o [edit logical-systems /logical-system-name interfaces ppO unit logical-unit-number pppoec-options]



Configuring the PPPoE Automatic Reconnect Wait Timer

By default, after a PPPoE session is terminated, the session attempts to reconnect immediately. When
configuring a PPPoE client, you can specify how many seconds to wait before attempting to reconnect,
by including the auto-reconnect statement:

auto-reconnect seconds;

You can include this statement at the following hierarchy levels:

¢ [edit interfaces pp0 unit flogical-unit-number pppoe-options]
o [edit logical-systems /logical-system-name interfaces ppO unit logical-unit-number pppoe-options]

You can configure the reconnection attempt to occur in O through 4,294,967,295 seconds after the
session terminates.

Configuring the PPPoE Service Name
When configuring a PPPoE client, identify the type of service provided by the access concentrator—such

as the name of the Internet service provider (ISP), class, or quality of service—by including the service-
name statement:

service-name name;

You can include this statement at the following hierarchy levels:

e [edit interfaces ppO unit logical-unit-numberpppoe-options]

¢ [edit logical-systems /logical-system-name interfaces ppO unit logical-unit-number pppoe-options]

Configuring the PPPoE Server Mode

When configuring a PPPoE server, identify the mode by including the server statement:

server;

You can include this statement at the following hierarchy levels:

¢ [edit interfaces pp0 unit logical-unit-number pppoe-options]

¢ [edit logical-systems logical-system-name interfaces ppO0 unit logical-unit-number pppoe-options]



Configuring the PPPoE Client Mode

When configuring a PPPoE client, identify the mode by including the client statement:

client;

You can include this statement at the following hierarchy levels:

e [edit interfaces pp0 unit flogical-unit-number pppoe-options]

o [edit logical-systems /logical-system-name interfaces ppO unit logical-unit-number pppoe-options]

Configuring the PPPoE Source and Destination Addresses

When configuring a PPPoE client or server, assign source and destination addresses—for example,
192.168.1.1/32 and 192.168.1.2. To assign the source and destination address, include the address and
destination statements:

address address {

destination address;

You can include these statements at the following hierarchy levels:
¢ [edit interfaces pp0.0 family inet]

o [edit logical-systems /logical-system-name interfaces pp0.0 family inet]

Deriving the PPPoE Source Address from a Specified Interface

For a router supporting PPPoE, you can derive the source address from a specified interface—for
example, the loopback interface, 100.0—and assign a destination address—for example, 192.168.1.2. The
specified interface must include a logical unit number and have a configured IP address. To derive the
source address and assign the destination address, include the unnumbered-address and destination
statements:

unnumbered-address interface-name destination address;

}

You can include these statements at the following hierarchy levels:

e [edit interfaces pp0.0 family inet]



o [edit logical-systems /logical-system-name interfaces pp0.0 family inet]

Configuring the PPPoE IP Address by Negotiation

You can have the PPPoE client router obtain an IP address by negotiation with the remote end. This
method might require the access concentrator to use a RADIUS authentication server. To obtain an IP
address from the remote end by negotiation, include the negotiate-address statement:

negotiate-address;

You can include this statement at the following hierarchy levels:
e [edit interfaces pp0.0 family (inet | ineté | mpls)]

o [edit logical-systems logical-system-name interfaces pp0.0 family (inet | inet6é | mpls)]

Configuring the Protocol MTU PPPoE

You can configure the maximum transmission unit (MTU) size for the protocol family. Specify a range
from O through 5012 bytes. Ensure that the size of the media MTU is equal to or greater than the sum
of the protocol MTU and the encapsulation overhead. To set the MTU, include the mtu statement:

mtu bytes;

You can include this statement at the following hierarchy levels:
¢ [edit interfaces pp0.0 family (inet | inet6é | mpls)]
o [edit logical-systems /logical-system-name interfaces pp0.0 family (inet | inet6é | mpls)]

You can modify the MTU size of the interface by including the mtu bytes statement at the [edit
interfaces pp0] hierarchy level:

[edit interfaces ppO0]
mtu bytes;

The default media MTU size used and the range of available sizes on a physical interface depends on the
encapsulation used on that interface.



Example: Configuring a PPPoE Server Interface on an M120 or M320 Router

Configure a PPPoE server over a Gigabit Ethernet interface:

[edit interfaces]
ge-1/0/0 {
vlan-tagging;
unit 1 {
encapsulation ppp-over-ether;

vlian-id 10;

}
pp0 {
unit 0 {
pppoe-options {
underlying-interface ge-1/0/0.0;
server;
}
ppp-options {
}
family inet {
address 22.2.2.1/32 {
destination 22.2.2.2;

Ethernet Interfaces Overview

Initial Configuration of Ethernet Interfaces

Disabling the Sending of PPPoE Keepalive Messages

When configuring the client, you can disable the sending of keepalive messages on a logical interface by
including the no-keepalives statement:

no-keepalives;



You can include this statement at the following hierarchy levels:

o [edit interfaces pp0 unit logical-unit-numben

o [edit logical-systems /ogical-system-name interfaces ppO unit logical-unit-numben

SEE ALSO

PPPoE Overview
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Verifying a PPPoE Configuration
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Purpose

You can use show commands to display and verify the PPPoE configuration.

Action

To verify a PPPoE configuration, you can issue the following operational mode commands:
o show interfaces at-fpc/ pic/ port extensive

e show interfaces pp0

e show pppoe interfaces

e show pppoe version

¢ show pppoe service-name-tables

¢ show pppoe sessions

e show pppoe statistics

¢ show pppoe underlying-interfaces
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For more information about these operational mode commands, see CLI Explorer.

SEE ALSO
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Tracing PPPoE Operations
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The Junos OS trace feature tracks PPPoE operations and records events in a log file. The error
descriptions captured in the log file provide detailed information to help you solve problems.

By default, nothing is traced. When you enable the tracing operation, the default tracing behavior is as
follows:

1. Important events are logged in a file called pppoed located in the /var/log directory. You cannot
change the directory (/var/log) in which trace files are located.

2. When the file pppoed reaches 128 kilobytes (KB), it is renamed pppoed.0, then pppoed.1, and finally
pppoed.2, until there are three trace files. Then the oldest trace file (pppoed.2) is overwritten.

You can optionally specify the number of trace files to be from 2 through 1000. You can also
configure the maximum file size to be from 10 KB through 1 gigabyte (GB). (For more information
about how log files are created, see the System Log Explorer.)

By default, only the user who configures the tracing operation can access log files. You can optionally
configure read-only access for all users.

To configure PPPoE tracing operations:
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1. Specify that you want to configure tracing options.

[edit protocols pppoe]

user@host# edit traceoptions

2. (Optional) Configure the name for the file used for the trace output.
3. (Optional) Configure the number and size of the log files.

4, (Optional) Configure access to the log file.

5. (Optional) Configure a regular expression to filter logging events.

6. (Optional) Configure flags to filter the operations to be logged.

Optional PPPoE traceoptions operations are described in the following sections:

Configuring the PPPoE Trace Log Filename

By default, the name of the file that records trace output for PPPoE is pppoed. You can specify a
different name with the file option.

SEE ALSO

Tracing PPPoE Operations
traceoptions (PPPoE)

Configuring the Number and Size of PPPoE Log Files

You can optionally specify the number of compressed, archived trace log files to be from 2 through
1000. You can also configure the maximum file size to be from 10 KB through 1 gigabyte (GB); the
default size is 128 kilobytes (KB).

The archived files are differentiated by a suffix in the format .number.gz. The newest archived file

is .0.gz and the oldest archived file is .fmaximum number)-1.gz. When the current trace log file reaches
the maximum size, it is compressed and renamed, and any existing archived files are renamed. This
process repeats until the maximum number of archived files is reached, at which point the oldest file is
overwritten.

For example, you can set the maximum file size to 2 MB, and the maximum number of files to 20. When
the file that receives the output of the tracing operation, filename, reaches 2 MB, filename is
compressed and renamed filename.0.gz, and a new file called filename is created. When the new
filename reaches 2 MB, filename.0.gz is renamed filename.1.gz and filename is compressed and



renamed filename.0.gz. This process repeats until there are 20 trace files. Then the oldest file,
filename.19.gz, is simply overwritten when the next oldest file, filename.18.gz is compressed and
renamed to filename.19.gz.

SEE ALSO

Tracing PPPoE Operations
traceoptions (PPPoE)

Configuring Access to the PPPoE Log File

By default, only the user who configures the tracing operation can access the log files. You can enable all
users to read the log file and you can explicitly set the default behavior of the log file.

SEE ALSO

Tracing PPPoE Operations
traceoptions (PPPoE)

Configuring a Regular Expression for PPPoE Lines to Be Logged

By default, the trace operation output includes all lines relevant to the logged events.

You can refine the output by including regular expressions to be matched.

SEE ALSO

Tracing PPPoE Operations
traceoptions (PPPoE)

Configuring the PPPoE Tracing Flags

By default, no events are logged. You can specify which events and operations are logged by specifying
one or more tracing flags.

To configure the flags for the events to be logged, configure the flags:

L] [edit protocols pppoe traceoptions]

user@host# set flag authentication
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Release History Table

Release

12.3

104

10.0

Description

Starting in Junos OS Release 12.3, optionally, disable the sending of PADS messages that contain certain
error tags.

Starting in Junos OS Release 10.4, when you configure a static PPPoE logical interface, you must include
the pppoe-options subhierarchy at the [edit interfaces ppO unit logical-unit-number] hierarchy level or at
the [edit logical-systems logical-system-name interfaces ppO unit logical-unit-number] hierarchy level.

Starting in Junos OS Release 10.0, optionally, configure one or more PPPoE service name tables and the
action taken for each service in the tables.
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You can group or bundle multiple Ethernet interfaces together to form a single link layer interface
known as the aggregated Ethernet interface (aex) or a link aggregation group (LAG). The IEEE 802.3ad
standard defines link aggregation of Ethernet interfaces and provides a method by which you can group
or bundle multiple Ethernet interfaces. Bundling multiple interfaces together enables you to increase the
supported bandwidth. The device treats the aggregated Ethernet interface or LAG as a single link
instead of a combination of multiple links.



Benefits

Increased bandwidth and cost effectiveness—The aggregated link provides higher bandwidth than
the bandwidth provided by each individual link without requiring new equipment.

Increased resiliency and availability—If any of the physical links goes down, the traffic is reassigned to
another member link.

Load balancing—The aggregated Ethernet bundle balances the load between its member links if a link
fails.

Configuration Guidelines for Aggregated Ethernet Interfaces

IN THIS SECTION

Platform Support for LAG | 63

Consider the following guidelines as you configure an aggregated Ethernet interface.

For Junos OS Evolved, if you add a new member interface to the aggregated Ethernet bundle, a link
flap event is generated. The physical interface is deleted as a regular interface and then added back
as a member. During this time, the details of the physical interface are lost.

You must not configure aggregated Ethernet for subscriber management by using the ether-options
statement. If you do so, subscriber management does not work properly—there are issues with
subscriber accounting and statistics. Use the gigether-options statement to configure aggregated
Ethernet interfaces on the member link interfaces.

You cannot configure simple filters on member link interfaces in an aggregated Ethernet bundle.

You cannot configure any 1Q-specific capabilities such as MAC accounting, VLAN rewrites, or VLAN
gueuing on member link interfaces in an aggregated Ethernet bundle.

Platform Support for LAG

Table 6 on page 64 lists the MX Series routers and the maximum number of interfaces per LAG and the
maximum number of LAG groups they support. MX Series routers can support up to 64 interfaces per
LAG.



Table 6: Maximum Interface Per LAG and Maximum LAGs per MX Router

MX Series Routers Maximum Interfaces
per LAG

MX5, MX10, MX40, MX80, and 16

MX104

MX150 10

MX240, MX480, MX960, MX10003, | 64
MX10008, MX10016, MX2010, and
MX2020

Maximum LAG Groups

Limited by the interface capacity. 80
on MX104.

10

128 (Before 14.2R1)

1000 (14.2R1 and later)

Table 7 on page 64 lists the PTX Series routers and the maximum number of interfaces per LAG and
the maximum number of LAG groups they support. PTX Series routers can support up to 128 LAGs.

Table 7: Maximum Interface Per LAG and Maximum LAGs per PTX Router

PTX Series Routers

PTX1000, PTX10002, and PTX10003, and
PTX10008

PTX3000 and PTX5000

(Junos OS Evolved) PTX10008

Maximum Interfaces per Maximum LAG Groups
LAG

64 128

64 128

64 1152

Configure Aggregated Ethernet Interfaces

Table 8 on page 65 describes the steps to configure aggregated Ethernet interfaces on your routing

device.



Table 8: Aggregated Ethernet Interfaces Configuration

Configuration Step

Step 1: Specify the number of aggregated Ethernet bundles
you want on your device. If you specify the device-count
value as 2, you can configure two aggregated bundles.

Step 2: Specify the members you want to include within
the aggregated Ethernet bundle and add them individually.
Aggregated interfaces are numbered from aeO through
ae4092.

Step 3: Specify the link speed for the aggregated Ethernet
links. When you specify the speed, all the interfaces that
make up the aggregated Ethernet bundle have the same
speed. You can also configure the member links of an
aggregated Ethernet bundle with a combination of rates—
that is, mixed rates—for efficient bandwidth utilization.

Step 4: Specify the minimum number of links for the
aggregated Ethernet interface (aex) —that is, the defined
bundle— to be labeled up. By default, only one link must be
up for the bundle to be labeled up.

You cannot configure the minimum number of links and the
minimum bandwidth at the same time. They are mutually
exclusive.

Step 5: (Optional) Specify the minimum bandwidth for the
aggregated Ethernet links.

You cannot configure link protection with minimum
bandwidth.

You cannot configure the minimum number of links and the
minimum bandwidth at the same time. They are mutually
exclusive.

Command

[edit chassis aggregated-devices ethernet]

user@host# setdevice-count number

[edit interfaces ]
user@host# set interface-name gigether-options
802.3ad aex

[edit interfaces]
user@host# set aex aggregated-ether-options link-
speed speed

[edit interfaces]
user@host# setaex aggregated-ether-options
minimum-links number

[edit interfaces]
user@host# setaex aggregated-ether-options
minimum-bandwidth



Table 8: Aggregated Ethernet Interfaces Configuration (Continued)

Configuration Step Command

Step 6: Specify an interface family and the IP address for Tagged Interface
the aggregated Ethernet bundle. Aggregated Ethernet
interfaces can be VLAN-tagged or untagged. [edit interfaces]

Packet tagging provides a logical way to differentiate traffic = USeTéhosti# setaex vlan-tagging unit 0 vlan-id vian-id

on ports which support multiple virtual local area network
(VLAN). While you must configure aggregated Ethernet
interfaces to receive tagged traffic, you must also configure

aggregated Ethernet interfaces that can receive untagged
traffic. user@host# setaexunitO family inet address ip-

Untagged Interface

[edit interfaces]

address

Step 7: (Optional) Configure your device to collect

multicast statistics for the aggregated Ethernet interface. [edit interfaces]

user@host# setaex multicast-statistics
To view the multicast statistics, use the show interfaces
statistics detail command. If you have not configured
collection of multicast statistics, you cannot view the
multicast statistics.

Step 8: Verify and commit the configuration.
[edit interfaces]

user@host# runshow configuration
user@host# commit

Step 9: (Optional) Delete an aggregated Ethernet Interface.
[edit]

user@host# delete interfaces aex

OR

[edit]
user@host# delete chassis aggregated-devices
ethernet device-count



SEE ALSO

802.3ad

device-count | 837

link-speed (Aggregated Ethernet) | 969
minimum-bandwidth (aggregated Ethernet) | 1010

minimum-links | 1012

multicast-statistics | 1021

Mixed-Mode and Mixed-Rate Aggregated Ethernet Interfaces

IN THIS SECTION

Benefits | 67

On Juniper Networks devices, you can configure the member links of an aggregated Ethernet bundle to
operate at different link speeds (also known as rates). The configured aggregated Ethernet bundle is
known as a mixed-rate aggregated Ethernet bundle. When you configure the member links of an
aggregated Ethernet bundle in LAN mode as well as WAN mode for 10-Gigabit Ethernet interfaces, the
configuration is known as mixed-mode configuration.

Benefits

o Efficient bandwidth utilization—When you configure the member links with different link speeds, the
bandwidth is efficiently and completed used.

e Load balancing—Balances the load between member links within an aggregated Ethernet bundle if a
link fails.

Platform Support for Mixed Aggregated Ethernet Bundles

Table 9 on page 68 lists the platforms and corresponding MPCs that support mixed-rate aggregated
Ethernet bundles on MX Series routers.



Table 9: Platform Support Matrix for Mixed-Rate Aggregated Ethernet Bundles on MX Series Routers

Supported MPCs

16x10GE (MPC-3D-16XGE-SFPP)

MPC1E (MX-MPC1-3D; MX-MPC1E-3D; MX-
MPC-1-3D-Q; MX-MPC1E-3D-Q)

MPC2E (MX-MPC2-3D; MX-MPC2E-3D; MX-
MPC2-3D-Q;MX-MPC2E-3D-Q; MX-MPC2-3D-
EQ;MX-MPC2E-3D-EQ; MX-MPC2-3D-P)

MPC3E (MX-MPC3E-3D)

MPC4E (MPC4E-3D-32XGE-SFPP and
MPC4E-3D-2CGE-8XGE)

MPCS5E (6x40GE+24x10GE;6x40GE
+24x10GEQ;2x100GE+4x10GE; 2x100GE
+4x10GEQ)

MPC6E (MX2K-MPC6E)

MPC7E (Multi-Rate) (MPC7E-MRATE)

MPC7E 10G (MPC7E-10G)

MPC8E (MX2K-MPC8E)

MPC9E (MX2K-MPC9E)

Supported Platform

MX240, MX480, MX960,
MX2010, and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX2010 and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX240, MX480, MX960,
MX2010, and MX2020

MX2010 and MX2020

MX2010 and MX2020

Initial Release

14.2R1

14.2R1

14.2R1

14.2R1

14.2R1

14.2R1

14.2R1

15.1F4

15.1F5

15.1F5

15.1F5



Table 9: Platform Support Matrix for Mixed-Rate Aggregated Ethernet Bundles on MX Series Routers
(Continued)

Supported MPCs Supported Platform Initial Release

MPC10E (MPC10E-15C-MRATE) MX240, MX480, and MX960 19.1R1

Table 10 on page 69 lists the platforms and corresponding hardware components that support mixed
aggregated Ethernet bundles.

Table 10: Platform Support Matrix for Mixed Aggregated Ethernet Bundles on T Series

Rate and Mode @ Supported Supported FPCs Supported PICs

Platform
10-Gigabit T640, T1600, e T4000 FPC5 ¢ 10-Gigabit Ethernet LAN/WAN
Ethernet LAN T4000, and TX (T4000-FPC5-3D) PIC with Oversubscription and
and WAN Matrix Plus SFP+ (PF-24XGE-SFPP)

routers
(WAN rate: o 10-Gigabit Ethernet LAN/WAN
0C192) PIC with SFP+ (PF-12XGE-SFPP)

e Enhanced Scaling e 10-Gigabit Ethernet PIC with
FPC3 (T640-FPC3- XENPAK (PC-1XGE-XENPAK)
ES)

e Enhanced Scaling e 10-Gigabit Ethernet LAN/WAN
FPC4 (T640-FPC4- PIC with SFP+ (PD-5-10XGE-
ES) SFPP)

e Enhanced Scaling e 10-Gigabit Ethernet LAN/WAN
FPC4-1P (T640- PIC with XFP (PD-4XGE-XFP)
FPC4-1P-ES)

e T1600 Enhanced
Scaling FPC4
(T1600-FPC4-ES)



Table 10: Platform Support Matrix for Mixed Aggregated Ethernet Bundles on T Series (Continued))

Rate and Mode @ Supported Supported FPCs Supported PICs
Platform
40-Gigabit T4000 and TX e T4000 FPC5 e 100-Gigabit Ethernet PIC with
Ethernet, 100- | Matrix Plus (T4000-FPC5-3D) CFP (PF-1CGE-CFP)
Gigabit routers
Ethernet
T640, T1600, e Enhanced Scaling e 100-Gigabit Ethernet PIC with
T4000, and TX FPC4 (T640-FPC4- CFP (PD-1CE-CFP-FPC4)
Matrix Plus ES)
routers NOTE: This PIC is available
e Enhanced Scaling packaged only in an assembly
FPC4-1P (T640- with the T1600-FPC4-ES FPC.
FPC4-1P-ES)
e 40-Gigabit Ethernet PIC with CFP
e T1600 Enhanced (PD-1XLE-CFP)
Scaling FPC4

(T1600-FPC4-ES)

Configuration Guidelines for Mixed-Rate Aggregated Ethernet Links
Consider the following guidelines as you configure a mixed-rate aggregated Ethernet bundle:
¢ You can configure a maximum of 64 member links to form a mixed aggregated Ethernet bundle.

e When you mix a 10-Gigabit Ethernet interface in LAN mode and a 10-Gigabit Ethernet interface in
WAN mode in the same aggregated bundle on MX Series, it is not considered a mixed-rate aggregate.
To mix the interfaces having the same speed but different framing options, you need not use the
mixed statement at the [edit interfaces /interface-name aggregated-ether-options link-speed]
hierarchy level.

o Mixed-rate aggregated Ethernet links can interoperate with non-Juniper Networks aggregated
Ethernet member links provided that mixed-rate aggregated Ethernet load balancing is configured at
egress.

o After you configure a mixed-rate aggregated Ethernet link on a 100-Gigabit Ethernet PIC with CFP,
changing aggregated Ethernet link protection or LACP link protection configurations results in
aggregated Ethernet link flapping. Also, changing the configuration of a mixed aggregated Ethernet
link can result in aggregated Ethernet link flapping.



Packets are dropped when the total throughput of the hash flow exiting a member link (or the
throughput of multiple hash flows exiting a single member link) exceeds the link speed of the
member link. This can happen when the egress member link changes because of a link failure and the
hash flow switches to a member link of speed that is less than the total throughput of the hash flow.

Mixed-rate aggregated Ethernet links do not support rate-based CoS components such as scheduler,
shaper, and policer. However, the default CoS settings are supported on the mixed-rate aggregated
Ethernet links.

Load balancing of the egress traffic across the member links of a mixed-rate aggregated Ethernet link
is proportional to the rates of the member links. Egress multicast load balancing is not supported on

mixed aggregated Ethernet interfaces.

e Mixed-rate aggregated Ethernet interface do not support aggregated Ethernet link protection, link

protection on a 1:1 model, and LACP link protection.

Configure Mixed-Rate Aggregated Ethernet Interfaces

Table 11 on page 71 describes the steps to configure mixed-rate aggregated Ethernet bundle on your

device.

Table 11: Mixed-Rate Aggregated Ethernet Configuration

Configuration Step

Step 1: Specify the number of aggregated Ethernet
bundles you want on your device. If you specify the
device-count value as 2, you can configure two
aggregated bundles.

Step 2: Specify the members you want to include
within the aggregated Ethernet bundle. Aggregated
interfaces are numbered from ae0 through ae4092.

Command

[edit chassis aggregated-devices
ethernet]

user@host# set device-count number

[edit interfaces ]
userQhost# set interface-name gigether-options
802.3ad aex



Table 11: Mixed-Rate Aggregated Ethernet Configuration (Continued)

Configuration Step

Step 3: Specify the link speed for the aggregated
Ethernet links. When you specify the speed as mixed,
you can configure the member links of an aggregated
Ethernet bundle with a combination of rates—that is,
mixed rates—for efficient bandwidth utilization.

You cannot configure the minimum number of links for
the aggregated Ethernet bundle to be labeled up,
when you configure the link speed as mixed.

Step 4: Specify the minimum bandwidth for the
aggregated Ethernet links.

You cannot configure link protection with the
minimum bandwidth.

Step 5: Verify and commit the configuration.

SEE ALSO

802.3ad

device-count | 837

link-speed (Aggregated Ethernet) | 969
minimum-bandwidth (aggregated Ethernet) | 1010

What Is Link Aggregation Control Protocol?

IN THIS SECTION
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Command

[edit interfaces]
user@host# set aex aggregated-ether-options link-
speed mixed

[edit interfaces]
user@host# set aex aggregated-ether-options
minimum-bandwidth

[edit interfaces]
user@host# runshow configuration
user@host# commit



Link Aggregation Control Protocol (LACP), defined in IEEE 802.3ad, is a monitoring protocol that detects
link-layer failure within a network. You can use LACP to monitor the local and remote ends of member
links in a LAG.

By default, LACP is not configured on aggregated Ethernet interfaces. Ethernet links do not exchange

information about the state of the link. When you configure LACP, the transmitting link (also known as
actor) initiates transmission of LACP packets to the receiving link (also known as partner). The actor is
the local interface in an LACP exchange. The partner is the remote interface in an LACP exchange.

When you configure LACP, you must select one of the following transmission modes for each end of the
LAG:

e Active-To initiate transmission of LACP packets and response to LACP packets, you must configure
LACP in active mode. If either the actor or partner is active, they exchange LACP packets.

e Passive-There is no exchange of LACP packets. This is the default transmission mode.

Benefits

e Link monitoring—LACP detects invalid configurations on the local end as well as the remote end of
the link.

e Link resiliency and redundancy—If a link fails, LACP ensures that traffic continues to flow on the
remaining links.

Configuration Guidelines for LACP
Consider the following guidelines when you configure LACP:

e When you configure LACP on multiple different physical interfaces, only features that are supported
across all of the linked devices are supported in the resulting link aggregation group (LAG) bundle.
For example, different PICs can support a different number of forwarding classes. If you use link
aggregation to link together the ports of a PIC that supports up to 16 forwarding classes with a PIC
that supports up to 8 forwarding classes, the resulting LAG bundle supports up to 8 forwarding
classes. Similarly, linking together a PIC that supports weighted random early detection (WRED) with
a PIC that does not support it results in a LAG bundle that does not support WRED.

¢ If you configure the LACP system identifier (by using the system-id systemid statement) to be all
zeros (00:00:00:00:00:00), the commit operation throws an error.

e When you enable a device to process packets received on a member link irrespective of the LACP
state if the state of the aggregated Ethernet bundle is up (by using the accept-data statement), then
the device does not process the packets as defined in the IEEE 802.3ax standard. According to this
standard, the packets should be dropped, but they are processed instead because you configured the
accept-data statement.



Configure LACP

Table 12 on page 74 describes the steps to configure LACP on an aggregated Ethernet interface.

Table 12: LACP Configuration

Configuration Step

Step 1: Specify the LACP transmission mode - active
or passive.

Step 2: Specify the interval at which the interfaces
send LACP packets.

When you configure different intervals for the active
and passive interfaces, the actortransmits the packets
at the rate configured on the partner’sinterface.

Step 3: Configure the LACP system identifier.

The user-defined system identifier in LACP enables
two ports from two different devices to act as though
they were part of the same aggregate group.

The system identifier is a 48-bit (6-byte) globally
unique field. It is used in combination with a 16-bit
system-priority value, which results in a unique LACP
system identifier.

Step 4: Configure the LACP system priority at the
Aggregated Ethernet interface level.

This system priority takes precedence over the priority
value configured at the global [edit chassis] level. The
device with numerically lower value (higher priority
value) becomes the controlling device. If both devices
have the same LACP system priority value, the device
MAC address determines which device is in control.

Command

[edit interfaces interface-name
aggregated-ether-options]
user@host# setlacp active
user@host# setlacp passive

[edit interfaces interface-name
aggregated-ether-options lacp]
user@host# set periodic interval

[edit interfaces interface-name
aggregated-ether-options lacp]
user@host# setsystem-id system-id

[edit interfaces interface-name

aggregated-ether-options lacp]

user@host# setsystem-priority system-priority



Table 12: LACP Configuration (Continued)

Configuration Step

Step 5: (Optional) Configure the LACP administrative
key.

You must configure MC-LAG to configure this option.
For more information on MC-LAG, see Understanding
Multichassis Link Aggregation Groups.

Step 6: Specify the time period, in seconds, for which
LACP maintains the state of a member link as expired.
To prevent excessive flapping of a LAG member link,
you can configure LACP to prevent the transition of an
interface from down to up for a specified interval.

Step 7: Configure the device to process packets
received on a member link irrespective of the LACP
state if the aggregated interface status is up.

Step 8: Verify and commit the configuration.

SEE ALSO

hold-time up | 907
periodic | 1069
system-id | 1164

system-priority | 1167

Command

[edit interfaces interface—-name
aggregated-ether-options lacp]
user@host# setadmin-key number

[edit interfaces interface-name
aggregated-ether-options lacp]
user@host# set hold-time timer-value

[edit interfaces interface—-name
aggregated-ether-options lacp]
user@host# setaccept-data

[edit interfaces interface-name
aggregated-ether-options lacp]
user@host# runshow configuration
user@host# commit


https://www.juniper.net/documentation/en_US/junos/topics/concept/mc-lag-feature-summary-best-practices.html
https://www.juniper.net/documentation/en_US/junos/topics/concept/mc-lag-feature-summary-best-practices.html

Targeted Distribution of Static Logical interfaces Across Aggregated Ethernet
Member Links
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By default, aggregated Ethernet bundles use a hash-based algorithm to distribute traffic over multiple
links. Traffic destined through a logical interface of a bundle can exit through any of the member links
based on the hashing algorithm. Egress policy is distributed between individual member interface
schedulers or policers instantiated in each Packet Forwarding Engine hosting a member link. Distributed
egress policy enforcement relies on traffic load balancing and so is not always accurate.

Targeted distribution provides a mechanism to direct traffic through specified links of an aggregated
Ethernet bundle. You can also use targeted distribution to assign roles to member links to handle link
failure scenarios. Targeted distribution ensures accurate policy enforcement that is not distributed for a
given logical interface. Targeted distribution is applicable to both Layer 2 and Layer 3 interfaces,
irrespective of the family configured for the logical interface. The outbound traffic of a Layer 3 host is
distributed among all the member links of an aggregated Ethernet bundle. Targeted distribution is
implemented only for the transit traffic.

You can form distribution lists consisting of member links of the aggregated Ethernet interfaces and you
can assign roles to these lists, as follows:

e Primary distribution list: You can configure the member links that will be part of the primary
distribution list. Traffic is load-balanced among all the member links in the primary list. If all links
within the primary list are up, traffic is forwarded on those links. If some of the links within a primary
list fail, the remaining links carry traffic.

e Backup distribution list: You can configure the member links that will be part of the backup
distribution list. If all links within the primary list go down, only then the links in the backup list start
carrying traffic. If some of links within the backup list fail, the remaining links in the backup list carry
traffic.

e Standby distribution list: All remaining links are added to the defined standby list. If all the links
within the primary list and the backup list go down, only then the links in the standby list start
carrying traffic. When the links in the primary distribution list come back online, they resume carrying
traffic.



Benefits

e Accurate policy enforcement—Policy enforcement is not distributed and is, therefore, accurate.

e Load balancing—With targeted distribution, you can load-balance the traffic between the aggregated
Ethernet bundle member links.

Example: Configure Targeted Distribution for Accurate Policy Enforcement on Logical
Interfaces Across Aggregated Ethernet Member Links

IN THIS SECTION
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Overview | 81

Verification | 82

This example shows how to configure primary and backup targeted distribution lists for aggregated
Ethernet member links. Member links are assigned membership to the distribution lists. Logical

interfaces of the aggregated Ethernet bundle are then assigned membership to the primary list and the
backup list.

Configuration

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

[edit groups GR-AE-ACCESS-DISTRIBUTION]

user@host# set interfaces <ae*> unit <*[1 3 5 7 9]> description “matched-odd” targeted-distribution
primary-list dI2

user@host# set interfaces <ae*> unit <*[1 3 5 7 9]> description “matched-odd” targeted-distribution
backup-list dl1

user@host# set interfaces <ae*> unit <*[0 2 4 6 8]> description “matched-even” targeted-distribution
primary-list dl1

user@host# setinterfaces <ae*> unit <*[0 2 4 6 8]> description “matched-even” targeted-distribution
backup-list dI2



user@host# setinterfaces ge-0/0/3 apply-groups-except INTF gigether-options 802.3ad ae10
distribution-list di1

user@host# setinterfaces ge-0/0/4 apply-groups-except INTF gigether-options 802.3ad ae10
distribution-list dl2

user@host# setinterfaces <ae*> apply-groups GR-AE-ACCESS-DISTRIBUTION

user@host# setinterfaces <ae*> flexible-vlan-tagging encapsulation flexible-ethernet-services unit 101
vlan-id 101 family inet address 10.1.0.1/16

user@host# setinterfaces <ae*> flexible-vlan-tagging encapsulation flexible-ethernet-services unit 102
vlan-id 102 family inet address 10.2.0.1/16

user@host# setinterfaces <ae*> flexible-vlan-tagging encapsulation flexible-ethernet-services unit 103
vlan-id 103 family inet address 10.3.0.1/16

user@host# setinterfaces <ae*> flexible-vlan-tagging encapsulation flexible-ethernet-services unit 104
vlan-id 104 family inet address 10.4.0.1/16

Step-by-Step Procedure

To configure targeted distribution:

1. Create a global apply group and specify the primary list and the backup list.

[edit groups GR-AE-ACCESS-DISTRIBUTION]

user@host# set interfaces <ae*> unit <*[1 3 5 7 9]> description “matched-odd” targeted-distribution
primary-list di2

user@host# set interfaces <ae*> unit <*[1 3 5 7 9]> description “matched-odd” targeted-distribution
backup-list di1

user@host# set interfaces <ae*> unit <*[0 2 4 6 8]> description “matched-even” targeted-distribution
primary-list di1

user@host# set interfaces <ae*> unit <*[0 2 4 6 8]> description “matched-even” targeted-distribution
backup-list dI2

2. Assign each member of the aggregated Ethernet bundle to a different distribution list.

[edit]

user@host# setinterfaces ge-0/0/3 apply-groups-except INTF gigether-options 802.3ad ae10
distribution-list dl1

[edit]

user@host# setinterfaces ge-0/0/4 apply-groups-except INTF gigether-options 802.3ad ae10
distribution-list dI2



3. Attach the defined apply group to the aggregated Ethernet interface.

[edit]
user@host# setinterfaces ae10 apply-groups GR-AE-ACCESS-DISTRIBUTION

4. Create the logical interfaces and configure its parameters.

[edit]

user@host# setinterfaces ae10 apply-groups GR-AE-ACCESS-DISTRIBUTION

user@host# setinterfaces ael0 flexible-vlan-tagging encapsulation flexible-ethernet-services set unit
101 vlan-id 101 family inet address 10.1.0.1/16

user@host# setinterfaces ael0 flexible-vlan-tagging encapsulation flexible-ethernet-services unit
102 vlan-id 102 family inet address 10.2.0.1/16

user@host# setinterfaces aelO flexible-vlan-tagging encapsulation flexible-ethernet-services unit 103
vlan-id 103 family inet address 10.3.0.1/16

user@host# setinterfaces ael0 flexible-vlan-tagging encapsulation flexible-ethernet-services unit 104
vlan-id 104 family inet address 10.4.0.1/16

Results

From configuration mode, confirm your configuration by using the show command. If the output does
not display the intended configuration, repeat the configuration instructions in this example to correct it.

user@host# show groups GR-AE-ACCESS-DISTRIBUTION
interfaces {
<ae*> {
unit "<*[1 3 5 7 9]>" {
description "matched odd";
targeted-distribution {
primary-list dl2;
backup-list dl1;

}
unit "<*[0 2 4 6 8]>" {
description "matched even";
targeted-distribution ({
primary-list dll;
backup-list dl12;



user@host# show interfaces ge-0/0/3
apply-groups-except INTEF;
gigether-options {
802.3ad {
aell;

distribution-list dl1;

user@host# show interfaces ge-0/0/4
apply-groups-except INTF;
gigether-options {
802.3ad {
ael0;

distribution-list dl2;

user@host# show interfaces ae10 apply-groups
apply-groups GR-AE-ACCESS-DISTRIBUTION;

user@host# show interfaces ae10
apply-groups GR-AE-ACCESS-DISTRIBUTION;
flexible-vlan-tagging; encapsulation flexible-ethernet-services;
unit 101 {
vlan-id 101;
family inet {
address 10.1.0.1/16 {
}

}
unit 102 {
vlan-id 102;



family inet {
address 10.2.0.1/16 {
}

}
unit 103 {
vlan-id 103;
family inet {
address 10.3.0.1/16 {
}

}
unit 104 {
vlan-id 104;
family inet {
address 10.4.0.1/16 {
}

Requirements

This example uses the following software and hardware components:
e Junos OS Release 16.1 and later releases

e One MX Series 5G Universal Routing Platform

Overview

Targeted distribution provides a mechanism to direct traffic through specified links of an aggregated
Ethernet bundle, and also assigns roles to member links to handle link failure scenarios. You can
configure targeted distribution to load-balance the traffic between the aggregated Ethernet bundle
member links. You can map a logical interface to a single link only for the outgoing traffic.

This example uses the apply-groups configuration for specifying the distribution lists for the logical
interfaces of the aggregated Ethernet member links. You can use the apply-groups statement to inherit
the Junos OS configuration statements from a configuration group. The apply-groups configuration
statement in the example shows the odd-numbered member links of the aggregated Ethernet bundle
being assigned the primary list dI2 and even-numbered member links being assigned primary list dl1.

The aggregated Ethernet interface used in this example is ae10 with units 101, 102, 103, and 104. The
physical interface ge-0/0/3 is specified as distribution list dl1 and ge-0/0/4 as dI2. The logical interface



unit numbers of the aggregated Ethernet bundle ending in an odd number are assigned to the
distribution list d/1 as the primary list, and those ending in an even number are assigned the distribution
list d/2 as the primary list.

To configure targeted distribution, you must:

1. Create a global apply group.

2. Assign each member of the aggregated Ethernet interface to a different distribution list.
3. Attach the apply group to the aggregated Ethernet interface.

4. Create the logical interfaces. The apply group automatically assigns the distribution lists to each
member of the aggregated Ethernet bundle as required.

Verification

IN THIS SECTION
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Verify Targeted Distribution of Logical Interfaces

Purpose

Verify that the logical interfaces are assigned to the distribution lists.

Action

To verify that the logical interfaces are assigned to the distribution lists, enter the show interfaces detail
or extensive command.

The show interfaces detail or extensive command output shows the logical interfaces ending in an odd
number being assigned to the distribution list d/7 (ge-0/0/3) and those ending in an even number being
assigned to the distribution list d/2(ge-0/0/4) by default. If there is a failure of either of those interfaces,
the logical interfaces switch to the interfaces in the backup list or continue to use the active member
interface. For example, on the aggregated Ethernet bundle ae10.101, the primary interface shown is



ge-0/0/4 and on the aggregated Ethernet bundle ae10.102, the primary interface is ge-0/0/3, and

similarly for the other logical interfaces.

user@host# run show interfaces extensive ae10

Physical interface: ael0, Enabled, Physical link is Up

Interface index: 129, SNMP ifIndex: 612, Generation: 132

Link-level type: Flexible-Ethernet, MTU: 9000,

MAC-REWRITE Error: None,

Speed: 2Gbps, B

Loopback: Disabled, Source filtering: Disabled, Flow control:

Pad to minimum frame size: Disabled

Minimum links needed: 1, Minimum bandwidth needed: lbps

Device flags : Present Running

Interface flags: SNMP-Traps Internal: 0x4000

Current address: 00:05:86:1e:70:cl, Hardware address:

Last flapped : 2016-08-30 16:15:28 PDT (00:43:15 ago)

Statistics last cleared: Never

Traffic statistics:

Input bytes : 0
Output bytes : 77194
Input packets: 0
Output packets: 300

IPv6 transit statistics:
Input bytes 0
Output bytes : 0
Input packets: 0
Output packets: 0
Dropped traffic statistics due to STP State:
Input bytes : 0
Output bytes 0
Input packets: 0
Output packets: 0

Input errors:

20

Errors: 0, Drops: 0, Framing errors: 0, Runts: 0, Giant

discards: 0, Resource errors: 0

Output errors:

Carrier transitions: 0, Errors: 0, Drops: 0, MTU errors:
0
Ingress queues: 8 supported, 4 in use
Queue counters: Queued packets Transmitted packets

0 0

0

0 bps
0 bps
0 pps
0 pps

g3 0,

0,

PDU Error: None,

Disabled

00:05:86:1e:70:cl

Policed

Resource errors:

Dropped packets
0



1
2
3

0 0
0 0
0 0

Egress queues:

Queue counters:

8 supported, 4 in use

Queued packets Transmitted packets

0 0 0

1 0 0

2 0 0

3 0 0
Queue number: Mapped forwarding classes

0 best-effort

1 expedited-forwarding

2 assured-forwarding

3 network-control

Dropped packets

Logical interface ael0.101 (Index 345) (SNMP ifIndex 617) (Generation
Description: matched odd
Flags: Up SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.101 ] Encapsulation:
Statistics Packets PpPs Bytes bps
Bundle:
Input : 0 0 0 0
Output: 2 0 92 0
Adaptive Statistics:
Adaptive Adjusts: 0
Adaptive Scans : 0
Adaptive Updates: 0
Link:
ge-0/0/3.101
Input : 0 0 0 0
Output: 2 0 92 0
ge-0/0/4.101
Input : 0 0 0 0
Output: 0 0 0 0
Aggregate member links: 2
Marker Statistics: Marker Rx Resp Tx Unknown Rx Illegal Rx
ge-0/0/3.101 0 0 0 0
ge-0/0/4.101 0 0 0 0
List-Type Status
Primary Active

154)

ENET2

0

0
0
0



Interfaces:

ge-0/0/4 Up
List-Type Status
Backup Waiting
Interfaces:
ge-0/0/3 Up
List-Type Status
Standby Down

Protocol inet, MTU: 8978, Generation: 198, Route table: 0
Flags: Sendbcast-pkt-to-re
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.1.0.1/15, Local: 10.1.0.2, Broadcast: 10.1.0.3,
Generation: 154
Protocol multiservice, MTU: Unlimited, Generation: 199, Route table: 0

Policer: Input:  default arp policer

Logical interface ael0.102 (Index 344) (SNMP ifIndex 615) (Generation 153)
Description: matched even
Flags: Up SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.102 ] Encapsulation: ENET2
Statistics Packets PpPs Bytes bps
Bundle:
Input : 0 0 0 0
Output: 4 0 296 0
Adaptive Statistics:
Adaptive Adjusts: 0
Adaptive Scans : 0
Adaptive Updates: 0
Link:
ge-0/0/3.102
Input : 0 0 0 0
Output: 4 0 296 0
ge-0/0/4.102
Input : 0 0 0 0
Output: 0 0 0 0
Marker Statistics: Marker Rx Resp Tx Unknown Rx Illegal Rx
ge-0/0/3.102 0 0 0 0
ge-0/0/4.102 0 0 0 0

List-Type Status
Primary Active
Interfaces:

ge-0/0/3 Up



List-Type Status

Backup Waiting
Interfaces:
ge-0/0/4 Up

List-Type Status

Standby Down

Protocol inet, MTU: 8978, Generation: 196, Route table: 0
Flags: Sendbcast-pkt-to-re
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.2.0.1 , Local: 10.2.0.1, Broadcast: 10.2.0.3,
Generation: 152
Protocol multiservice, MTU: Unlimited, Generation: 197, Route table: 0

Policer: Input:  default arp policer

Logical interface ael0.103 (Index 343) (SNMP ifIndex 614) (Generation 152)
Description: matched odd

Flags: Up SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.103 ] Encapsulation: ENET2

Statistics Packets PpPs Bytes bps
Bundle:
Input : 0 0 0 0
Output: 3 0 194 0
Adaptive Statistics:
Adaptive Adjusts: 0
Adaptive Scans : 0
Adaptive Updates: 0
Link:
ge-0/0/3.103
Input : 0 0 0 0
Output: 3 0 194 0
ge-0/0/4.103
Input : 0 0 0 0
Output: 0 0 0 0
Marker Statistics: Marker Rx Resp Tx Unknown Rx Illegal Rx
ge-0/0/3.103 0 0 0 0
ge-0/0/4.103 0 0 0 0
List-Type Status
Primary Active
Interfaces:
ge-0/0/4 Up
List-Type Status

Backup Waiting



Interfaces:

ge-0/0/3 Up
List-Type Status
Standby Down

Protocol inet, MTU: 8978, Generation: 194, Route table: 0
Flags: Sendbcast-pkt-to-re
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.3.0.0/15, Local: 10.3.0.1, Broadcast: 10.3.0.3,
Generation: 150
Protocol multiservice, MTU: Unlimited, Generation: 195, Route table: 0

Policer: Input:  default arp policer

Logical interface ael0.104 (Index 342) (SNMP ifIndex 616) (Generation 151)
Description: matched even

Flags: Up SNMP-Traps 0x4000 VLAN-Tag [ 0x8100.104 ] Encapsulation: ENET2

Statistics Packets PpPs Bytes bps
Bundle:
Input : 0 0 0 0
Output: 2 0 92 0
Adaptive Statistics:
Adaptive Adjusts: 0
Adaptive Scans : 0
Adaptive Updates: 0
Link:
ge-0/0/3.104
Input : 0 0 0 0
Output: 2 0 92 0
ge-0/0/4.104
Input : 0 0 0 0
Output: 0 0 0 0
Marker Statistics: Marker Rx Resp Tx Unknown Rx Illegal Rx
ge-0/0/3.104 0 0 0 0
ge-0/0/4.104 0 0 0 0
List-Type Status
Primary Active
Interfaces:
ge-0/0/3 Up
List-Type Status
Backup Waiting
Interfaces:

ge-0/0/4 Up



List-Type Status
Standby Down

Protocol inet, MTU: 8978, Generation: 192, Route table: 0
Flags: Sendbcast-pkt-to-re
Addresses, Flags: Is-Preferred Is-Primary
Destination: 10.4.0.0/16, Local: 10.4.0.1, Broadcast: 10.4.0.3,

Generation: 148
Protocol multiservice, MTU: Unlimited, Generation: 193, Route table: 0

Policer: Input:  default arp policer

Logical interface ael0.32767 (Index 341) (SNMP ifIndex 613) (Generation 150)

Flags: Up SNMP-Traps 0x4004000 VLAN-Tag [ 0x0000.0 ] Encapsulation: ENET2
Statistics Packets PpPs Bytes bps
Bundle:
Input : 0 0 0 0
Output: 0 0 0 0
Adaptive Statistics:
Adaptive Adjusts: 0
Adaptive Scans : 0
Adaptive Updates: 0
Link:
ge-0/0/3.32767
Input : 0 0 0 0
Output: 95 0 38039 0
ge-0/0/4.32767
Input : 0 0 0 0
Output: 95 0 38039 0
Marker Statistics: Marker Rx Resp Tx Unknown Rx Illegal Rx
ge-0/0/3.32767 0 0 0 0
ge-0/0/4.32767 0 0 0 0

Protocol multiservice, MTU: Unlimited, Generation: 191, Route table: 0
Flags: None

Policer: Input: default arp policer

SEE ALSO
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Independent Micro-BFD Sessions for LAG
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The Bidirectional Forwarding Detection (BFD) protocol is a simple detection protocol that quickly
detects failures in the forwarding paths. To enable failure detection for aggregated Ethernet interfaces in
a LAG, you can configure an independent, asynchronous-mode BFD session on every LAG member link
in a LAG bundle. Instead of a single BFD session monitoring the status of the UDP port, independent
micro-BFD sessions monitor the status of individual member links.

When you configure micro-BFD sessions on every member link in a LAG bundle, each individual session
determines the Layer 2 and Layer 3 connectivity of each member link in a LAG.

After the individual session is established on a particular link, member links are attached to the LAG and
then load balanced by either one of the following:

e Static configuration—The device control process acts as the client to the micro-BFD session.
e Link Aggregation Control Protocol (LACP)—LACP acts as the client to the micro-BFD session.

When the micro-BFD session is up, a LAG link is established and data is transmitted over that LAG link.
If the micro-BFD session on a member link is down, that particular member link is removed from the
load balancer, and the LAG managers stop directing traffic to that link. These micro-BFD sessions are
independent of each other despite having a single client that manages the LAG interface.

Micro-BFD sessions run in the following modes:

e Distribution mode—In this mode, the Packet Forwarding Engine (PFE) sends and receives the packets
at Layer 3. By default, micro-BFD sessions are distributed at Layer 3.

¢ Non-distribution mode—In this mode, the Routing Engine sends and receives the packets at Layer 2.
You can configure the BFD session to run in this mode by including the no-delegate-processing
statement under periodic packet management (PPM).

A pair of routing devices in a LAG exchange BFD packets at a specified, regular interval. The routing
device detects a neighbor failure when it stops receiving a reply after a specified interval. This allows the
quick verification of member link connectivity with or without LACP. A UDP port distinguishes BFD over
LAG packets from BFD over single-hop IP packets. The Internet Assigned Numbers Authority (IANA) has
allocated 6784 as the UDP destination port for micro-BFD.



Benefits

e Failure detection for LAG—Enables failure detection between devices that are in point-to-point
connections.

e Multiple BFD sessions—Enables you to configure multiple micro-BFD sessions for each member link
instead of a single BFD session for the entire bundle.

Configuration Guidelines for Micro-BFD Sessions

Consider the following guidelines as you configure individual micro-BFD sessions on an aggregated
Ethernet bundle.

o This feature works only when both the devices support BFD. If BFD is configured at one end of the
LAG, this feature does not work.

e Starting with Junos OS Release 13.3, IANA has allocated 01-00-5E-90-00-01 as the dedicated MAC
address for micro BFD. Dedicated MAC mode is used by default for micro BFD sessions.

e InJunos OS, micro-BFD control packets are always untagged by default. For Layer 2 aggregated
interfaces, the configuration must include vlan-tagging or flexible-vlan-tagging options when you
configure Aggregated Ethernet with BFD. Otherwise, the system will throw an error while
committing the configuration.

o When you enable micro-BFD on an aggregated Ethernet interface, the aggregated interface can
receive micro-BFD packets. In Junos OS Release 19.3 and later, for MPC10E and MPC11E MPCs,
you cannot apply firewall filters on the micro-BFD packets received on the aggregated Ethernet
interface. For MPC1E through MPC9E, you can apply firewall filters on the micro-BFD packets
received on the aggregated Ethernet interface only if the aggregated Ethernet interface is configured
as an untagged interface.

e Starting with Junos OS Release 14.1, specify the neighbor in a BFD session. In releases before Junos
OS Release 16.1, you must configure the loopback address of the remote destination as the neighbor
address. Beginning with Junos OS Release 16.1, you can also configure this feature on MX Series
routers with aggregated Ethernet interface address of the remote destination as the neighbor
address.

e Beginning with Release 16.1R2, Junos OS checks and validates the configured micro-BFD local-
address against the interface or loopback IP address before the configuration commit. Junos OS
performs this check on both IPv4 and IPv6 micro-BFD address configurations, and if they do not
match, the commit fails.

e For the IPvé6 address family, disable duplicate address detection before configuring this feature with
aggregated Ethernet interface addresses. To disable duplicate address detection, include the dad-
disable statement at the [edit interface aex unit y family ineté] hierarchy level.



A CAUTION: Deactivate bfd-1iveness—-detection at the [edit interfaces aex
aggregated-ether-options] hierarchy level or deactivate the aggregated Ethernet
interface before changing the neighbor address from the loopback IP address to the
aggregated Ethernet interface IP address. Modifying the local and neighbor address
without deactivating bfd-liveness-detection or the aggregated Ethernet interface first
might cause micro-BFD sessions failure.

Example: Configure Independent Micro-BFD Sessions for LAG
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This example shows how to configure an independent micro-BFD session for aggregated Ethernet
interfaces.

Requirements

This example uses the following hardware and software components:
e MX Series routers with Junos MPCs
e T Series routers with Type 4 FPC or Type 5 FPC
BFD for LAG is supported on the following PIC types on T-Series:
e PC-1XGE-XENPAK (Type 3 FPC)
o PD-4XGE-XFP (Type 4 FPC)
e PD-5-10XGE-SFPP (Type 4 FPC)
e 24x10GE (LAN/WAN) SFPP, 12x10GE (LAN/WAN) SFPP, 1X100GE Type 5 PICs
e PTX Series routers with 24X10GE (LAN/WAN) SFPP

e Junos OS Release 13.3 or later running on all devices
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Overview
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The example includes two routers that are directly connected. Configure two aggregated Ethernet
interfaces, AEO for IPv4 connectivity and AE1 for IPvé6 connectivity. Configure a micro-BFD session on
the AEO bundle using IPv4 addresses as local and neighbor endpoints on both routers. Configure a
micro-BFD session on the AE1 bundle using IPvé6 addresses as local and neighbor endpoints on both
routers. This example verifies that independent micro-BFD sessions are active in the output.

Topology

Figure 2 on page 92 shows the sample topology.

Figure 2: Configuring an Independent Micro-BFD Session for LAG
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CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, and then copy and paste
the commands into the CLI at the [edit] hierarchy level.

Router RO

set interfaces ge-1/0/1 unit O family inet address 20.20.20.1/30

set interfaces ge-1/0/1 unit O family inet6 address 3ffe::1:1/126

set interfaces xe-4/0/0 gigether-options 802.3ad ae0

set interfaces xe-4/0/1 gigether-options 802.3ad ae0

set interfaces xe-4/1/0 gigether-options 802.3ad ael

set interfaces xe-4/1/1 gigether-options 802.3ad ael

set interfaces lo0 unit O family inet address 10.255.106.107/32

set interfaces lo0 unit O family inet6 address 201:DB8:251::aa:aa:1/126

set interfaces ae0 aggregated-ether-options bfd-liveness-detection minimum-interval 100

set interfaces ae0 aggregated-ether-options bfd-liveness-detection neighbor 10.255.106.102

set interfaces ae0 aggregated-ether-options bfd-liveness-detection local-address 10.255.106.107
set interfaces ae0 aggregated-ether-options minimum-links 1

set interfaces ae0 aggregated-ether-options link-speed 10g

set interfaces ae0 aggregated-ether-options lacp active

set interfaces ae0 unit O family inet address 10.0.0.1/30

set interfaces ael aggregated-ether-options bfd-liveness-detection minimum-interval 100

set interfaces ael aggregated-ether-options bfd-liveness-detection multiplier 3

set interfaces ael aggregated-ether-options bfd-liveness-detection neighbor 201:DB8:251::bb:bb:1
set interfaces ael aggregated-ether-options bfd-liveness-detection local-address 201:DB8:251::aa:aa:1
set interfaces ael aggregated-ether-options minimum-links 1

set interfaces ael aggregated-ether-options link-speed 10g

set interfaces ael aggregated-ether-options lacp active

set interfaces ael unit O family ineté address 5555::1/126

set interface ael unit O family inet6 dad-disable

set routing-options nonstop-routing

set routing-options static route 30.30.30.0/30 next-hop 10.0.0.2

set routing-options rib inet6.0 static route 3ffe::1:2/126 next-hop 5555::2

set protocols bfd traceoptions file bfd

set protocols bfd traceoptions file size 100m

set protocols bfd traceoptions file files 10

set protocols bfd traceoptions flag all



Router R1

set interfaces ge-1/1/8 unit O family inet address 30.30.30.1/30

set interfaces ge-1/1/8 unit O family ineté address 3ffe::1:2/126

set interfaces xe-0/0/0 gigether-options 802.3ad ae0

set interfaces xe-0/0/1 gigether-options 802.3ad ae0

set interfaces xe-0/0/2 gigether-options 802.3ad ael

set interfaces xe-0/0/3 gigether-options 802.3ad ael

set interfaces o0 unit O family inet address 10.255.106.102/32

set interfaces 100 unit O family inet6 address 201:DB8:251::bb:bb:1/126

set interfaces ae0 aggregated-ether-options bfd-liveness-detection minimum-interval 150

set interfaces ae0 aggregated-ether-options bfd-liveness-detection multiplier 3

set interfaces ae0 aggregated-ether-options bfd-liveness-detection neighbor 10.255.106.107

set interfaces ae0 aggregated-ether-options bfd-liveness-detection local-address 10.255.106.102
set interfaces ae0 aggregated-ether-options minimum-links 1

set interfaces ae0 aggregated-ether-options link-speed 10g

set interfaces ae0 aggregated-ether-options lacp passive

set interfaces ae0 unit O family inet address 10.0.0.2/30

set interfaces ael aggregated-ether-options bfd-liveness-detection minimum-interval 200

set interfaces ael aggregated-ether-options bfd-liveness-detection multiplier 3

set interfaces ael aggregated-ether-options bfd-liveness-detection neighbor 201:DB8:251::aa:aa:1
set interfaces ael aggregated-ether-options bfd-liveness-detection local-address 201:DB8:251::bb:bb:1
set interfaces ael aggregated-ether-options minimum-links 1

set interfaces ael aggregated-ether-options link-speed 10g

set interfaces ael aggregated-ether-options lacp passive

set interfaces ael unit O family ineté address 5555::2/126

set routing-options static route 20.20.20.0/30 next-hop 10.0.0.1

set routing-options rib inet6.0 static route 3ffe::1:1/126 next-hop 5555::1

Configure a Micro-BFD Session for Aggregated Ethernet Interfaces

Procedure

Step-by-Step Procedure

The following example requires that you navigate various levels in the configuration hierarchy. For
information about navigating the CLI, see “Using the CL/ Editor in Configuration Mode" in the CLI User
Guide.
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NOTE: Repeat this procedure for Router R1, modifying the appropriate interface names,
addresses, and any other parameters for each router.

To configure a micro-BFD session for aggregated Ethernet interfaces on Router RO:

1. Configure the physical interfaces.

[edit interfaces]

user@RO# set ge-1/0/1 unit O family inet address 20.20.20.1/30
user@RO# set ge-1/0/1 unit O family inet6 address 3ffe::1:1/126
user@RO# set xe-4/0/0 gigether-options 802.3ad ae0
user@RO# set xe-4/0/1 gigether-options 802.3ad ae0
user@RO# set xe-4/1/0 gigether-options 802.3ad ael
user@RO# set xe-4/1/1 gigether-options 802.3ad ael

2. Configure the loopback interface.

[edit interfaces]
user@RO# setlo0 unit O family inet address 10.255.106.107/32
user@RO# setlo0 unit O family ineté address 201:DB8:251::aa:aa:1/128

3. Configure an IP address on the aggregated Ethernet interface ae0 with either IPv4 or IPvé addresses,

according to your network requirements.

[edit interfaces]

user@RO# set aeO unit O family inet address 10.0.0.1/30

4. Set the routing option, create a static route, and set the next-hop address.

NOTE: You can configure either an IPv4 or IPvé6 static route, depending on your network

requirements.

[edit routing-options]

user@RO# set nonstop-routing



user@RO# set static route 30.30.30.0/30 next-hop 10.0.0.2
user@RO# setrib inet6.0 static route 3ffe::1:2/126 next-hop 5555::2

5. Configure Link Aggregation Control Protocol (LACP).

[edit interfaces]

user@RO# set ae0 aggregated-ether-options lacp active

6. Configure BFD for the aggregated Ethernet interface aeO, and specify the minimum interval, local IP
address, and the neighbor IP address.

[edit interfaces]

user@RO# set ae0 aggregated-ether-options bfd-liveness-detection minimum-interval 100
user@RO# set ae0 aggregated-ether-options bfd-liveness-detection multiplier 3

user@RO# set ae0 aggregated-ether-options bfd-liveness-detection neighbor 10.255.106.102
user@RO# set ae0 aggregated-ether-options bfd-liveness-detection local-address 10.255.106.107
user@RO# set ae0 aggregated-ether-options minimum-links 1

user@RO# set ae0 aggregated-ether-options link-speed 10g

7. Configure an IP address on the aggregated Ethernet interface ael.

You can assign either IPv4 or IPv6 addresses as per your network requirements.

[edit interfaces]

user@RO# setael unit O family ineté6 address 5555::1/126

8. Configure BFD for the aggregated Ethernet interface ael.

[edit interfaces]

user@RO# set ael aggregated-ether-options bfd-liveness-detection minimum-interval 100

user@RO# set ael aggregated-ether-options bfd-liveness-detection multiplier 3

user@RO# set ael aggregated-ether-options bfd-liveness-detection neighbor 201:DB8:251::bb:bb:1
user@RO# set ael aggregated-ether-options bfd-liveness-detection local-address 201:DB8:251::aa:aa:1
user@RO# set ael aggregated-ether-options minimum-links 1

user@RO# set ael aggregated-ether-options link-speed 10g



NOTE: Starting with Junos OS Release 16.1, you can also configure this feature with the
aggregated Ethernet interface address as the local address in a micro-BFD session.

Starting with Release 16.1R2, Junos OS checks and validates the configured micro-BFD local-
address against the interface or loopback IP address before the configuration commit. Junos
OS performs this check on both IPv4 and IPvé micro-BFD address configurations, and if they
do not match, the commit fails.

9. Configure tracing options for BFD for troubleshooting.

[edit protocols]

user@RO# set bfd traceoptions file bfd
user@RO# set bfd traceoptions file size 100m
user@RO# set bfd traceoptions file files 10
user@RO# set bfd traceoptions flag all

Results

From operational mode, enter the show interfaces, show protocols, and show routing-options
commands and confirm your configuration. If the output does not display the intended configuration,
repeat the instructions in this example to correct the configuration.

user@R0O> show interfaces
traceoptions {
flag bfd-events;
}
ge-1/0/1 {
unit 0 {
family inet {
address 20.20.20.1/30;
}
family inet6 {
address 3ffe::1:1/126;

}
xe-4/0/0 {
enable;

gigether-options {



802.3ad ael;

}
xe-4/0/1 {
gigether-options {
802.3ad ae0l;

}
xe-4/1/0 {
enable;
gigether-options {
802.3ad ael;

}
xe-4/1/1 {
gigether-options {
802.3ad ael;

}

100 {
unit 0 {
family inet {
address 10.255.106.107/32;
}
family inet6 {
address 201:DB8:251::aa:aa:1/128;
}
}
}
ael0 {

aggregated-ether-options {

bfd-liveness-detection {
minimum-interval 100;
neighbor 10.255.106.102;
local-address 10.255.106.107;

}

minimum-links 1;

link-speed 10g;

lacp {

active;

}
unit 0 {



family inet {

address 10.0.0.1/30;

}
ael {
aggregated-ether-options {
bfd-liveness-detection {
minimum-interval 100;
multiplier 3;
neighbor 201:DB8:251::bb:bb:1;
local-address 201:DB8:251::aa:aa:1l;
}
minimum-links 1
link-speed 10g;
}
unit 0 {
family inet6 {
address 5555::1/126;

user@R0> show protocols
bfd {
traceoptions {
file bfd size 100m files 10;
flag all;

user@RO> show routing-options
nonstop-routing ;
rib inet6.0 {
static {
route 3ffe:1:2/126 {
next-hop 5555::2;



static {
route 30.30.30.0/30 {
next-hop 10.0.0.2;

If you are done configuring the device, commit the configuration.

user@RO# commit

Verification

IN THIS SECTION

Verify That the Independent BFD Sessions Are Up | 100
View Detailed BFD Events | 102

Confirm that the configuration is working properly.

Verify That the Independent BFD Sessions Are Up

Purpose

Verify that the micro-BFD sessions are up, and view details about the BFD sessions.

Action

From operational mode, enter the show bfd session extensive command.

user@RO> show bfd session extensive

Detect Transmit

Address State Interface Time Interval Multiplier
10.255.106.102 Up xe-4/0/0 9.000 3.000
3

Client LACPD, TX interval 0.100, RX interval 0.100

Session up time 4d 23:13, previous down time 00:00:06



Local diagnostic None, remote diagnostic None
Remote heard, hears us, version 1

Replicated

Session type: Micro BFD

Min async interval 0.100, min slow interval 1.000
Adaptive async TX interval 0.100, RX interval 0.100

Local min TX interval 0.100, minimum RX interval 0.100,

multiplier 3

Remote min TX interval 3.000, min RX interval 3.000, multiplier 3

Local discriminator 21, remote discriminator 75
Echo mode disabled/inactive
Remote is control-plane independent

Session ID: 0x0

Detect
Address State Interface Time
10.255.106.102 Up xe-4/0/1
3

Client LACPD, TX interval 0.100, RX interval 0.100
Session up time 4d 23:13, previous down time 00:00:07
Local diagnostic None, remote diagnostic None

Remote heard, hears us, version 1

Replicated

Session type: Micro BFD

Min async interval 0.100, min slow interval 1.000
Adaptive async TX interval 0.100, RX interval 0.100
Local min TX interval 0.100, minimum RX interval 0.100,
Remote min TX interval 3.000, min RX interval 3.000, mu
Local discriminator 19, remote discriminator 74

Echo mode disabled/inactive

Remote is control-plane independent

Session ID: 0x0

Detect
Address State Interface Time
201:DB8:251::bb:bb:1 Up xe-4/1/1

3.000 3

Client LACPD, TX interval 0.100, RX interval 0.100
Session up time 4d 23:13

Local diagnostic None, remote diagnostic None
Remote not heard, hears us, version 1

Replicated

Session type: Micro BFD

Min async interval 0.100, min slow interval 1.000

Transmit
Interval

9.000 3.0

multiplier 3
ltiplier 3

Transmit
Interval

9.000

Multiplier
00

Multiplier



Adaptive async TX interval 0.100, RX interval 0.100

Local min TX interval 1.000, minimum RX interval 0.100, multiplier 3
Remote min TX interval 3.000, min RX interval 3.000, multiplier 3
Local discriminator 17, remote discriminator 67

Echo mode disabled/inactive, no-absorb, no-refresh

Remote is control-plane independent

Session ID: 0x0

Detect Transmit

Address State Interface Time Interval Multiplier
201:DB8:251::bb:bb:1 UP xe-4/1/0 9.000
3.000 3

Client LACPD, TX interval 0.100, RX interval 0.100

Session up time 4d 23:13

Local diagnostic None, remote diagnostic None

Remote not heard, hears us, version 1

Replicated

Session type: Micro BFD

Min async interval 0.100, min slow interval 1.000

Adaptive async TX interval 0.100, RX interval 0.100

Local min TX interval 1.000, minimum RX interval 0.100, multiplier 3
Remote min TX interval 3.000, min RX interval 3.000, multiplier 3
Local discriminator 16, remote discriminator 66

Echo mode disabled/inactive, no-absorb, no-refresh

Remote is control-plane independent

Session ID: 0x0
4 sessions, 4 clients
Cumulative transmit rate 2.0 pps, cumulative receive rate 1.7 pps
Meaning
The Session Type field represents the independent micro-BFD sessions running on the links in a LAG.
The TX interval value, RX interval value output represents the setting configured with the minimum-

interval statement. All of the other output represents the default settings for BFD. To modify the default
settings, include the optional statements under the bfd-liveness-detection statement.

View Detailed BFD Events

Purpose

View the contents of the BFD trace file to assist in troubleshooting, if required.



Action

From operational mode, enter the file show /var/log/bfd command.

user@RO> file show /var/log/bfd
5 00:48:59
5 00:48:59
31 30 2e 30 2e 30

Jun

Jun

Jun
Jun
Jun
Jun
Jun

Jun

5
5
5
5
5
5

Protocol (1) le
Data (9) len 41

2d c6 c0 00 2d cb6

Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun

Jun

5
5
5
5
5
5
5
5
5
5
5
5
5

n 1: BFD
: (hex) 42 46 44

20 6e 65 69 67 68 62 6f 72 20

108:

2
18 00 00 00 4b 00 00 00 15 00

1f c7 81 cO
01
len 24

echo rx ivl O

00:48:59 PPM Trace: BFD neighbor 10.255.106.102 (IFL 349) set, 9 O
00:48:59 Received Downstream RcvPkt (19) len

00:48:59 IfIndex (3) len 4: 329

00:48:59 Protocol (1) len 1: BFD

00:48:59 SrcAddr (5) len 8: 10.255.106.10

00:48:59 Data (9) len 24: (hex) 00 88 03

00:48:59 PktError (26) len 4: 0

00:48:59 RtblIdx (24) len 4: O

00:48:59 MultiHop (64) len 1: (hex) 00

00:48:59 Unknown (168) len 1: (hex) 01

00:48:59 Unknown (171) len 2: (hex) 02 3d

00:48:59 Unknown (172) len 6: (hex) 80 71

00:48:59 Authenticated (121) len 1: (hex)

00:48:59 BFD packet from 10.0.0.2 (IFL 329),

00:48:59 Ver 0, diag 0, mult 3, len 24

00:48:59 Flags: IHU Fate

00:48:59 My discr 0x0000004b, your discr 0x00000015
00:48:59 Tx ivl 3000000, rx ivl 3000000,

00:48:59

[THROTTLE]bfdd rate limit can accept pkt: session 10.255.106.102

is up or already in program thread

Jun

Meaning

5 00:48:59 Replicate: marked session (discr 21) for update

BFD messages are being written to the specified trace file.

SEE ALSO

authentication

bfd-liveness-detection


https://www.juniper.net/documentation/en_US/junos/topics/reference/configuration-statement/authentication-edit-interfaces-aex-aggregated-ether-options-bfd-liveness-detection.html

detection-time

Configuring Micro BFD Sessions for LAG

MAC Address Accounting for Dynamically Learned Addresses on Aggregated
Ethernet Interfaces

IN THIS SECTION

Benefits | 105

You can configure source MAC address and destination MAC address-based accounting for MAC
addresses that are dynamically learned on aggregated Ethernet interfaces.

By default, dynamic learning of source and destination MAC addresses on aggregated Ethernet
interfaces is disabled. When you enable this feature, you can configure source and destination MAC
address-based accounting on the routed interfaces on MX Series routers with DPCs and MPCs. Also,
when you enable dynamic learning of MAC addresses, the MAC-filter settings for each member link of
the aggregated Ethernet bundle is updated. The limit on the maximum number of MAC addresses that
can be learned from an interface does not apply to this dynamic learning of MAC addresses
functionality.

Destination MAC-based accounting is supported only for MAC addresses dynamically learned at the
ingress interface, including each individual child or member link of the aggregated Ethernet bundle.
MPCs do not support destination MAC address learning. Dynamic learning of MAC addresses can be
supported on only the aggregated Ethernet interface or on selective individual member links. MAC
learning support on the bundle depends on the capability of individual member links. If a link in the
bundle does not contain the capability to support MAC learning or accounting, it is disabled on the
aggregated Ethernet bundle.

The MAC data for the aggregated bundle is displayed after collecting data from individual child links. On
DPCs, these packets are accounted in the egress direction (Output Packet/Byte count), whereas on
MPCs, these packets are not accounted because DMAC learning is not supported. This difference in
behavior also occurs between child links on DPCs and MPCs. Because this feature to enable dynamic
learning is related to collecting MAC database statistics from child links based on the command issued
from the CLI, there is an impact on the time it takes to display the data on the console based on the size
of the MAC database and the number of child links spread across different FPCs.


https://www.juniper.net/documentation/en_US/junos/topics/reference/configuration-statement/detection-time-edit-interfaces-aex-aggregated-ether-options-bfd-liveness-detection.html

Benefits

e Compute Statistics—Enables you to compute MAC Address statistics for dynamically learned MAC
addresses.

What Is Enhanced LAG?

IN THIS SECTION

Benefits | 105

When you associate a physical interface with an aggregated Ethernet interface, the physical child links
are also associated with the parent aggregated Ethernet interface to form a LAG. So, one child next hop
is created for each member link of an aggregated Ethernet interface for each VLAN interface. For
example, an aggregate next hop for an aggregated Ethernet interface with 16 member links leads to the
creation of 17 next hops per VLAN.

When you configure enhanced LAG, child next hops are not created for member links and, as a result, a
higher number of next hops can be supported. To configure enhanced LAG, you must configure the
device's network services mode as enhanced-ip. This feature is not supported if the device’s network
services mode is set to operate in the enhanced-ethernet mode. This feature is enabled by default if the
network services mode on the device is configured as enhanced-mode.

Benefits

e Reduction in memory and CPU usage to support aggregated Ethernet interfaces.
¢ Improvement in system performance and scaling numbers.

Release History Table

Release = Description

19.3 In Junos OS Release 19.3 and later, for MPC10E and MPC11E MPCs, you cannot apply firewall filters on
the micro-BFD packets received on the aggregated Ethernet interface. For MPC1E through MPC9E, you
can apply firewall filters on the micro-BFD packets received on the aggregated Ethernet interface only if
the aggregated Ethernet interface is configured as an untagged interface.

16.1 Beginning with Junos OS Release 16.1, you can also configure this feature on MX Series routers with
aggregated Ethernet interface address of the remote destination as the neighbor address.



16.1 Beginning with Release 16.1R2, Junos OS checks and validates the configured micro-BFD local-address
against the interface or loopback IP address before the configuration commit.

14.1 Starting with Junos OS Release 14.1, specify the neighbor in a BFD session. In releases before Junos OS
Release 16.1, you must configure the loopback address of the remote destination as the neighbor
address.

13.3 Starting with Junos OS Release 13.3, IANA has allocated 01-00-5E-90-00-01 as the dedicated MAC

address for micro BFD.

‘ Circuit and Translational Cross-Connects Overview

Link Protection of Aggregated Ethernet Interfaces

IN THIS SECTION

Configuring Aggregated Ethernet Link Protection | 106
Configuring Aggregated Ethernet Minimum Links | 109

Example: Configuring Aggregated Ethernet Link Protection | 110

This topic provides information about how to provide link protection for aggregated Ethernet Interfaces
and how to configure the minimum number of links in an aggregated Ethernet interfaces bundle.

Configuring Aggregated Ethernet Link Protection

IN THIS SECTION

Configuring Link Protection for Aggregated Ethernet Interfaces | 107
Configuring Primary and Backup Links for Link Aggregated Ethernet Interfaces | 108

Reverting Traffic to a Primary Link When Traffic is Passing Through a Backup Link | 108


https://www.juniper.net/documentation/en_US/junos/topics/concept/interfaces-circuit-and-translational-cross-connects-overview.html

Disabling Link Protection for Aggregated Ethernet Interfaces | 109

You can configure link protection for aggregated Ethernet interfaces to provide QoS on the links during
operation.

On aggregated Ethernet interfaces, you designate a primary and backup link to support link protection.
Egress traffic passes only through the designated primary link. This includes transit traffic and locally
generated traffic on the router or switch. When the primary link fails, traffic is routed through the
backup link. Because some traffic loss is unavoidable, egress traffic is not automatically routed back to
the primary link when the primary link is reestablished. Instead, you manually control when traffic should
be diverted back to the primary link from the designated backup link.

NOTE: Link protection is not supported on MX80.

Configuring Link Protection for Aggregated Ethernet Interfaces

Aggregated Ethernet interfaces support link protection to ensure QoS on the interface.
To configure link protection:

1. Specify that you want to configure the options for an aggregated Ethernet interface.

user@host# edit interfaces aexaggregated-ether-options

2. Configure the link protection mode.

[edit interfaces aex aggregated-ether-options]

user@host# set link-protection

SEE ALSO

link-protection | 964
aggregated-ether-options



Configuring Primary and Backup Links for Link Aggregated Ethernet Interfaces

To configure link protection, you must specify a primary and a secondary, or backup, link.
To configure a primary link and a backup link:

1. Configure the primary logical interface.

[edit interfaces interface-name]

user@host# set (fastether-options | gigether-options) 802.3ad aex primary

2. Configure the backup logical interface.

[edit interfaces interface-name]

user@host# set (fastether-options | gigether-options) 802.3ad aexbackup

SEE ALSO

802.3ad

Reverting Traffic to a Primary Link When Traffic is Passing Through a Backup Link

On aggregated Ethernet interfaces, you designate a primary and backup link to support link protection.
Egress traffic passes only through the designated primary link. This includes transit traffic and locally
generated traffic on the router or switch. When the primary link fails, traffic is routed through the
backup link. Because some traffic loss is unavoidable, egress traffic is not automatically routed back to
the primary link when the primary link is reestablished. Instead, you manually control when traffic should
be diverted back to the primary link from the designated backup link.

To manually control when traffic should be diverted back to the primary link from the designated backup
link, enter the following operational command:

user@host> request interface revert aex

SEE ALSO

request interface (revert [ switchover) (Aggregated Ethernet Link Protection)



Disabling Link Protection for Aggregated Ethernet Interfaces

To disable link protection, issue the delete interface revert aex configuration command.

user@host# delete interfaces aexaggregated-ether-options link-protection

SEE ALSO

request interface (revert [ switchover) (Aggregated Ethernet Link Protection)

Configuring Aggregated Ethernet Minimum Links

On aggregated Ethernet interfaces, you can configure the minimum number of links that must be up for
the bundle as a whole to be labeled up. By default, only one link must be up for the bundle to be labeled
up.

To configure the minimum number of links:

1. Specify that you want to configure the aggregated Ethernet options.

user@host# editinterfaces /interface-name aggregated-ether-options

2. Configure the minimum number of links.

[edit interfaces interface-name aggregated-ether-options]

user@host# set minimum-links number

On M120, M320, MX Series, T Series, and TX Matrix routers with Ethernet interfaces, and EX 9200
switches, the valid range for minimum-links numberis 1 through 16. When the maximum value (16) is
specified, all configured links of a bundle must be up for the bundle to be labeled up.

On all other routers and on EX Series switches, other than EX8200 switches, the range of valid values
for minimum-links numberis 1 through 8. When the maximum value (8) is specified, all configured links
of a bundle must be up for the bundle to be labeled up.

On EX8200 switches, the range of valid values for minimum-links numberis 1 through 12. When the
maximum value (12) is specified, all configured links of a bundle must be up for the bundle to be labeled
up.



On MX Series routers, when Link Aggregation Control Protocol (LACP) is enabled on a link aggregation
group (LAG) interface along with minimum links configuration, the bundle is considered to be up when
the following two conditions are met:

e The specified minimum number of links are up.

o The links are in collecting distributing state-that is, collecting and distributing states are merged
together to form a combined state (coupled control) for the aggregated port. Because independent
control is not possible, the coupled control state machine does not wait for the partner to signal that
collection has started before enabling both collection and distribution.

If the number of links configured in an aggregated Ethernet interface is less than the minimum link value
configured under the aggregated-ether-options statement, the configuration commit fails and an error
message is displayed.

SEE ALSO

aggregated-ether-options

minimum-links

Example: Configuring Aggregated Ethernet Link Protection

The following configuration enables link protection on the ae0 interface, and specifies the ge-1/0/0
interface as the primary link and ge-1/0/1 as the secondary link.

[edit interfaces]
ael {
aggregated-ether-options {

link-protection;

}
[edit interfaces]
ge-1/0/0 {
gigether-options {
802.3ad ael primary;

}
[edit interfaces]
ge-1/0/1 {
gigether-options {
802.3ad ael backup;



SEE ALSO

aggregated-ether-options

Load Balancing on Aggregated Ethernet Interfaces

Performance Monitoring on Aggregated Ethernet Interfaces | 155

Scheduling on Aggregated Ethernet Interfaces

IN THIS SECTION

Configuring Shared Scheduling on Aggregated Ethernet Interfaces | 111

Configuring Scheduler on Aggregated Ethernet Interfaces Without Link Protection | 112

You can configure shared scheduling on aggregated Ethernet Interfaces in link-protection mode or

without link protection. The following topic describes how to configure shared scheduling on aggregated
Ethernet Interfaces.

Configuring Shared Scheduling on Aggregated Ethernet Interfaces

You can configure shared scheduling on aggregated Ethernet interfaces in link protection mode on
Gigabit Ethernet Intelligent Queuing 2 (IQ2) and Ethernet Enhanced 1Q2 (IQ2E) PICs on M320 routers.

To configure shared scheduling on aggregated Ethernet interfaces:

1. Specify that you want to configure the options for an aggregated Ethernet interface.

user@host# edit interfaces aexaggregated-ether-options



2. Configure the link protection mode.

[edit interfaces aex aggregated-ether-options]

user@host# set link-protection

3. Configure shared scheduling.

[edit interfaces aex aggregated-ether-options]
user@hosti# top
[edit]

user@host# edit interfaces aexshared-scheduler

SEE ALSO
aggregated-ether-options
link-protection
shared-scheduler
Configuring Scheduler on Aggregated Ethernet Interfaces Without Link Protection

On aggregated Ethernet interfaces, you can configure scheduler in non-link-protect mode on the
following platforms:

o MX-Series

e M120 and M320 with 1Q2 PIC

e T-series platforms (T620 and T320) with Q2 PIC
The scheduler functions supported are:

e Per unit scheduler

e Hierarchical scheduler

e Shaping at the physical interface

To configure the hierarchical scheduler on aggregated Ethernet interfaces in the non link-protect mode,
include the hierarchical-scheduler statement at the [edit interfaces aeX] hierarchy level:

[edit interfaces aeX hierarchical-scheduler]



Prior to Junos OS Release 9.6, the hierarchical scheduler mode on these models required the
aggregated-ether-options statement link-protection option. If a link-protection option is not specified,
the scheduler is configured in non-link-protect mode.

To specify the member link bandwidth derivation based on the equal division model (scale) or the
replication model (replicate) on aggregated Ethernet interfaces, include the member-link-scheduler
(scale | replicate) option at the [edit class-of-service interfaces aeX] hierarchy level. The default setting
is scale.

[edit class-of-service interfaces aeX member-link-scheduler (scale | replicate)]

NOTE: In link-protect mode, only one link is active at a time and the other link acts as the backup
link, whereas in a non link-protect mode, all the links of the aggregate bundle are active at the
same time. There is no backup link. If a link goes down or a new link is added to the bundle,
traffic redistribution occurs.

SEE ALSO

Configuring Hierarchical CoS for a Subscriber Interface of Aggregated Ethernet Links
Junos OS Class of Service User Guide for Routing Devices

Understanding Ethernet Link Aggregation on ACX Series Routers | 163
Performance Monitoring on Aggregated Ethernet Interfaces | 155

Load Balancing on Aggregated Ethernet Interfaces
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Load Balancing and Ethernet Link Aggregation Overview | 114
Understanding Aggregated Ethernet Load Balancing | 115

Stateful Load Balancing for Aggregated Ethernet Interfaces Using 5-Tuple Data | 117


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/cos/config-guide-cos.html

Configuring Stateful Load Balancing on Aggregated Ethernet Interfaces | 120
Configuring Adaptive Load Balancing | 121
Configuring Symmetrical Load Balancing on an 802.3ad Link Aggregation Group on MX Series Routers | 123

Configuring PIC-Level Symmetrical Hashing for Load Balancing on 802.3ad LAGs for MX Series
Routers | 130

Examples: Configuring PIC-Level Symmetrical Hashing for Load Balancing on 802.3ad LAGs on MX Series
Routers | 133

Example: Configuring Aggregated Ethernet Load Balancing | 136

When you bundle several physical aggregated Ethernet Interfaces to form a single logical interface, it is
called link aggregation. Link aggregation increases bandwidth, provides graceful degradation as failure
occurs, increases availability and provides load-balancing capabilities. Load balancing enables the device
to divide incoming and outgoing traffic along multiple interfaces to reduce congestion in the network.
This topic describes load balancing and how to configure load balancing on your device.

Load Balancing and Ethernet Link Aggregation Overview

You can create a link aggregation group (LAG) for a group of Ethernet ports. Layer 2 bridging traffic is
load balanced across the member links of this group, making the configuration attractive for congestion
concerns as well as for redundancy. You can configure up to 128 LAG bundles on M Series, and T Series
routers, and 480 LAG bundles on MX Series routers and EX9200 switches. Each LAG bundle contains up
to 16 links. (Platform support depends on the Junos OS release in your installation.)

By default, the hash key mechanism to load-balance frames across LAG interfaces is based on Layer 2
fields (such as frame source and destination address) as well as the input /logical interface (unit). The
default LAG algorithm is optimized for Layer 2 switching. Starting with Junos OS Release 10.1, you can
also configure the load balancing hash key for Layer 2 traffic to use fields in the Layer 3 and Layer 4
headers using the payload statement. However, note that the load-balancing behavior is platform-
specific and based on appropriate hash-key configurations.

For more information, see Configuring Load Balancing on a LAG LinkIn a Layer 2 switch, one link is
overutilized and other links are underutilized.

SEE ALSO

payload



Understanding Aggregated Ethernet Load Balancing

The link aggregation feature is used to bundle several physical aggregated Ethernet interfaces to form
one logical interface. One or more links are aggregated to form a virtual link or link aggregation group
(LAG). The MAC client treats this virtual link as if it were a single link. Link aggregation increases
bandwidth, provides graceful degradation as failure occurs, and increases availability.

In addition to these benefits, an aggregated Ethernet bundle is enhanced to provide load-balancing
capabilities that ensure that the link utilization among the member links of the aggregated Ethernet
bundle are fully and efficiently utilized.

The load-balancing feature allows a device to divide incoming and outgoing traffic along multiple paths
or interfaces in order to reduce congestion in the network. Load balancing improves the utilization of
various network paths and provides more effective network bandwidth.

Typically, the applications that use load balancing include:
e Aggregated Interfaces (Layer 2)

Aggregated Interfaces (also called AE for aggregated Ethernet, and AS for aggregated SONET) are a
Layer 2 mechanism for load-balancing across multiple interfaces between two devices. Because this
is a Layer 2 load-balancing mechanism, all of the individual component links must be between the

same two devices on each end. Junos OS supports a non-signaled (static) configuration for Ethernet
and SONET, as well as the 802.3ad standardized LACP protocol for negotiation over Ethernet links.

e Equal-Cost Multipath (ECMP) (Layer 3)

By default, when there are multiple equal-cost paths to the same destination for the active route,
Junos OS uses a hash algorithm to choose one of the next-hop addresses to install in the forwarding
table. Whenever the set of next hops for a destination changes in any way, the next-hop address is
rechosen using the hash algorithm. There is also an option that allows multiple next-hop addresses to
be installed in the forwarding table, known as per-packet load balancing.

ECMP load balancing can be:
e Across BGP paths (BGP multipath)
e Within a BGP path, across multiple LSPs

In complex Ethernet topologies, traffic imbalances occur due to increased traffic flow, and load balancing
becomes challenging for some of the following reasons:

Incorrect load balancing by aggregate next hops

Incorrect packet hash computation

Insufficient variance in the packet flow

Incorrect pattern selection



As a result of traffic imbalance, the load is not well distributed causing congestion in certain links,
whereas some other links are not efficiently utilized.

To overcome these challenges, Junos OS provides the following solutions for resolving the genuine
traffic imbalance on aggregated Ethernet bundles (IEEE 802.3ad).

e Adaptive Load Balancing

Adaptive load balancing uses a feedback mechanism to correct a genuine traffic imbalance. To correct
the imbalance weights, the bandwidth and packet stream of links are adapted to achieve efficient
traffic distribution across the links in an AE bundle.

To configure adaptive load balancing, include the adaptive statement at the [edit interfaces aex
aggregated-ether-options load-balance] hierarchy level.

NOTE: Adaptive load balancing is not supported if the VLAN ID is configured on the
aggregated Ethernet interface. This limitation affects the PTX Series Packet Transport Routers
and QFX10000 switches only.

To configure the tolerance value as a percentage, include the tolerance optional keyword at the [edit
interfaces aex aggregated-ether-options load-balance adaptive] hierarchy level.

To configure adaptive load balancing based on packets per second (instead of the default bits per
second setting), include the pps optional keyword at the [edit interfaces aex aggregated-ether-
options load-balance adaptive] hierarchy level.

To configure the scan interval for the hash value based on the sample rate for the last two seconds,
include the scan-interval optional keyword at the [edit interfaces aex aggregated-ether-options
load-balance adaptive] hierarchy level.

NOTE: The pps and scan-interval optional keywords are supported on PTX Series Packet
Transport Routers only.

e Per-Packet Random Spray Load Balancing

When the adaptive load-balancing option fails, per-packet random spray load balancing serves as a
last resort. It ensures that the members of an AE bundle are equally loaded without taking bandwidth
into consideration. Per packet causes packet reordering and hence is recommended only if the
applications absorb reordering. Per-packet random spray eliminates traffic imbalance that occurs as a
result of software errors, except for packet hash.

To configure per-packet random spray load balancing, include the per-packet statement at the [edit
interfaces aex aggregated-ether-options load-balance] hierarchy level.



The aggregated Ethernet load-balancing solutions are mutually exclusive. When more than one of the
load-balancing solutions is configured, the solution that is configured last overrides the previously
configured one. You can verify the load-balancing solution being used by issuing the show interfaces
aex aggregated-ether-options load-balance command.

SEE ALSO

show interfaces (Aggregated Ethernet)

Stateful Load Balancing for Aggregated Ethernet Interfaces Using 5-Tuple Data

IN THIS SECTION

Guidelines for Configuring Stateful Load Balancing for Aggegated Ethernet Interfaces or LAG
Bundles | 119

When multiple flows are transmitted out of an aggregated Ethernet (ae) interface, the flows must be
distributed across the different member links evenly to enable an effective and optimal load-balancing
behavior. To obtain a streamlined and robust method of load-balancing, the member link of the
aggregated Ethernet interface bundle that is selected each time for load balancing plays a significant
part. In Junos OS releases earlier than Release 13.2R1, on MX Series routers with Trio-based FPCs
(MPCs), the selection of a member link of the ae interface bundle or the next-hop (or unilist of next-
hops) for equal-cost multipath ECM) links is performed using a balanced mode next-hop selection
methodology and an unbalanced mode of member link or next-hop selection methodology. The
balanced mode of link selection uses 'n' bits in a precomputed hash value if it needs to select one of 2”n
(2 raised to the power of n) next-hop in the unilist. The unbalanced mode of member-link or next-hop
selection uses 8 bits in a precomputed hash to select an entry in a selector table, which is randomly
done with the member link IDs of the link aggregation group (LAG) or aebundle.

The term balanced versus unbalanced indicates whether a selector table is used for load balancing
mechanism or not. The LAG bundle uses the unbalanced mode (selector table balancing) to balance the
traffic across member links. When the traffic flows are minimal, the following problems might occur with
the unbalanced mode: The link selection logic utilizes only subset bits of the precomputed hash.
Regardless of the efficiency of the hashing algorithm, it is only the compressed representation of a flow.
Because the inter-flow variance is very low, the resultant hashes and the subset that are computed do
not provide the necessary variability to effectively utilize all the LAG member links. An excessive amount
of random nature exists in the hash computation and also in the selector table. As a result, the deviation
from being an optimal load-balancing technique for each child link that is selected is higher when the
number of flows is lower.



The deviation per child link is defined as
Vi = ((Ci - (M/N)))/N
where

e Videnotes the deviation for that child link 'i’.

i denotes the child link member/index.

Ci represents the packets transmitted for that child link ‘i’

M signifies the total packets transmitted on that LAG bundle.

N denotes the number of child links in that LAG.

Because of these drawbacks, for smaller number of flows, or flows with less inter-flow variance, the link
utilization is skewed, and a high probability of a few child links not being utilized entirely exists. Starting
with Junos OS Release 13.2R1, the capability to perform uniform load balancing and also perform
rebalancing is introduced on MX Series routers with MPCs, except MPC3Es and MPC4Es. Rebalancing is
not supported when load-balancing is skewed or distorted owing to a change in the number of flows.

The mechanism to record and retain states for the flows and distribute the traffic load accordingly is
added. As a result, for m number of flows, they are distributed among n member links of a LAG bundle
or among the unilist of next-hops in an ECMP link. This method of splitting the load among member
links is called stateful load balancing and it uses 5-tuple information (source and destination addresses,
protocol, source and destination ports). Such a method can be mapped directly to the flows, or to a
precompute hash based on certain fields in the flow. As a result, the deviation observed on each child
link is reduced.

This mechanism works efficiently only for minimal number of flows (less than thousands of flows,
approximately). For a larger number of flows (between 1000 and 10,000 flows), we recommend that
distributed Trio-based load-balancing mechanism is used.

Consider a sample scenario in which 'n' links in the LAG are identified with link IDs of O through n-1. A
hash table or a flow table is used to record the flows as and when they show up. The hashing key is
constructed using the fields that uniquely identify a flow. The result of the lookup identifies the link_id
that the flow is currently using. For each packet, the flow table based on the flow identifier is examined.
If a match is found, it denotes a packet that belongs to a flow that is previously processed or detected.
The link ID is associated with the flow. If a match is not found, it is the first packet that belongs to the
flow. The link ID is used to select the link and the flow is inserted into the flow table.

To enable per-flow load balancing based on hash values, include the per-flow statement at the at the
[edit interfaces ae X unit /ogical-unit-numberforwarding-options load-balance-stateful] hierarchy level.
By default, Junos OS uses a hashing method based only on the destination address to elect a forwarding
next hop when multiple equal-cost paths are available. All Packet Forwarding Engine slots are assigned
the same hash value by default. To configure the load-balancing algorithm to dynamically rebalance the



LAG using existing parameters, include the rebalance interval statement at the [edit interfaces ae X unit
logical-unit-numberforwarding-options load-balance-stateful] hierarchy level. This parameter
periodically load balances traffic by providing a synchronized rebalance switchover across all the ingress
Packet Forwarding Engines (PFEs) over a rebalance interval. You can specify the interval as a value in the
range of 1 through 1000 flows per minute. To configure the load type, include the load-type (low |
medium | high) statement at the [edit interfaces ae X unit /ogical-unit-numberforwarding-options load-
balance-stateful] hierarchy level.

The stateful per-flow option enables the load-balancing capability on AE bundles. The rebalance option
clears the load balance state at specified intervals. The load option informs the Packet Forwarding
Engine regarding the appropriate memory pattern to be used. If the number of flows that flow on this
aggregated Ethernet interface is less (between 1 and 100 flows), then the low keyword can be used.
Similarly for relatively higher flows (between 100 and 1000 flows), the medium keyword can be used
and the large keyword can be used for the maximum flows (between 1000 and 10,000 flows). The
approximate number of flows for effective load-balancing for each keyword is a derivative.

The clear interfaces ae X unit logical-unit-numberforwarding-options load-balance state command
clears the load balance state at the hardware level and enables rebalancing from the cleaned up, empty
state. This clear state is triggered only when you use this command. The clear interfaces aggregate
forwarding-options load-balance state command clears all the aggregate Ethernet interface load
balancing states and re-creates them newly.

Guidelines for Configuring Stateful Load Balancing for Aggegated Ethernet Interfaces or LAG Bundles

Keep the following points in mind while configuring stateful load-balancing for aggregated Ethernet
interfaces:

e When a child link is removed or added, a new aggregate selector is selected and traffic flows onto
the new selector. Because the selector is empty, flows are filled in the selector. This behavior causes
redistribution of flows because the old state is lost. This is the existing behavior without enabling
stateful per-flow load-balancing.

o Stateful per-flow load-balancing functions on AE interfaces if the incoming traffic reaches the
MPC1E, MPC2E, MPC3E-3D, MPC5E, and MPCAE line cards. Any other type of line card does not
rigger this functionality. Appropriate CLI errors are displayed if the MPCs do not support this
capability.

With the ingress line card as MPC and the egress line card as MPC or DPC, this feature works
properly. Stateful load-balancing is not supported if the ingress line card is a DPC and the egress line
card is a DPC or an MPC.

e This capability is not supported for multicast traffic (native/flood).

o Enabling the rebalance option or clearing the load balance state can cause packet reordering for
active flows because different sets of links can be selected for traffic flows.



e Although the feature performance is high, it consumes significant amount of line card memory.
Approximately, 4000 logical interfaces or 16 aggregated Ethernet logical interfaces can have this
feature enabled on supported MPCs. However, when the Packet Forwarding Engine hardware
memory is low, depending upon the available memory, it falls back to the default load balancing
mechanism. A system logging message is generated in such a situation and sent to the Routing
Engine. A restriction on the number of AE interfaces that support stateful load-balancing does not
exist; the limit is determined by the line cards.

o If the traffic flows become aged frequently, then the device needs to remove or refresh the load
balancing states. As a result, you must configure rebalancing or run the clear command at periodic
intervals for proper load-balancing. Otherwise, traffic skewing can occur. When a child link goes
down or comes up, the load balancing behavior does not undergo changes on existing flows. This
condition is to avoid packet reordering. New flows pick up the child link that come up. If you observe
load distribution to be not very effective, you can clear the load-balancing states or use rebalancing
functionality to cause an automatic clearance of the hardware states. When you configure the
rebalancing facility, traffic flows can get redirected to different links, which can cause packet
reordering.

SEE ALSO

Link Protection of Aggregated Ethernet Interfaces | 106

Configuring Stateful Load Balancing on Aggregated Ethernet Interfaces

The mechanism to record and retain states for the flows and distribute the traffic load accordingly is
added. As a result, for m number of flows, they are distributed among n member links of a LAG bundle
or among the unilist of next-hops in an ECMP link. This method of splitting the load among member
links is called stateful load balancing and it uses 5-tuple information (source and destination addresses,
protocol, source and destination ports). Such a method can be mapped directly to the flows, or to a
precompute hash based on certain fields in the flow. As a result, the deviation observed on each child
link is reduced.

To configure stateful load balancing on ae interface bundles:

1. Specify that you want to configure an aggregated Ethernet interface.

[edit]

user@R2# set interfaces ae Xunit logical-unit-number



2. Specify that you want to configure stateful load-balancing.

[edit interfaces ae X unit logical-unit-numben

user@R2# edit forwarding-options load-balance-stateful

3. Enable the mechanism to perform an even, effective distribution of traffic flows across member links
of an aggregated Ethernet interface (ae) bundle on MX Series routers with MPCs, except MPC3Es
and MPC4Es.

[edit interfaces ae X unit logical-unit-numberload-balance-stateful]

user@R2# set per-flow

4. Configure periodic rebalancing of traffic flows of an aggregated Ethernet bundle by clearing the load
balance state at a specified interval.

[edit interfaces ae X unit logical-unit-numberload-balance-stateful]

user@R2# set rebalance interval

5. Define the load-balancing type to inform the Packet Forwarding Engine regarding the appropriate
memory pattern to be used for traffic flows. The approximate number of flows for effective load-
balancing for each keyword is a derivative.

[edit interfaces ae Xunit logical-unit-numberload-balance-stateful]
user@R2# setload-type (low | medium | large)

6. Configure the address family and IP address for the ae interface.

[edit interfaces ae X unit logical-unit-numben]

userQR2# setfamily family-name address address

SEE ALSO

Link Protection of Aggregated Ethernet Interfaces | 106

Configuring Adaptive Load Balancing

This topic describes how to configure adaptive load balancing. Adaptive load balancing maintains
efficient utilization of member link bandwidth for an aggregated Ethernet (AE) bundle. Adaptive load



balancing uses a feedback mechanism to correct traffic load imbalance by adjusting the bandwidth and
packet streams on links within an AE bundle.

Before you begin:

e Configure a set of interfaces with a protocol family and IP address. These interfaces can make up the
membership for the AE bundle.

o Create an AE bundle by configuring a set of router interfaces as aggregated Ethernet and with a
specific AE group identifier.

To configure adaptive load balancing for an AE bundles:

1. Enable adaptive load balancing on the AE bundle:

[edit interfaces ae-x aggregated-ether-options load-balance]

user@router# setadaptive

2. Configure the scan interval value for adaptive load balancing on the AE bundle. The scan interval
value determines the length of the traffic scan by multiplying the integer value with a 30-second time
period:

[edit interfaces ae-x aggregated-ether-options load-balance adaptive]

user@router# set scan-interval multiplier

3. Configure the tolerance percentage value. The tolerance value determines the allowed deviation in
the traffic rates among the members of the AE bundle before the router triggers an adaptive load
balancing update:

[edit interfaces ae-x aggregated-ether-options load-balance adaptive]

user@router# set tolerance percentage

4, (Optional) Enable packet-per-second-based adaptive load balancing on the AE bundle:

[edit interfaces ae-x aggregated-ether-options load-balance adaptive]

user@router# setpps

SEE ALSO

adaptive



Configuring Symmetrical Load Balancing on an 802.3ad Link Aggregation Group on
MX Series Routers
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Symmetrical Load Balancing on an 802.3ad LAG on MX Series Routers Overview

MX Series routers with Aggregated Ethernet PICs support symmetrical load balancing on an 802.3ad
LAG. This feature is significant when two MX Series routers are connected transparently through deep
packet inspection (DPI) devices over an LAG bundle. DPI devices keep track of flows and require
information of a given flow in both forward and reverse directions. Without symmetrical load balancing
on an 802.3ad LAG, the DPIs could misunderstand the flow, leading to traffic disruptions. By using this
feature, a given flow of traffic (duplex) is ensured for the same devices in both directions.

Symmetrical load balancing on an 802.3ad LAG utilizes a mechanism of interchanging the source and
destination addresses for a hash computation of fields, such as source address and destination address.
The result of a hash computed on these fields is used to choose the link of the LAG. The hash-
computation for the forward and reverse flow must be identical. This is achieved by swapping source
fields with destination fields for the reverse flow. The swapped operation is referred to as complement
hash computation or symmetric-hash complement and the regular (or unswapped) operation as
symmetric-hash computation or symmetric-hash. The swappable fields are MAC address, IP address,
and port.

Configuring Symmetric Load Balancing on an 802.3ad LAG on MX Series Routers

You can specify whether symmetric hash or complement hash is done for load-balancing traffic. To
configure symmetric hash, use the symmetric-hash statement at the [edit forwarding-options hash-key
family inet] hierarchy level. To configure symmetric hash complement, use the symmetric-hash
complement statement and option at the [edit forwarding-options hash-key family inet] hierarchy level.

These operations can also be performed at the PIC level by specifying a hAash key. To configure a hash
key at the PIC level, use the symmetric-hash or symmetric-hash complement statement at the [edit
chassis hash-key family inet] and [edit chassis hash-key family multiservice] hierarchy levels.



Consider the example in Figure 3 on page 124.

Figure 3: Symmetric Load Balancing on an 802.3ad LAG on MX Series Routers
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Router A is configured with symmetric hash and Router B is configured with symmetric hash
complement. Thus, for a given flow £x, post hash computation is from Router A to Router B through i2.
The reverse traffic for the same flow £xis from Router B to Router A through the same i2 device as its
hashing (done after swapping source and destination fields) and returns the same link index; since it is
performed on the interchanged source and destination addresses.

However, the link chosen may or may not correspond to what was attached to the DPI. In other words,
the hashing result should point to the same links that are connected, so that the traffic flows through
the same DPI devices in both directions. To make sure this happens, you need to also configure the
counterpart ports (ports that are connected to same DPI-iN) with the identical link index. This is done
when configuring a child-link into the LAG bundle. This ensures that the link chosen for a given hash
result is always the same on either router.

Note that any two links connected to each other should have the same link index and these link indices
must be unique in a given bundle.

NOTE: The following restrictions apply when configuring symmetric load balancing on an
802.3ad LAG on MX Series routers:



e The Packet Forwarding Engine (PFE) can be configured to hash the traffic in either symmetric
or complement mode. A single PFE complex cannot work simultaneously in both operational
modes and such a configuration can yield undesirable results.

e The per-PFE setting overrides the chassis-wide setting only for the family configured. For the
other families, the PFE complex still inherits the chassis-wide setting (when configured) or the
default setting.

e This feature supports VPLS, INET, and bridged traffic only.

e This feature cannot work in tandem with the per-flow-hash-seed load-balancing option. It
requires that all the PFE complexes configured in complementary fashion share the same
seed. A change in the seed between two counterpart PFE complexes may yield undesired
results.

For additional information, see the Junos OS VPNs Library for Routing Devices and the Junos OS
Administration Library for Routing Devices.

Example Configuration Statements

To configure 802.3ad LAG parameters at the bundle level:

[edit interfaces]
g(x)e-fpc/pic/port {
gigether-options {
802.3ad {
bundle;

link-index number;

where the link-index number ranges from O through 15.

You can check the link index configured above using the show interfaces command:

[edit forwarding-options hash-key]
family inet {

layer-3;

layer-4;

symmetric-hash {

[complement; ]


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/config-guide-vpns/index.html
https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/system-basics/index.html
https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/system-basics/index.html

}
family multiservice {
source-mac;
destination-mac;
payload {
ip {
layer-3 {
source—-ip-only | destination-ip-only;
}
layer-4;
}
}
symmetric-hash {

[complement; ]

For load-balancing Layer 2 traffic based on Layer 3 fields, you can configure 802.3ad LAG parameters at
a per PIC level. These configuration options are available under the chassis hierarchy as follows:

[edit chassis]

fpc X {
pic Y {
hash-key {
family inet {
layer-3;
layer-4;

symmetric-hash {

[complement; ]

}
family multiservice ({
source-mac;
destination-mac;
payload {
ip {
layer-3 {

source-ip-only | destination-ip-only;



layer-4;

}
symmetric—hash {

[complement; ]

Configuring Symmetrical Load Balancing on Trio-Based MPCs

With some configuration differences, symmetrical load-balancing over an 802.3ad link aggregation
group is supported on MX Series routers with Trio-based MPCs.

To achieve symmetrical load-balancing on Trio-Based MPCs, the following needs to be done:

Compute a Symmetrical Hash

Both routers must compute the same hash value from the flow in the forward and reverse directions.
On Trio-based platforms, the calculated hash value is independent of the direction of the flow, and
hence is always symmetric in nature. For this reason, no specific configuration is needed to compute
a symmetric hash value on Trio-based platforms.

However, it should be noted that the fields used to configure the hash should have identical include
and exclude settings on both ends of the LAG.

Configure Link Indexes

To allow both routers to choose the same link using the same hash value, the links within the LAG
must be configured with the same link index on both routers. This can be achieved with the link-
index statement.

Enable Symmetric Load Balancing

To configure symmetric load balancing on Trio-based MPCs, include the symmetric statement at the
[edit forwarding-options enhanced-hash-key] hierarchy level. This statement is applicable to Trio-
based platforms only.



The symmetric statement can be used with any protocol family and enables symmetric load-
balancing for all aggregated Ethernet bundles on the router. The statement needs to be enabled at
both ends of the LAG. This statement is disabled by default.

e Achieve Symmetry for Bridged and Routed Traffic

In some deployments, the LAG bundle on which symmetry is desired is traversed by Layer 2 bridged
traffic in the upstream direction and by IPv4 routed traffic in the downstream direction. In such
cases, the computed hash is different in each direction because the Ethernet MAC addresses are
taken into account for bridged packets. To overcome this, you can exclude source and destination
MAC addresses from the enhanced-hash-key computation.

To exclude source and destination MAC addresses from the enhanced-hash-key computation, include
the no-mac-addresses statement at the [edit forwarding-options enhanced-hash-key family
multiservice] hierarchy level. This statement is disabled by default.

When symmetrical load balancing is enabled on Trio-based MPCs, keep in mind the following caveats:

o Traffic polarization is a phenomenon that occurs when using topologies that distribute traffic by using
hashing of the same type. When routers are cascaded, traffic polarization can occur, and this can lead
to unequal traffic distribution.

Traffic polarization occurs when LAGs are configured on cascaded routers. For example, in Figure 4
on page 128, if a certain flow uses Link 1 of the aggregated Ethernet bundle between Device R1 and
Device R2, the flow also uses Link 1 of the aggregated Ethernet bundle between Device R2 and
Device R3.

Figure 4: Traffic Polarization on Cascaded Routers When Symmetrical Load Balancing in Enabled on
Trio-based MPCs
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This is unlike having a random link selection algorithm, where a flow might use Link 1 of the
aggregated Ethernet bundle between Device R1 and Device R2, and Link 2 of the aggregated
Ethernet bundle between Device R2 and Device R3.
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e Symmetric load balancing is not applicable to per-prefix load-balancing where the hash is computed
based on the route prefix.

e Symmetric load balancing is not applicable to MPLS or VPLS traffic, because in these scenarios the
labels are not the same in both directions.



Example Configurations
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Example Configurations of Chassis Wide Settings

Router A

user@host> show configuration forwarding-options hash-key
family multiservice {
payload {
ip {
layer-3;

}

symmetric hash;

Router B

user@host> show configuration forwarding-options hash-key
family multiservice {
payload {
ip {
layer-3;

}
symmetric-hash {

complement;



Example Configurations of Per-Packet-Forwarding-Engine Settings

Router A

user@host> show configuration chassis fpc 2 pic 2 hash-key
family multiservice {
payload {
ip {
layer-3;

}

symmetric hash;

Router B

user@host> show configuration chassis fpc 2 pic 3 hash-key
family multiservice {
payload {
ip {
layer-3;

}
symmetric-hash {

complement;

Junos OS VPNs Library for Routing Devices

Junos OS Administration Library for Routing Devices

Configuring PIC-Level Symmetrical Hashing for Load Balancing on 802.3ad LAGs for
MX Series Routers

Symmetrical hashing for load balancing on an 802.3ad Link Aggregation Group (LAG) is useful when two
MX Series routers (for example, Router A and Router B) are connected transparently through Deep
Packet Inspection (DPI) devices over a LAG bundle. The DPI devices keep track of traffic flows in both
the forward and reverse directions.
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If symmetrical hashing is configured, the reverse flow of traffic is also directed through the same child
link on the LAG and is bound to flow through the same DPI device. This enables proper accounting on
the DPI of the traffic in both the forward and reverse flows.

If symmetrical hashing is not configured, a different child link on the LAG might be chosen for the
reverse flow of traffic through a different DPI device. This results in incomplete information about the
forward and reverse flows of traffic on the DPI device leading to incomplete accounting of the traffic by
the DPI device.

Symmetrical hashing is computed based on fields like source address and destination address. You can
configure symmetrical hashing both at the chassis level and the PIC level for load balancing based on
Layer 2, Layer 3, and Layer 4 data unit fields for family inet (IPv4 protocol family) and multiservice
(switch or bridge) traffic. Symmetrical hashing configured at the chassis level is applicable to the entire
router, and is inherited by all its PICs and Packet Forwarding Engines. Configuring PIC-level symmetrical
hashing provides you more granularity at the Packet Forwarding Engine level.

For the two routers connected through the DPI devices over a LAG bundle, you can configure
symmetric-hash on one router and symmetric-hash complement on the remote-end router or vice-versa.

To configure symmetrical hashing at the chassis level, include the symmetric-hash or the symmetric-
hash complement statements at the [edit forwarding-options hash-key family] hierarchy level. For
information about configuring symmetrical hashing at the chassis level and configuring the link index,
see the Junos OS Network Interfaces Library for Routing Devices and the Junos OS VPNs Library for
Routing Devices.

NOTE: On MX Series DPCs, configuring symmetrical hashing at the PIC level refers to
configuring symmetrical hashing at the Packet Forwarding Engine level.

To configure symmetrical hashing at the PIC level on the inbound traffic interface (where traffic enters
the router), include the symmetric-hash or symmetric-hash complement statement at the [edit chassis
fpc slot-number pic pic-numberhash-key] hierarchy level:

[edit chassis fpc slot-number pic pic-number hash-key]
family multiservice {
source-mac;
destination-mac;
payload {
ip {
layer-3 (source-ip-only | destination-ip-only) ;

layer-4;


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/config-guide-network-interfaces/network-interfaces.html
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symmetric-hash {

complement;

family inet {
layer-3;
layer-4;
symmetric-hash {

complement;

NOTE:
e PIC-level symmetrical hashing overrides the chassis-level symmetrical hashing configured at

the [edit chassis forwarding-options hash-key] hierarchy level.

e Symmetrical hashing for load balancing on 802.3ad Link Aggregation Groups is currently
supported for the VPLS, INET and bridged traffic only.

e Hash key configuration on a PIC or Packet Forwarding Engine can be either in the “symmetric
hash” or the “symmetric hash complement” mode, but not both at the same time.

SEE ALSO

family
hash-key
inet
multiservice

payload

symmetric-hash



Examples: Configuring PIC-Level Symmetrical Hashing for Load Balancing on 802.3ad
LAGs on MX Series Routers
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NOTE: These examples are applicable only to the DPCs Supported on MX240, MX480, and
MX960 Routers. For the list of DPCs supported, see DPCs Supported on MX240, MX480, and
MX260 Routers in the Related Documentation section.

The following examples show how to configure symmetrical hashing at the PIC level for load balancing
on MX Series routers:

Configuring Symmetrical Hashing for family multiservice on Both Routers

On the inbound traffic interface where traffic enters Router A, include the symmetric-hash statement at
the [edit chassis fpc slot-number pic pic-numberhash-key family multiservice] hierarchy level:

[edit chassis fpc 2 pic 2 hash-key]
family multiservice ({
source-mac;
destination-mac;
payload {
ip {
layer-3;
layer-4;

}

symmetric-hash;



On the inbound traffic interface where traffic enters Router B, include the symmetric-hash complement
statement at the [edit chassis fpc slot-number pic pic-numberhash-key family multiservice] hierarchy
level:

[edit chassis fpc 0 pic 3 hash-key]
family multiservice {
source-mac;
destination-mac;
payload {
ip {
layer-3;
layer-4;

}
symmetric-hash {

complement;

Configuring Symmetrical Hashing for family inet on Both Routers

On the inbound traffic interface where traffic enters Router A, include the symmetric-hash statement at
the [edit chassis fpc slot-number pic pic-numberhash-key family inet] hierarchy level:

[edit chassis fpc 0 pic 1 hash-key]
family inet {

layer-3;

layer-4;

symmetric-hash;

On the inbound traffic interface where traffic enters Router B, include the symmetric-hash complement
statement at the [edit chassis fpc slot-number pic pic-numberhash-key family inet] hierarchy level:

[edit chassis fpc 1 pic 2 hash-key]
family inet {

layer-3;

layer-4;

symmetric-hash {

complement;



Configuring Symmetrical Hashing for family inet and family multiservice on the Two Routers

On the inbound traffic interface where traffic enters Router A, include the symmetric-hash statement at
the [edit chassis fpc slot-number pic pic-number hash-key family multiservice] hierarchy level:

[edit chassis fpc 1 pic 0 hash-key]
family multiservice {
payload {
ip {
layer-3;
layer-4;

}

symmetric-hash;

On the inbound traffic interface where traffic enters Router B, include the symmetric-hash complement
statement at the [edit chassis fpc sfot-number pic pic-numberhash-key family inet] hierarchy level:

[edit chassis fpc 0 pic 3 hash-key]
family inet {

layer-3;

layer-4;

symmetric-hash {

complement;

SEE ALSO

DPCs Supported on MX240, MX480, and MX960 Routers
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Example: Configuring Aggregated Ethernet Load Balancing
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Example: Configuring Aggregated Ethernet Load Balancing
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This example shows how to configure aggregated Ethernet load balancing.

Requirements
This example uses the following hardware and software components:

e Three MX Series routers with MIC and MPC interfaces or three PTX Series Packet Transport Routers
with PIC and FPC interfaces

e Junos OS Release 13.3 or later running on all devices

Overview

IN THIS SECTION
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Load balancing is required on the forwarding plane when there are multiple paths or interfaces available
to the next hop router, and it is best if the incoming traffic is load balanced across all available paths for
better link utilization.



Aggregated Ethernet bundle is a typical application that uses load balancing to balance traffic flows
across the member links of the bundle (IEEE 802.3ad).

Starting with Junos OS Release 13.3, aggregated Ethernet load balancing is enhanced to provide two
solutions for resolving genuine traffic imbalance on aggregated Ethernet bundles on MICs or MPCs of
MX Series routers. Starting with Junos OS Release 14.1, aggregated Ethernet load balancing is enhanced
to provide two solutions for resolving genuine traffic imbalance on aggregated Ethernet bundles on PICs
or FPCs of PTX Series Packet Transport Routers.

The aggregated Ethernet load-balancing solutions are:

e Adaptive—Adaptive load balancing is used in scenarios where flow-based hashing is not sufficient to
achieve a uniform load distribution. This load-balancing solution implements a real-time feedback
and control mechanism to monitor and manage imbalances in network load.

The adaptive load-balancing solution corrects the traffic flow imbalance by modifying the selector
entries, and periodically scanning the link utilization on each member link of the AE bundle to detect
any deviations. When a deviation is detected, an adjustment event is triggered and fewer flows are
mapped to the affected member link. As a result, the offered bandwidth of that member link goes
down. This causes a continuous feedback loop, which over a period of time ensures that the same
amount of byte rate is offered to all the member links, thus providing efficient traffic distribution
across each member link in the AE bundle.

To configure adaptive load balancing, include the adaptive statement at the [edit interfaces aex
aggregated-ether-options load-balance] hierarchy level.

NOTE: Adaptive load balancing is not supported if the VLAN ID is configured on the
aggregated Ethernet interface. This limitation affects the PTX Series Packet Transport Routers
only.

The pps option enables load balancing based on the packets-per-second rate. The default setting is
bits-per-second load balancing.

The scan-interval value configures the length of time for scanning as a multiple of 30 seconds.

The tolerance value is the limit to the variance in the packet traffic flow to the aggregated Ethernet
links in the bundle. You can specify a maximum of 100-percent variance. When the tolerance
attribute is not configured, a default value of 20 percent is enabled for adaptive load balancing. A
smaller tolerance value balances better bandwidth, but takes a longer convergence time.

NOTE: The pps and scan-interval optional keywords are supported on PTX Series Packet
Transport Routers only.



e Per-packet random spray—When the adaptive load-balancing solution fails, per-packet random spray
acts as a last resort. The per-packet random spray load-balancing solution helps to address traffic
imbalance by randomly spraying the packets to the aggregate next hops. This ensures that all the
member links of the AE bundle are equally loaded, resulting in packet reordering.

In addition, per-packet random spray identifies the ingress Packet Forwarding Engine that caused the
traffic imbalance and eliminates traffic imbalance that occurs as a result of software errors, except for
packet hash.

To configure per-packet random spray load balancing, include the per-packet statement at the [edit
interfaces aex aggregated-ether-options load-balance] hierarchy level.

NOTE: The Per-Packet option for load balancing is not supported on the PTX Series Packet
Transport Routers.

The aggregated Ethernet load-balancing solutions are mutually exclusive. When more than one of the
load-balancing solutions is configured, the solution that is configured last overrides the previously
configured one. You can verify the load-balancing solution being implemented by issuing the show
interfaces aex aggregated-ether-options load-balance command.
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Topology
In this topology, two aggregated Ethernet bundles - ae0 and ael - are configured on the links between

the R2 and R3 routers.

Figure 5: Aggregated Ethernet Load Balancing
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CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, and then copy and paste
the commands into the CLI at the [edit] hierarchy level.

R1

set chassis aggregated-devices ethernet device-count 12

set interfaces xe-0/0/0 unit O family inet address 120.168.1.1/30

set interfaces xe-0/0/0 unit O family iso

set interfaces xe-0/0/0 unit O family mpls

set interfaces xe-0/0/1 unit O family inet address 120.168.2.1/30

set interfaces xe-0/0/1 unit O family iso

set interfaces xe-0/0/1 unit O family mpls

set interfaces ge-1/0/0 unit O family inet address 120.168.100.2/30
set interfaces ge-1/0/0 unit O family iso

set interfaces ge-1/0/0 unit O family mpls

set interfaces ge-1/0/1 unit O family inet address 120.168.101.2/30
set interfaces ge-1/0/1 unit O family iso

set interfaces ge-1/0/1 unit O family mpls

set interfaces 100 unit O family inet address 120.168.0.2/32

set interfaces 100 unit O family iso address 49.0001.1201.6800.0002.00
set routing-options router-id 120.168.0.2

set routing-options autonomous-system 55

set protocols rsvp interface ge-1/0/0.0

set protocols rsvp interface ge-1/0/1.0

set protocols mpls label-switched-path videl-to-sweets to 120.168.0.9
set protocols mpls label-switched-path v-2-s-601 to 60.0.1.0

set protocols mpls label-switched-path v-2-s-601 primary v-2-s-601-primary hop-limit 5
set protocols mpls label-switched-path v-2-s-602 to 60.0.2.0

set protocols mpls label-switched-path v-2-s-602 primary v-2-s-602-primary hop-limit 5
set protocols mpls label-switched-path v-2-s-603 to 60.0.3.0

set protocols mpls label-switched-path v-2-s-604 to 60.0.4.0

set protocols mpls path v-2-s-601-primary 120.168.100.1 strict

set protocols mpls path v-2-s-601-primary 120.168.104.2 strict

set protocols mpls path v-2-s-602-primary 120.168.101.1 strict

set protocols mpls path v-2-s-602-primary 120.168.105.2 strict

set protocols mpls interface ge-1/0/0.0

set protocols mpls interface ge-1/0/1.0

set protocols mpls interface xe-0/0/1.0



set protocols mpls interface xe-0/0/0.0

set protocols bgp group pe-routers type internal

set protocols bgp group pe-routers local-address 120.168.0.2

set protocols bgp group pe-routers family inet unicast

set protocols bgp group pe-routers family inet-vpn unicast

set protocols bgp group pe-routers neighbor 120.168.0.9

set protocols isis traffic-engineering family inet shortcuts

set protocols isis level 1 disable

set protocols isis interface ge-1/0/0.0

set protocols isis interface ge-1/0/1.0

set protocols isis interface 100.0

set policy-options policy-statement nhs then next-hop self

set policy-options policy-statement vpn-m5-export term 1 from protocol bgp
set policy-options policy-statement vpn-m5-export term 1 from protocol direct
set policy-options policy-statement vpn-m5-export term 1 then community add vpn-m5-target
set policy-options policy-statement vpn-m5-export term 1 then accept

set policy-options policy-statement vpn-m5-export term 2 then reject

set policy-options policy-statement vpn-m5-import term 1 from protocol bgp
set policy-options policy-statement vpn-m5-import term 1 from community vpn-m5-target
set policy-options policy-statement vpn-m5-import term 1 then accept

set policy-options policy-statement vpn-m5-import term 2 then reject

set policy-options community vpn-m5-target members target:55:100

set routing-instances vpn-m5 instance-type vrf

set routing-instances vpn-m5 interface xe-0/0/0.0

set routing-instances vpn-m5 interface xe-0/0/1.0

set routing-instances vpn-m5 route-distinguisher 120.168.0.2:1

set routing-instances vpn-m5 vrf-import vpn-m5-import

set routing-instances vpn-m5 vrf-export vpn-m5-export

set routing-instances vpn-m5 protocols bgp group ce type external

set routing-instances vpn-m5 protocols bgp group ce peer-as 100

set routing-instances vpn-m5 protocols bgp group ce as-override

set routing-instances vpn-m5 protocols bgp group ce neighbor 120.168.1.2
set routing-instances vpn-m5 protocols bgp group ce neighbor 120.168.2.2
set routing-instances vpn-m5 protocols ospf domain-id 1.0.0.0

set routing-instances vpn-m5 protocols ospf export vpn-m5-import

set routing-instances vpn-m5 protocols ospf area 0.0.0.0 interface xe-0/0/1.0

set routing-instances vpn-m5 protocols ospf area 0.0.0.0 interface xe-0/0/0.0



R2

set chassis aggregated-devices ethernet device-count 5

set interfaces ge-1/2/0 unit O family inet address 120.168.100.1/30
set interfaces ge-1/2/0 unit O family iso

set interfaces ge-1/2/0 unit O family mpls

set interfaces ge-1/2/1 unit O family inet address 120.168.101.1/30
set interfaces ge-1/2/1 unit O family iso

set interfaces ge-1/2/1 unit O family mpls

set interfaces ge-1/3/0 gigether-options 802.3ad ae0

set interfaces ge-1/3/1 gigether-options 802.3ad ae0

set interfaces ge-1/3/2 gigether-options 802.3ad ae0

set interfaces ge-1/3/3 gigether-options 802.3ad ae0

set interfaces ge-1/3/4 gigether-options 802.3ad ae0

set interfaces ge-2/2/1 gigether-options 802.3ad ael

set interfaces ge-2/2/2 gigether-options 802.3ad ael

set interfaces ge-2/2/3 gigether-options 802.3ad ael

set interfaces ge-2/2/4 gigether-options 802.3ad ael

set interfaces ge-2/2/5 gigether-options 802.3ad ael

set interfaces ge-2/2/6 gigether-options 802.3ad ael

set interfaces ge-2/2/7 gigether-options 802.3ad ael

set interfaces ge-2/2/8 gigether-options 802.3ad ael

set interfaces ae0 aggregated-ether-options load-balance adaptive tolerance 10
set interfaces ae0 aggregated-ether-options link-speed 1g

set interfaces ae0 aggregated-ether-options lacp active

set interfaces ae0 unit O family inet address 120.168.104.1/30

set interfaces ae0 unit O family iso

set interfaces ae0 unit O family mpls

set interfaces ael aggregated-ether-options load-balance adaptive tolerance 10
set interfaces ael aggregated-ether-options link-speed 1g

set interfaces ael aggregated-ether-options lacp active

set interfaces ael unit O family inet address 120.168.105.1/30

set interfaces ael unit O family iso

set interfaces ael unit O family mpls

set interfaces 100 unit O family inet address 120.168.0.4/32

set interfaces 100 unit O family iso address 49.0001.1201.6800.0004.00
set accounting-options selective-aggregate-interface-stats disable
set protocols rsvp interface ge-1/2/0.0

set protocols rsvp interface ge-1/2/1.0

set protocols rsvp interface ae0.0



set protocols rsvp interface ael.0

set protocols mpls interface ge-1/2/0.0
set protocols mpls interface ge-1/2/1.0
set protocols mpls interface ae0.0

set protocols mpls interface ael.0

set protocols isis traffic-engineering family inet shortcuts
set protocols isis level 1 disable

set protocols isis interface ge-1/2/0.0
set protocols isis interface ge-1/2/1.0
set protocols isis interface ae0.0

set protocols isis interface ae1.0

set protocols isis interface 100.0

R3

set chassis aggregated-devices ethernet device-count 5

set interfaces xe-4/0/0 unit O family inet address 120.168.9.1/30
set interfaces xe-4/0/0 unit O family mpls

set interfaces xe-4/0/1 unit O family inet address 120.168.10.1/30
set interfaces xe-4/0/1 unit O family mpls

set interfaces ge-5/0/1 gigether-options 802.3ad ael

set interfaces ge-5/0/2 gigether-options 802.3ad ael

set interfaces ge-5/0/3 gigether-options 802.3ad ael

set interfaces ge-5/0/4 gigether-options 802.3ad ael

set interfaces ge-5/0/5 gigether-options 802.3ad ael

set interfaces ge-5/0/6 gigether-options 802.3ad ael

set interfaces ge-5/0/7 gigether-options 802.3ad ael

set interfaces ge-5/0/8 gigether-options 802.3ad ael

set interfaces ge-5/3/0 gigether-options 802.3ad ae0

set interfaces ge-5/3/1 gigether-options 802.3ad ae0

set interfaces ge-5/3/2 gigether-options 802.3ad ae0

set interfaces ge-5/3/3 gigether-options 802.3ad ae0

set interfaces ge-5/3/4 gigether-options 802.3ad ae0

set interfaces ae0 aggregated-ether-options link-speed 1g

set interfaces ae0 aggregated-ether-options lacp active

set interfaces ae0 unit O family inet address 120.168.104.2/30
set interfaces ae0 unit O family iso

set interfaces ae0 unit O family mpls

set interfaces ael aggregated-ether-options link-speed 1g

set interfaces ael aggregated-ether-options lacp active



set interfaces ael unit O family inet address 120.168.105.2/30

set interfaces ael unit O family iso

set interfaces ael unit O family mpls

set interfaces |00 unit O family inet address 120.168.0.9/32

set interfaces 100 unit O family iso address 49.0001.1201.6800.0009.00

set routing-options router-id 120.168.0.9

set routing-options autonomous-system 55

set protocols rsvp interface xe-4/0/0.0

set protocols rsvp interface xe-4/0/1.0

set protocols rsvp interface ae0.0

set protocols rsvp interface ael.0

set protocols mpls label-switched-path to-videl to 120.168.0.2

set protocols mpls interface xe-4/0/0.0

set protocols mpls interface xe-4/0/1.0

set protocols mpls interface ae0.0

set protocols mpls interface ae1.0

set protocols bgp group pe-routers type internal

set protocols bgp group pe-routers local-address 120.168.0.9

set protocols bgp group pe-routers family inet unicast

set protocols bgp group pe-routers family inet-vpn unicast

set protocols bgp group pe-routers neighbor 120.168.0.2

set protocols isis traffic-engineering family inet shortcuts

set protocols isis level 1 disable

set protocols isis interface ae0.0

set protocols isis interface ae1.0

set protocols isis interface 100.0

set policy-options policy-statement nhs then next-hop self

set policy-options policy-statement vpn-m5-export term 1 from protocol bgp
set policy-options policy-statement vpn-m5-export term 1 from protocol direct
set policy-options policy-statement vpn-m5-export term 1 then community add vpn-m5-target
set policy-options policy-statement vpn-m5-export term 1 then accept

set policy-options policy-statement vpn-m5-export term 2 then reject

set policy-options policy-statement vpn-m5-import term 1 from protocol bgp
set policy-options policy-statement vpn-m5-import term 1 from protocol direct
set policy-options policy-statement vpn-m5-import term 1 from community vpn-m5-target
set policy-options policy-statement vpn-m5-import term 1 then accept

set policy-options policy-statement vpn-m5-import term 2 then reject

set policy-options community vpn-m5-target members target:55:100

set routing-instances vpn-m5 instance-type vrf

set routing-instances vpn-m5 interface xe-4/0/0.0



set routing-instances vpn-mb5 interface xe-4/0/1.0

set routing-instances vpn-m5 route-distinguisher 120.168.0.9:1

set routing-instances vpn-m5 vrf-import vpn-m5-import

set routing-instances vpn-m5 vrf-export vpn-m5-export

set routing-instances vpn-m5 protocols bgp group ce type external

set routing-instances vpn-m5 protocols bgp group ce peer-as 100

set routing-instances vpn-m5 protocols bgp group ce as-override

set routing-instances vpn-m5 protocols bgp group ce neighbor 120.168.9.2
set routing-instances vpn-m5 protocols bgp group ce neighbor 120.168.10.2
set routing-instances vpn-m5 protocols ospf domain-id 1.0.0.0

set routing-instances vpn-m5 protocols ospf export vpn-m5-import

set routing-instances vpn-m5 protocols ospf area 0.0.0.0 interface xe-4/0/0.0

set routing-instances vpn-m5 protocols ospf area 0.0.0.0 interface xe-4/0/1.0

Configuring Adaptive Load Balancing

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
information about navigating the CLI, see Using the CL/ Editor in Configuration Mode.

To configure the R2 router:

NOTE: Repeat this procedure for the other routers, after modifying the appropriate interface
names, addresses, and any other parameters for each router.

Specify the number of aggregated Ethernet interfaces to be created.

[edit chassis]

user@R2# set aggregated-devices ethernet device-count 5

Configure the Gigabit Ethernet interface link connecting R2 to R1.

[edit interfaces]

user@R2# set ge-1/2/0 unit O family inet address 120.168.100.1/30
user@R2# set ge-1/2/0 unit O family iso

user@R2# set ge-1/2/0 unit O family mpls

user@R2# set ge-1/2/1 unit O family inet address 120.168.101.1/30



user@R2# set ge-1/2/1 unit O family iso

user@R2# set ge-1/2/1 unit O family mpls

user@R2# setlo0 unit O family inet address 120.168.0.4/32

user@R2# setloO unit O family iso address 49.0