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(57) ABSTRACT

A natural language user interface for computer-aided design
systems (CAD) comprises a natural language command
module including a parser, language database and a CAD
model analyzer, and a natural language server module
including a second, increased capability parser, a second,
preferably larger language database and a CAD context
database. The CAD model analyzer analyzes and retrieves
associated CAD model information related to a parsed voice
command and the CAD context database provides specific
CAD related contextual information to facilitate parsing and
interpreting CAD specific commands. The natural language
server program module may also include an artificial intel-
ligence based query generator and communicate through a
network or cloud with resource providers such as third party
market places or suppliers to generate queries for retrieval of
third party supplied information necessary to respond to or
execute CAD specific voice commands.
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1
NATURAL LANGUAGE USER INTERFACE
FOR COMPUTER-AIDED DESIGN SYSTEMS

FIELD OF THE INVENTION

The present invention generally relates to the field of
computer-aided design. In particular, the present invention is
directed to natural language user interfaces for computer-
aided design systems.

BACKGROUND

Computer-aided design (CAD) programs allow designers
to create computer models of products to be manufactured.
Such programs can be incredibly complex and take exten-
sive training and use before a designer becomes efficient in
the use of the program. Natural language interfaces have
been proposed as a means for simplifying many different
human-machine interactions. While such programs are hav-
ing increasing success in terms of adoption for general use,
for example, the ability to ask simple questions like weather
or direction queries of a mobile phone interface (see, e.g.,
US Pub. No. 2012/0016678, entitled “Intelligent Automated
Assistant,” which is incorporated by reference herein in its
entirety), such systems still do not provide an adequate or
user-friendly interface for many complex systems, such as
CAD programs, that employ specialized language and
wherein context-specific terminology has multiple meanings
and/or multiple defining parameters that vary with the
context.

While attempts have been made at providing natural
language interfaces for CAD systems (see, e.g., US Pub. No.
2009/0058860, entitled “Method For Transforming Lan-
guage Into A Visual Form,” which is incorporated by refer-
ence herein in its entirety), such systems in themselves have
been overly complex and have not produced results that
have led to general application and use.

SUMMARY OF THE DISCLOSURE

In one embodiment, a natural language interface system is
provided for a computer-aided design (CAD) system,
wherein the CAD system comprises a CAD program con-
taining at least one CAD command program module for
executing CAD commands with respect to a CAD model
stored in an associated memory in response to user inputs
communicated through one or more /O devices. The natural
language interface system comprises a natural language
command program module communicating with the 1/O
devices and with a natural language program server module.
The 1/0 devices include auditory input and output devices.
The natural language command program module comprises
a first parser sub-module and first language database for
initially parsing natural language inputs received through the
auditory I/O devices, a CAD model analyzer for interrogat-
ing the CAD model to return CAD model information as
determined by the initial parsing. The natural language
program server module comprises a second parser sub-
module and at least a second language database for further
parsing natural language inputs received through the audi-
tory 1/0O devices as communicated from the natural language
command program module, a CAD context database con-
taining predetermined information categories and informa-
tion search locations corresponding to pre-identified com-
mand topics corresponding to CAD specific natural
language commands; and a query generator sub-module for
generating queries directed to resource providers for return-
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2

ing required information based on parsed natural language
inputs and corresponding information identified in said
CAD context database.

In another embodiment a method for providing a natural
language interface for a computer-aided design (CAD) sys-
tem comprises steps of receiving a user voice input, parsing
the user voice input, determining a meaning for the parsed
user voice input, the meaning including command topics,
identifying required information and corresponding location
information for the required information contained in a CAD
context database and associated with the command topics,
assembling a query for additional information based on the
meaning and the required information, sending the
assembled query to a corresponding information location,
receiving queried information from the corresponding infor-
mation location, translating the received information into a
response, determining if the response comprises a command
to a CAD program module or a response to be provided to
the user, and sending the command to at least one CAD
program module or the response to the user based on the
previous determining step.

BRIEF DESCRIPTION OF THE DRAWINGS

For the purpose of illustrating the invention, the drawings
show aspects of one or more embodiments of the invention.
However, it should be understood that the present invention
is not limited to the precise arrangements and instrumen-
talities shown in the drawings, wherein:

FIG. 1A is a block diagram schematically illustrating a
system according to one embodiment of the present inven-
tion;

FIG. 1B is a block diagram schematically illustrating an
alternative system according to another embodiment of the
present invention;

FIG. 2 is a flow diagram illustrating a high level method
according to an embodiment of the present invention;

FIG. 3 is a flow diagram illustrating another embodiment
of' a method according to the present invention with more
detail,

FIG. 4 is a flow diagram illustrating a sub-step within the
embodiments shown in FIG. 2 or 3;

FIG. 5 schematically represents a partial example of
information contained within a context database according
to an embodiment of the present invention;

FIG. 6 is a flow diagram illustrating one possible embodi-
ment of a query generation algorithm according to the
present invention;

FIGS. 7A and 7B are block diagrams schematically illus-
trating another exemplary embodiment of query generating
algorithm, wherein FIG. 7A represents an exemplary parsing
algorithm and FIG. 7B represents an exemplary query
algorithm; and

FIG. 8 is a block diagram schematically illustrating exem-
plary hardware implementations of embodiments of the
present invention.

DETAILED DESCRIPTION

Aspects of the present invention include techniques,
methods, hardware and software for providing natural lan-
guage interfaces in and for computer-aided design (CAD)
systems. Exemplary embodiments are described herein
below and illustrated in the accompanying drawings. It will
be understood by those skilled in the art that various
changes, omissions and additions may be made to that which
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is specifically disclosed herein without departing from the
spirit and scope of the present invention.

As used herein, a structure may be an object or part having
a particular geometry, and a computer model may be a
virtual representation of a structure and may be created
using an appropriate CAD system or program. A designer
may be the designer of a computer model, a purchaser, an
agent of the purchaser, and a consumer, a home user, or a
customer, among others. Examples of a structure include a
piece of sheet metal, a solid cube, a cylindrical pipe, an
injection molded plastic toy, an article of clothing such as a
shirt made of cotton, and an assembly of various parts such
as a vehicle, among others. A project (or design) may refer
to a CAD model of a part or an assembly of CAD models of
parts that may be a virtual representation of a particular
structure and may be created using one or more appropriate
CAD systems or programs.

One or more aspects of the present invention can be
implemented in any of a wide variety of manners, such as
within a single computing device or by two or more net-
worked computing devices, among others. In some embodi-
ments, functionalities of systems described herein may be
integrated into computer modeling programs directly via
add-on software.

As would be apparent to one reasonably skilled in the art,
aspects and embodiments of the invention may be applied to
any number of manufacturing types, including but not
limited to the manufacture of apparel and sheet metal
products among others. In the case of sheet metal and
apparel, designers use CAD systems to design their prod-
ucts, using sheets of flat material for manufacture. Design
data, such as material choice, precise dimensions, or loca-
tions of additional features may be embedded within the
digital design. Designers may choose different metals or
fabrics (including non-woven materials such as leather)
depending on the strength and other inherent properties of
the material, which affects what manufacturing methods
may be necessary to work the material. Purchased compo-
nents (in some cases, identical purchased components) may
be added to the design. CAD programs may be used to
visualize the shape of the finished product. In both sheet
metal and apparel manufacturing the sheet (metal or fabric)
may be cut or stamped by a variety of methods using
computerized machines. Units are moved from station to
station during manufacture. Where sheet metal is connected
by rivets or welding, sheet fabric is connected by stitching
or gluing. Surface finishes may be applied to both; both may
be painted, silk-screened, or otherwise covered with a pro-
tective substance. While sheet metal and fabric apparel
products have commonalities as discussed above, it will be
appreciated by those skilled in the art that other design and
manufacturing types which may or may not share many of
the same attributes are also amenable to application of
embodiments of the present invention.

Referring first to FIG. 1A, an exemplary embodiment of
a system 100 in accordance with the teaching of the present
invention is described. In one implementation, system 100
comprises one or more computing devices with appropri-
ately networked and/or communicating modules. For
example, sub-system 102 may comprise a computer, other
computing device or other system as may be devised by a
person of ordinary skill for executing functionalities as
described herein based on appropriately coded instructions.
1/0 devices 104 include language-based 1/O devices such as
a microphone and speakers, as well as other I/O devices such
as mouse, keyboard, touch pad or touch screen. CAD
program 106 and memory 118 are also included in sub-
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system 102. CAD program 106 includes, in addition to
conventional CAD system functionality, natural language
command program 110. Natural language command pro-
gram 110 comprises parser 112, CAD model analyzer 114
and language database 116. CAD model 120 typically
resides in a memory device, such as memory 118 although
the memory need not be configured as a part of the system
per se, but may be functionally remote and communicate
with the system through an appropriate network.

CAD model analyzer 114 functions as a form of interro-
gator that interrogates the CAD model to return CAD model
data as called for by various program functions. In some
embodiments, other system modules may include and/or
maintain such an interrogator for interrogating information
from a CAD model. Additionally or alternatively, natural
language program sever module 122, and/or resource pro-
vider server module 132 may contain such an interrogator,
for example, as a portion of or add-on to a CAD program.
CAD model analyzer 114 may analyze a CAD model and
output data that may be received and used by natural
language command program module 110 or other system
modules. Illustrative embodiments for such an analyzer/
interrogator may be found in U.S. patent application Ser. No.
14/060,033, filed on Oct. 22, 2013, and titled “AUTO-
MATED FABRICATION PRICE QUOTING AND FABRI-
CATION ORDERING FOR COMPUTER-MODELED
STRUCTURES”, which is incorporated by reference herein
for its teachings of extracting data from computer models,
and U.S. patent application Ser. No. 14/282,773, filed on
May 20, 2014, and titled “METHODS AND SOFTWARE
FOR ENABLING CUSTOM PRICING IN AN ELEC-
TRONIC COMMERCE SYSTEM?”, which is incorporated
by reference herein for its teachings of particular interroga-
tor engines.

CAD program module 106 may comprise any of the
modules in a conventional CAD system or program that
govern one or more functions of the CAD program as would
be understood by persons of ordinary skill in the art.
Examples of other CAD system models, not shown, may
include: create new item module, select material module,
bend module, weld module or cut module. However, natural
language command program module 110 is in addition to the
conventional modules of the CAD system or program.

Parser 112 parses content of spoken commands received
through I/O devices 104 and communicates with language
database 116 to determine relevant portions of the spoken
command for formulating a query as discussed in more
detail below. CAD model analyzer 114, like interrogator,
searches for specific information in CAD model 120 and
communicates with natural language server module 122.

Natural language program server module, which may be
remotely located, may comprise a high capacity server/
database to assist in parsing any natural language commands
that cannot be parsed through resident module 110. Thus,
natural language program server module 122 includes parser
126, which is similar in function to parser 112 but more
powerful, and API 124, which would be used to translate
commands into required syntax for other system modules,
for example, to communicate with resource provider server
module 132. Language database 128 is a larger, more
powerful version of database 116, and may comprise mul-
tiple specialized, plurally accessible library-type databases.
Query generator 130 may comprise the artificial intelligence
for query generation as described herein below (see, for
example, FIGS. 6, 7A and 7B) and thus may comprise a
processor and memory of its own, as well as other associated
hardware and software suited for its query generation func-
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tion. CAD context database 144 contains CAD specific
information as shown in FIG. 5 and described in more detail
below.

Resource provider server module 132 provides external
services and/or information when called for by module 122.
For example, when information needed to respond to a query
resides outside of the CAD system and natural language
program server module 122, automated searching of appro-
priate databases is initiated, the databases being supplied as
resource provider server modules 132 in order to provide
information from suppliers, marketplaces, and other external
services. In some examples, resource provider server mod-
ule 132 is an external service supplier marketplace database,
either a source of information or standalone entity that will
perform calculations.

In operation a natural language command plus any addi-
tional information concomitantly entered is received
through 1/O devices 104 and directed to natural language
command program module 110, which then parses the
command, breaking it into pieces and identifying, using
language database 116, the meaning of the command. Infor-
mation that is identified as being contained within CAD
model 120 is analyzed and retrieved by CAD model ana-
lyzer 114 by interrogating the CAD model. If for some
reason natural language command program module 110 is
unable to determine the meaning of a command, it will send
an audio file to natural language program server module 122
to be further parsed by parser 126, accessing language
database(s) 128. Also at this point, CAD context database
144 communicates with parser 126 to determine what infor-
mation must be pulled from CAD model 120. Pulled infor-
mation is sent back through CAD model analyzer 114 to
server module 122 and query generator 130 generates a
query based on retrieved information.

CAD context database 144 supplements language data-
bases 116 and 128 with CAD specific contextual information
that is accessed, for example, when parser 126 is unable to
parse a command by access to the more general language
databases or if more than one contextual meaning is iden-
tified. For example, CAD context database 144 contains
information necessary to identify a bolt as a purchase part
that is associated with a nut, to separate it from other general
language context meanings (i.e., to leave quickly or a
lightning bolt). CAD context database 144 also contains
information to direct natural language server program mod-
ule 122 to query resource provider modules 132 when
supplier-type or other externally provided information is
needed for query completion.

If the query can be executed by the CAD program without
further information or data inputs, then the command is
translated to the CAD program through natural language
command program module 110. However, when the query
requires additional, non-resident information, the query is
then translated by API 124 and sent to resource provider
server module 132 for answer. When the response is
returned from resource provider server module 132, AP 124
translates the response into a format that can be used by the
CAD program module and it is sent back through natural
language command program module 110, which delivers an
output, such as an auditory output, through I/O devices 104
and/or instructs the CAD command program module 108 to
execute the command.

With reference to FIG. 1B, a further alternative system is
described. As will be seen, the basic components of FIG. 1A
are carried over to the embodiment of FIG. 1B. Added
components include network connection device 134 that
permits communication with an network, the Internet or
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information stored in a cloud. Communication through this
path may be with natural language program server module
122 as previously described, as well as multiple resource
provider server modules 132 and direction with resource
provider databases 142.

In this embodiment, CAD program 106 also includes
plural CAD program modules 1084, b . . .  communicating
with natural language command program module 110
through template API 138. Template API 138 is used to
translate commands and other information coming back
from the natural language command program module 110
into a command that can be used by the particular CAD
program. GUI 136 is also added, optionally communicating
between /O devices 104 and natural language command
program module 110 to facilitate interaction with the user.
Optional API 140 inside natural language command pro-
gram module 110 translates and facilitates communications
between the various sub-modules.

Within natural language program server module 122,
CAD command templates 146 are used in conjunction with
template API 138 to send instructions in the language that
the CAD program will understand. Thus, CAD model 120a,
b, ... nis to be changed using a command program module.
Template API 138 translates a command in a template form
to a command that is actually understood by the module.

The following prophetic examples further illustrate opera-
tion of embodiments of the system thus described. As is
typical in natural language interfaces, the “system” is
assigned a name to be spoken by the user to initiation
language recognition and parsing, and to distinguish com-
mands from other spoken words. Any suitable name may be
assigned. In this case, for illustration purposes only, the
assigned name is “Nalcop,” representing natural language
command program module 110.

EXAMPLE 1

In operation, a user clicks a hole and says, “Nalcop, I need
bolts to fit this hole.” Nalcop parses the command with
parser 112 and determines that “this hole” refers to a
highlighted feature in the displayed CAD model. Natural
language command program module 110 then uses CAD
model analyzer 114 to gather all data related to the hole from
CAD model 120. Then, it sends the data plus message to
natural language command program server module 122,
where the natural language statement and CAD model data
is further parsed (if necessary). Query generator 130 creates
a search command using the parsed statement and the CAD
model data, and searches resource provider server modules
132 or databases 142 for bolts of the correct diameter and
correct length that are compatible with the material in which
the hole is located. That data is returned to natural language
command program module 110, which displays it in GUI
136.

EXAMPLE 2

In operation, a user says, “Nalcop, this shelf needs to hold
40 pounds.” Natural language command program module
110 cannot initially parse this command, so it sends a voice
record to natural language program server module 122.
Server module 122 parses the statement and determines that
the user’s statement is a request to calculate whether the
structure can hold 40 pounds. Based on this determination,
made using parser 126, language database 128 and CAD
context database 144, server module 122 sends natural
language command program module 110 instructions to
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analyze the entire CAD model (to get material, thickness,
and angles) and to ask the user which way is up (e.g.
necessary to know directionality to perform the analysis)
and what factor of safety the user would like to use (e.g.,
necessary to know how sure the user wants to be that the
shelf will hold 40 pounds). Natural language command
program module 110 thus poses the required questions
through GUI 136 and/or I/O devices 104 and waits for a
response from the user. Required CAD model data is
accessed by CAD model analyzer 114, combined with user
inputs in response to stated questions and transmitted to
server module 122. API 124 puts the information in the
correct format and sends the data to a resource provider
server module 132 which can perform a stress (statics)
analysis on a model of that shape using that material. If the
analysis determines that the aluminum brackets supporting
the shelf will not support the weight, server module 122
sends a “no” answer to natural language command program
module 110, which communicates the answer to the user
through GUI 136 and/or /O devices 104. Such communi-
cation may take the form of a statement delivered through
system speakers. The user may choose to respond to the “no”
answer with a further question, such as “Well Nalcop, what
will work?” In such a case, that question is parsed to be a
request for design modifications. Server module 122 sends
common fabrication material options to resource provider
server modules 132 to determine whether using a different
material in the bracket will work. For purposes of this
example, assume stainless steel would be sufficient to hold
the weight. In this case, server module 122 may also send
different bracket thicknesses, but using the original material
(aluminum), to resource provider server modules 132.
Assume it is determined that doubling the thickness in the
original material will also work. Server module 122 then
sends natural language command program module 110
information that the CAD model as it exists will not hold 40
pounds, but stainless steel or double-thickness aluminum
will. Natural language command program module 110 then
prompts the user through I/O devices 104 and or GUI 136 to
indicate whether he wants to use stainless steel or double the
thickness of aluminum. The user selection is sent back to
server module 122, which fills out a CAD Command Tem-
plate 146, which is sent back through natural language
command program module 110 to template API 138, which
instructs CAD program module(s) 108a, . . . n to make the
change.

Operation of embodiments of the present invention may
be further understood with references to the flow diagrams
in FIGS. 2, 3 and 4. FIG. 2 illustrates a high level method
comprising five general steps. Step 205 comprises receiving
user natural language and input/output device inputs, in
other words the user speaks and may also use keyboard or
mouse to highlight. For example, a user may say “I need a
bolt to fit this hole” while using the mouse to identify the
hole and natural language command program module 110
will appropriately associate the two different types of inputs
based on context and proximity in time. For example, the
context of the parse can include recognition of keyboard/
mouse commands such as “make this <highlighted with
mouse>, aluminum.” In a further alternative, distinct com-
mands may be assigned to correspond to the mouse or
keyboard commands so that context is not required, for
example, predetermining that spoken “this” plus an imme-
diate physical I/O action go together.

Step 210 comprises parsing the natural language inputs to
determine meaning and required information. Step 215
comprises analyzing CAD model 120 for required informa-
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tion, typically using CAD model analyzer 114. Step 220
comprises determining actions to be carried out, for example
determining results using resource provider server modules
or databases as described above. Step 225 comprises carry-
ing out the action or actions or delivering results to the user.

More detailed method steps are described in connection
with the embodiment shown in FIG. 3. In this embodiment,
a first step 305 comprises receiving a user voice input and
optionally input/output device input as described. In step
310 the meaning of voice and I/O device inputs is deter-
mined. More detail on this step is provided in the discussion
of FIG. 4 below. Next, at step 315, server module 122 selects
a resource provider server module 132 to which the query is
to be directed.

Step 320 requires a determination of whether more infor-
mation is required. If YES, step 322 generates a query to the
user to provide additional information and program flow
returns to step 305 upon information receipt. If NO, program
flow continues on to step 325. In step 325 the query is
assembled and then sent in step 330. In step 335 resource
provider results are received from either or both of the
resource provider server module or databases. Step 340
comprises translating the resource provider results to a
response in a form useable by the CAD system. In step 345,
the translated response is sent to the natural language
command program module.

Step 350 requires another determination, in this case
whether the returned response is a CAD command or a
response to be directed to the user. In other words, is the
response something that is intended to seek feedback or find
answer from the user, or is it really a CAD command that
should be going into the CAD program for execution? If a
CAD command, it is routed at 355 for execution by a CAD
program module; if a user response, it is routed at 360 to an
appropriate /O device for communication with the user.

Turning now to FIG. 4, more detail of the command
meaning determination in step 310 above is provided. The
process in this embodiment begins at step 405 with receiving
user voice input and optionally 1/O device input, in this case
the same as step 305. Next, in step 410, the voice input is
parsed to determine the meaning as is generally understood
by persons skilled in the art of natural language program
interfaces. In step 415, required CAD model information
corresponding to as determined CAD-related command top-
ics is further determined. In step 420, CAD model features
are analyzed (for example, by CAD model analyzer 114) for
required CAD model information. Thereafter, in step 425,
CAD model data and optionally voice input are sent to the
natural language program server module for further action as
elsewhere described herein.

FIG. 5 illustrates exemplary contents of CAD context
database 500 in an abbreviated form suitable for represen-
tation within the drawings of a patent application. As will be
appreciated by persons of ordinary skill, the contents of a
CAD context database as described herein will in practice be
substantially more voluminous. In the examples illustrated
in the figures provided herewith, CAD context database 500
is located within natural language program server module
122. However, it may be otherwise located without depart-
ing from the scope of the invention.

As illustrated in the example of FIG. 5, CAD context
database 500 comprises a series of command topics in a first
column and at least two super-columns thereafter that iden-
tify required information and corresponding search
addresses or locations for information corresponding to each
command topic. In this example, a “Yes” entry in any
column indicates applicable or required information, and an
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“X” entry indicates that information is not required or not
applicable. The required information super-column indicates
each specific type of information that CAD analyzer 114
must pull from CAD model 120 to respond to a command
related to the indicated topic or which must be obtained from
a resource provider or other third party source. The search
address super-column indicates applicable sources associ-
ated with each topic from which the required information
may be potentially obtained. In this example, for illustration

10

the required information. In this example, extracted infor-
mation may be diameter=0.5 in, thickness=1.5 in to 2.0 in,
and material=aluminum. Once required information is
returned, at step 620, formulae or engines are accessed and
applied as needed to calculate further required information.
In this example, max bolt diameter might be calculated at
0.95 in and minimum bolt length at 1.1 in.

With all necessary information in hand, a query is gen-
erated at step 623. A hypothetical query for this example

PUIposes, the search address golumgs have bpen populated 10 may include the following fields and corresponding infor-
with a number of well-known industrial suppliers—McMas- . .
] mation: Address: McMaster Carr catalog; Action: search—
ter Carr, PEM and Metal Depot—but any source of infor- t 1ows e e
. . . Term 1: “bolt”—Term 2: “diameter=0.950 in”—Term 3:
mation appropriate for the particular structures to be made “denath>1.65 in to 2.2 in” Term 4: “material—alumi "
may be populated in the search address columns. Also, when Tenﬁ b0 to f m— emd ©oma er(;a fell)uml.nu.m :
formula-based calculations are required, as explained in 15 © the ex.tent any information 1s determined to be missing,
further detail below, the source of the formula may be a it is provided at step 626. For example, the length of fitting
memory location or calculation engine located within the ~ parts could be much longer than thickness of material,
system or internally networked, in addition to third party or leading to many possible fitting results, in which case the
cloud sources. natural language command program module will ask the
The information thus provided by CAD context database 20 user “What length part do you want?”
500 is used to generate search queries, for example as shown Table 1 below shows how the initial search request—
in FIG. 6. The flow diagram of FIG. 6 illustrates one possible “Nalcop, can you find a bolt to fit the selected hole?”—is
algorithm for query determination according to embodi- parsed and the associated program actions and other asso-
ments of the present invention, which will be illustrated by ciated events that flow from the request.
TABLE 1
Parsed “Nalcop” “can you “a bolt” “to fit” “the selected” “hole?”
Voice Input find”
I/O Device N/A N/A N/A N/A “selected” = identify N/A
Association T/O device input for
selected feature
Program “Nalcop” = “you find” = “bolt” = Identify selected feature and determine
Actions Activate  Action will Recognize CAD associated parameters (e.g. hole diameter,
and Topics natural be a search Context Term; depth & surrounding material)
language Retrieve Term- Construct query: “fit . . . selected hole” [verb +
program Specific parameters direct object] = correlate feature parameters
interface for search from CAD (e.g. hole diameter, depth & surrounding
Context Database material) with CAD Context Term Specific
Parameters (e.g. bolt diameter, length &
material) and other purchased parts
compatibility data.
CAD N/A N/A Supply Term- N/A N/A
Context Specific Parameters
Database (for bolt, e.g.,
Interaction diameter, length,
material)
Resource N/A Search Address = McMaster Required corresponding CAD-interrogated
Provider Carr catalog information used to narrow search
Extension (e.g., Search term = diameter of hole; Search
Actions term = material; Search term = thickness of
and Topics Search term = bolt material)

two examples with reference to FIG. 6 and Table 1 below. In
step 605, a voice input is provided, such as “Nalcop, can you
find a bolt to fit the selected hole?”” Simultaneously or at a
time in close proximity to the voice input, a device input is
also provided in step 608. This device input may, in this
example, be mouse clicking on a hole in the displayed
structure from the CAD model. Next, at step 611 the voice
input is parsed to determine actions, topics and required
information. In this example, bolt as a topic returns needed
information such as diameter, length, and material. This
information is returned from CAD context database 500 as
described above.

Based on information returned from CAD context data-
base 500, at step 614, a determination is made as to the
required CAD model information. In this example, required
CAD information includes hole diameter, the material, and
thickness of material at the hole location. With this infor-
mation, at step 617, the CAD model is analyzed to extract
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A second example follows that illustrates a variation of
parameters when the request is for a stud rather than a bolt:

605 Voice Input—“Nalcop, can you find a stud to fit the
selected hole?”

608 1/0O Device Input—Mouse clicks on a hole

611 Parse Voice Input and determine actions and topics
(Stud=diameter, length, material) by accessing CAD
Context Database 500

614 Determine required CAD model information (CAD
information=diameter of hole, thickness of material,
material)

617 Analyze CAD model for required information (Diam-
eter=0.25 in Thickness=0.090 in Material=Aluminum)

620 Use formulae or engines to calculate further infor-
mation (Diameter+/-0.10 in Thickness=1-0.007 in)

623 Generate Query Addresses (PEM catalog Action:
search—Term 1: “stud”—Term 2: “diameter=0.15 in to
0.35 in”—Term 3: “thickness=0.083 in to 0.097 in”—
Term 4: “material=aluminum”)
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626 Provide missing information (After query is
executed, the length of the stud can be variable and
independent of the part being analyzed, leading to
many possible choices. NLCP Module 110 asks, “Is
there a specific length stud you want?” This informa-
tion is then added to the query as Term 5 and the query
is executed again)

FIGS. 7A and 7B illustrate further alternative parsing and
query algorithms, respectively, according to alternative
embodiments of the invention. In each figure there are
generic steps along the top row and a specific example in the
boxes of the bottom row. In this alternative parsing algo-
rithm there is voice input 702 plus 1/O device input 704 plus
CAD model data 706 that is the basis for output setting 708
plus action 710 plus direct object 712. The corresponding
specific examples are, respectively, the voice input of natural
language command program module 110 is “I need a bolt to
fit this” 714 and mousing over the hole as 1/O device input
716 plus CAD model data the hole diameter is half an inch
and length is two inches 718, is the basis for a setting of
purchased parts catalog 720, an action of search 722, and
then the direct object or the search terms is “bolt of half an
inch diameter and at least two inches length” 724.

The setting, action and object thus determined forms
inputs to the query algorithm shown in FIG. 7B, wherein the
setting 730 plus action 732 plus direct object 734 generate
an address 736 plus action 738 plus search term(s) 740-744.
These generic algorithm steps correspond, in this specific
example, to, respectively, an actual query of purchased parts
catalog 746 plus search 748 plus Bolt of 0.5 in diameter and
at least 2 in length 750, provides a specific address of a
resource catalog 752, a specific action of the search 754 and
three search terms 756, 758 and 760 that come out of the
direct object.

In one further embodiment, a local sub-server may be
provided with specialized language databases that apply
only to a group of designers so that the group may create or
use their own individualized glossary commands and terms
that might not be used by others outside the group and thus
would not parse correctly. This would allow, for example,
the users of that group to drop common adjectives from
names when all parts have that name. For example, if all
bolts were red, it would not be necessary for users within the
identified group to specify a red bolt because the system
would know the bolt color was red unless otherwise stated.

In another embodiment, a voice recognition sub-module
may be included within natural language command program
module 110 so that commands can be locked out from
unrecognized voices to permit only authorized users to edit
the CAD model. For example, such functionality may help
to prevent untrained users from changing the CAD model
inadvertently. Also, further functionality may be added to
permit response by the system in natural language to ques-
tions about why a specific command or operation is not
working. For example, if an initial command comprises a
request to add a steel bolt to an aluminum structure and the
system does not allow it because steel fasteners pull through
the aluminum, the natural language command program
module 110 would respond with an error message or say
“this won’t work” in audible tone all of the words—*“this
won’t work for these reasons.” This could be very helpful to
users, especially for those people learning as they make
mistakes and understand why it’s wrong not just that it’s
wrong.

Another alternative embodiment may present help menu
material tutorials as a natural language response, effectively
reading the manual, so that, for example, the user may

10

15

20

25

30

35

40

45

50

55

60

65

12

concentrate on the actions necessary with the keyboard and
mouse without diverting his eyes to read from the screen.

It is to be noted that any one or more of the aspects and
embodiments described herein may be conveniently imple-
mented using one or more machines (e.g., one or more
computing devices that are utilized as a user computing
device for an electronic document, one or more server
devices, such as a document server) programmed according
to the teachings of the present specification, as will be
apparent to those of ordinary skill in the computer art.
Appropriate software coding can readily be prepared by
skilled programmers based on the teachings of the present
disclosure, as will be apparent to those of ordinary skill in
the software art. Aspects and implementations discussed
above employing software and/or software modules may
also include appropriate hardware for assisting in the imple-
mentation of the machine executable instructions of the
software and/or software module.

Such software may be a computer program product that
employs a machine-readable storage medium. A machine-
readable storage medium may be any medium that is capable
of storing and/or encoding a sequence of instructions for
execution by a machine (e.g., a computing device) and that
causes the machine to perform any one of the methodologies
and/or embodiments described herein. Examples of a
machine-readable storage medium include, but are not lim-
ited to, a magnetic disk (e.g., a conventional floppy disk, a
hard drive disk), an optical disk (e.g., a compact disk “CD”,
such as a readable, writeable, and/or re-writable CD; a
digital video disk “DVD”, such as a readable, writeable,
and/or rewritable DVD), a magneto-optical disk, a read-only
memory “ROM” device, a random access memory “RAM”
device, a magnetic card, an optical card, a solid-state
memory device (e.g., a flash memory), an EPROM, an
EEPROM, and any combinations thereof. A machine-read-
able medium, as used herein, is intended to include a single
medium as well as a collection of physically separate media,
such as, for example, a collection of compact disks or one or
more hard disk drives in combination with a computer
memory. As used herein, a machine-readable storage
medium does not include a signal.

Such software may also include information (e.g., data)
carried as a data signal on a data carrier, such as a carrier
wave. For example, machine-executable information may be
included as a data-carrying signal embodied in a data carrier
in which the signal encodes a sequence of instruction, or
portion thereof, for execution by a machine (e.g., a com-
puting device) and any related information (e.g., data struc-
tures and data) that causes the machine to perform any one
of the methodologies and/or embodiments described herein.

Examples of a computing device include, but are not
limited to, an electronic book reading device, a computer
workstation, a terminal computer, a server computer, a
handheld device (e.g., a tablet computer, a personal digital
assistant “PDA”, a mobile telephone, a smartphone, etc.), a
web appliance, a network router, a network switch, a net-
work bridge, any machine capable of executing a sequence
of instructions that specify an action to be taken by that
machine, and any combinations thereof. In one example, a
computing device may include and/or be included in a kiosk.

FIG. 8 shows a diagrammatic representation of one
embodiment of a computing device in the exemplary form of
a computer system or computing module 800 within which
a set of instructions for causing a control system, for
example, system 100, sub-system 102 or CAD program
module 106, to perform any one or more of the aspects
and/or methodologies of the present disclosure may be
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executed. It is also contemplated that multiple computing
devices may be utilized to implement a specially configured
set of instructions for causing the device to perform any one
or more of the aspects and/or methodologies of the present
disclosure. Computer system or module 800 includes a
processor 804 and a memory 808 that communicate with
each other, and with other components, via a bus 812. Bus
812 may include any of several types of bus structures
including, but not limited to, a memory bus, a memory
controller, a peripheral bus, a local bus, and any combina-
tions thereof, using any of a variety of bus architectures.

Memory 808 may include various components (e.g.,
machine readable media) including, but not limited to, a
random access memory component (e.g., a static RAM
“SRAM”, a dynamic RAM “DRAM?”, etc.), a read only
component, and any combinations thereof. In one example,
a basic input/output system 816 (BIOS), including basic
routines that help to transfer information between elements
within computer system 800, such as during start-up, may be
stored in memory 808. Memory 808 may also include (e.g.,
stored on one or more machine-readable media) instructions
(e.g., software) 820 embodying any one or more of the
aspects and/or methodologies of the present disclosure. In
another example, memory 808 may further include any
number of program modules including, but not limited to, an
operating system, one or more application programs, other
program modules, program data, and any combinations
thereof.

Computer system 800 may also include a storage device
824. Examples of a storage device (e.g., storage device 824)
include, but are not limited to, a hard disk drive for reading
from and/or writing to a hard disk, a magnetic disk drive for
reading from and/or writing to a removable magnetic disk,
an optical disk drive for reading from and/or writing to an
optical medium (e.g., a CD, a DVD, etc.), a solid-state
memory device, and any combinations thereof. Storage
device 824 may be connected to bus 812 by an appropriate
interface (not shown). Example interfaces include, but are
not limited to, SCSI, advanced technology attachment
(ATA), serial ATA, universal serial bus (USB), IEEE 1244
(FIREWIRE), and any combinations thereof. In one
example, storage device 824 (or one or more components
thereof) may be removably interfaced with computer system
800 (e.g., via an external port connector (not shown)).
Particularly, storage device 824 and an associated machine-
readable medium 828 may provide nonvolatile and/or vola-
tile storage of machine-readable instructions, data struc-
tures, program modules, and/or other data for computer
system 800. In one example, software 820 may reside,
completely or partially, within machine-readable medium
828. In another example, software 820 may reside, com-
pletely or partially, within processor 804.

Computer system 800 may also include an input device
832. In one example, a user of computer system 800 may
enter commands and/or other information into computer
system 800 via input device 832. Examples of an input
device 832 include, but are not limited to, an alpha-numeric
input device (e.g., a keyboard), a pointing device, a joystick,
a gamepad, an audio input device (e.g., a microphone, a
voice response system, etc.), a cursor control device (e.g., a
mouse), a touchpad, an optical scanner, a video capture
device (e.g., a still camera, a video camera), touchscreen,
and any combinations thereof. Input device 832 may be
interfaced to bus 812 via any of a variety of interfaces (not
shown) including, but not limited to, a serial interface, a
parallel interface, a game port, a USB interface, a
FIREWIRE interface, a direct interface to bus 812, and any
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combinations thereof. Input device 832 may include a touch
screen interface that may be a part of or separate from
display 836, discussed further below. Input device 832 may
be utilized as a user selection device for selecting one or
more graphical representations in a graphical interface as
described above.

A user may also input commands and/or other information
to computer system 800 via storage device 824 (e.g., a
removable disk drive, a flash drive, etc.) and/or network
interface device 840. A network interface device, such as
network interface device 840 may be utilized for connecting
computer system 800 to one or more of a variety of
networks, such as network 844, and one or more remote
devices 848 connected thereto. Examples of a network
interface device include, but are not limited to, a network
interface card (e.g., a mobile network interface card, a LAN
card), a modem, and any combination thereof. Examples of
a network include, but are not limited to, a wide area
network (e.g., the Internet, an enterprise network), a local
area network (e.g., a network associated with an office, a
building, a campus or other relatively small geographic
space), a telephone network, a data network associated with
a telephone/voice provider (e.g., a mobile communications
provider data and/or voice network), a direct connection
between two computing devices, and any combinations
thereof. A network, such as network 844, may employ a
wired and/or a wireless mode of communication. In general,
any network topology may be used. Information (e.g., data,
software 820, etc.) may be communicated to and/or from
computer system 800 via network interface device 840.

Computer system 800 may further include a video display
adapter 852 for communicating a displayable image to a
display device, such as display device 836. Examples of a
display device include, but are not limited to, a liquid crystal
display (LCD), a cathode ray tube (CRT), a plasma display,
a light emitting diode (LED) display, and any combinations
thereof. Display adapter 852 and display device 836 may be
utilized in combination with processor 804 to provide
graphical representations of aspects of the present disclo-
sure. In addition to a display device, a computer system 800
may include one or more other peripheral output devices
including, but not limited to, an audio speaker, a printer, and
any combinations thereof. Such peripheral output devices
may be connected to bus 812 via a peripheral interface 856.
Examples of a peripheral interface include, but are not
limited to, a serial port, a USB connection, a FIREWIRE
connection, a parallel connection, and any combinations
thereof.

The foregoing has been a detailed description of illustra-
tive embodiments of the invention. Various modifications
and additions can be made without departing from the spirit
and scope of this invention. Features of each of the various
embodiments described above may be combined with fea-
tures of other described embodiments as appropriate in order
to provide a multiplicity of feature combinations in associ-
ated new embodiments. Furthermore, while the foregoing
describes a number of separate embodiments of the appa-
ratus and method of the present invention, what has been
described herein is merely illustrative of the application of
the principles of the present invention. Additionally,
although the methods herein have been illustrated as being
performed in a specific order, the ordering is highly variable
within ordinary skill to achieve the methods, systems, and
software for hardware-component based geometric modifi-
cations of computer-modeled part designs described herein.
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Accordingly, this description is meant to be taken only by
way of example, and not to otherwise limit the scope of this
invention.

What is claimed is:

1. A method for providing a natural language interface for
a computer-aided design (CAD) system, the method per-
formed by a computing device and comprising:

automatedly receiving, via an input device of a computing

device, a user selection through a graphical user inter-
face (GUI) of a particular location of a displayed CAD
model,;

automatedly receiving, via the computing device, a user

voice input comprising a plurality of words and refer-
ring to the particular location;

automatedly, via the computing device, parsing the user

voice input;

automatedly, via the computing device, determining a

meaning for the parsed user voice input, the meaning
including a reference to the particular location, one or
more words associated with one or more program
actions, and one or more words associated with one or
more command topics, each of the particular location,
program actions, and command topics related to a
specific item referred to in the voice input;
automatedly, via the computing device and based on the
determined meaning, identifying information compris-
ing two or more specifications for the specific item via
a CAD context database, wherein the specifications
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comprise two or more of: a diameter, a length, a depth,
a thickness, and a material;

automatedly, via the computing device, assembling a
query for additional information based on the meaning,
the identified information, and the CAD model;

automatedly, via the computing device, providing the
assembled query to a resource provider service;

automatedly, via the computing device, receiving the
additional information from the resource provider ser-
vice, the additional information comprising informa-
tion regarding at least one CAD model of the specific
item to be placed at the particular location selected as
a function of the meaning, the identified information,
and the CAD model;

automatedly, via the computing device, prompting the
user for missing information determined as a function
of the additional information based on whether the
specific item is compatible with one or more aspects of
the CAD model when placed at the particular location;

automatedly, via the computing device, receiving a
response from the user to the prompt for missing
information;

automatedly, via the computing device, providing a com-
mand to at least one CAD program module based on the
additional information and the response from the user
to the prompt for missing information; and

automatedly, via the computing device, updating the GUI
with respect to the CAD model based on the command.

#* #* #* #* #*



